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1 Introduction 1

1 Introduction

Products manufactured from plastics play a central role in today’s society, impacting fields
like health, mobility, building and construction, energy, leisure, or commodities [Aal22,
NN23a]. The European plastics industry employs 1.5 million people as of 2022, with a
9.2 billion EUR trade balance and a 400 billion EUR turnover [NN23a]. The plastics processing
industry operates on very small profitmargins. As a result, the process chainmust constantly
be optimised, both in the planning and production phases. Process chain optimisation can
impact not only the costs but also CO2 emissions of the process [NN23b]. Optimisation can
take many forms in the production phase, such as reducing energy usage, reducing material
usage per part, or minimising production waste [Rau19]. The challenges lie in the technical
complexity of plastics processing.

Extrusion is one of the two main processing methods for thermoplastics. Figure 1.1 depicts
a typical setup of a profile extrusion line with a static mixer [HM16, Rau19]. Blue highlights
the sections where the polymer is in a solid state, while green highlights the polymer melt
conveying sections. The first state transition occurs in the extruder, which transports the
plastic granulate in the solids conveying zone and melts it in the subsequent plastification
zone. The polymermelt conveying sections include themetering zone of the extruder, which
defines the throughput and pumps the melt towards the down‐stream components,mixing
elements, which homogenise the melt, and the extrusion die, which forms the melt stream
into the extrudate shape. The second state transition occurs in the calibration section, where
the extrudate is cooled and solidified into its final shape. A haul‐off and confectioning unit
prepare the extruded profiles for further processing.

Solid granulate
conveying

Polymer melt
conveying

Solid extrudate
conveying

Extruder
Confectioning

unit
Calibration
& cooling

Extrusion die

Static mixer Haul-off

Figure 1.1: Components of a profile extrusion line with a static mixer (not to scale).

This thesis focuses on themelt conveying parts of extrusion lines, such asmixing elements or
the extrusion die. Extrusion dies have the task of shaping themelt stream into the extrudate.
Their design must balance many objectives and requirements, including the polymer melt’s
complex rheological and thermal phenomena. As a result, extrusion dies are often produced
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in very small lot sizes and are often unique due to their individual specification. The role
of static mixers is the thermal and material homogenisation of the melt stream provided
by the extruder, which is critical to achieving a high‐quality product [PR19, Rau19]. This
task may gain even more relevance in the future due to the inconsistent properties of
recycled material resulting from unquantifiable contamination, which might change on a
batch‐by‐batch basis. Here, the challenge lies in balancing the different performance traits
like pressure drop and mixing capability.

In practice, the design of polymer melt conveying flow channels is very complex. While
manual design is possible, it is an iterative and, thus, expensive process. User experience can
reduce the number of design iterations. However, many of the typically employed design
heuristics are not quantified or might be based on outdated information regarding the
process. As a result, manual design is increasingly replaced by computational design and
topology optimisation methods [GCS22, Pit11]. Topology optimisation aims to determine
an optimal shape for a structure, which is usually subject to multiple constraints, such as
maximising functionality, minimising material usage, or ensuring manufacturability [ADJ21,
FY24].

Figure 1.2 depicts a selection of previously used optimisation strategies for the computa‐
tional design of melt flow channels. Stochastic methods such as evolutionary, genetic and
other types of black‐box optimisation algorithms are among the most common topology
optimisation methods in polymer melt flow channel design [GCS22]. However, they require
many design point evaluations, leading to high computational complexity while limiting
the degrees of freedom. Similar drawbacks are observed with direct search strategies.
Gradient‐based methods, such as adjoint methods, take a different approach. They provide
a quick way to determine which changes to the geometry improve its performance, i.e.,
where material needs to be added or removed from the geometry.

Optimisation strategies

Deterministic methods

Gradient-based methods
• Conjugate directions
• Adjoint-based methods
• …

Direct search strategies
• Coordinate strategy
• Simplex strategy
• …

Stochastic methods

Monte Carlo strategy Evolutionary algorithms
• Evolution strategy
• Genetic algorithms
• Simulated annealing

Figure 1.2: Overview over common optimisation strategies (adapted from [HM16]).

Adjoint topology optimisation algorithms start with an initial design, which can be obtained,
for example, fromexisting flow channel designs. A simulation of the initial design determines
the design’s performance regarding the optimisation objectives. These optimisation objec‐
tives are integrated via so‐called objective functions, which are mathematical expressions
of the optimisation goal(s). At the core, the optimisation method is based on a sensitivity
analysis. Sensitivities determine locations in the geometry where changes improve the
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objective function. Adjoint methods describe a collection of techniques for efficiently
computing these sensitivities by expanding the original physics state equations used in
the simulations. The adjoint equations are derived from the original state equations and
need to be solved in a separate problem. Their solution provides the sensitivity information
for the update of the design, which is computed from the gradient of the objective
function with respect to the structure’s shape. The design update steps are performed in
an iterative process that does not require fully recalculating the structure’s performance
for every small change in the design. The algorithm terminates when a local optimum is
found, or other predefined criteria are met. Adjoint optimisation algorithms come with
several advantages [GP97, GP00]. They are commonly associated with a relatively low
computational complexity since they avoid multiple design point evaluations. At the same
time, they scale very well, enabling a high number of degrees of freedom. In addition, their
embedded optimisation objectives deliver a high degree of explainability, unlike black‐box
optimisation algorithms. Existing implementations of the adjoint method in open source
software like OpenFOAM facilitate its use in engineering applications [AG20b, GHP23a,
Hel15, Oth14b]. The theory behind this optimisation algorithm and its implementation are
discussed in more detail in Section 4.

Established manufacturing methods for extrusion dies and mixing elements are subtractive,
such asmilling, turning, or electrical dischargemachining. Subtractive processes start from a
steel block and removematerial to obtain the final shape. Therefore, their design flexibility is
limited by tool accessibility. Somemixing elements are manufactured in a multi‐step casting
process using a ceramic mould. This method has more design freedom but destroys the
mould in the process, making it very expensive [NN14].

Additive Manufacturing (AM) is a manufacturing technology with a different approach.
In laser powder bed fusion, also known under its commercial name selective laser
melting, the part is constructed from layers of metal powder which are melted locally
with a laser, minimising production waste. AM combines material efficiency with design
freedom and functional integration in addition to fast path planning, making it particularly
suited for individualised production like die manufacturing. The manufacturing method is
discussed in more detail in Section 2.3. The AMPOWER Report 2024 lists the AM market
at 10.5 billion EUR in 2023, with a projected compound annual growth rate of 13.9%
until 2028 [NN24]. Metal powder bed fusion system sales comprise the largest share of
the AM market, with around 40% of the sales revenue. Most applications of AM focus
on rapid prototyping [Wen22] and individualised production [HYB+15, YHW+16], with the
fastest growing sectors being aviation and defense [NN24]. Furthermore, an increasing
number of applications exploit AM for its design flexibility [Neu21, PHL+24] and potential
for lightweight applications. This includes lattice structures and low‐density infills to reduce
the part’s mass [Lip18, ZSL+24]. However, AM is not free of manufacturing constraints.
Therefore, the manufacturing method still must be considered during the design and
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optimisation process. The individual manufacturing constraints are discussed in Section 5.

This thesis aims to investigate the potential of the adjoint topology optimisation method to
optimise the flow channel geometry in static mixing elements and extrusion dies, exploiting
the algorithm’s low computational complexity and high degrees of freedom enabled by the
optimisation algorithm and design flexibility from additive manufacturing.

The structure of the thesis is depicted in Figure 1.3. Section 2 discusses the state of
the art regarding the simulation‐based design and optimisation of extrusion dies and
mixing elements and finishes by stating the research questions and hypotheses addressed
in this thesis. In Sections 3 to 5, the newly developed optimisation algorithm under
consideration of manufacturing restrictions is presented. This happens in three steps: The
models necessary to numerically describe polymer melt flows are presented in Section 3,
while Section 4 and Section 5 focus on the optimisation algorithm, its optimisationobjectives
and the manufacturing constraints from AM. The algorithm is demonstrated in Section 6 on
the use case of an additively manufacturable staticmixer. Finally, the algorithm’s potential is
evaluated on a use case for optimising a simple profile extrusion die in Section 7. The thesis
concludes with an outlook on possible next steps and future research questions in Section 8.

8 Conclusion and Outlook

7 Application to Profile Extrusion Dies

7.1 Case Setup

7.2 Results

7.3 Discussion

6 Application to Static Mixers

6.1 Optimisation

6.2 Operating Point Dependency

6.3 Validation in Lab Trials

6.4 Discussion

3 – 5 Model

3 Modelling of Polymer Melt Flows

4 Topology Optimisation

5 Manufacturing Constraints

2 State of the Art

2.1 Extrusion Dies 2.2 Mixing Elements

2.3 Additive Manufacturing

2.4 Research Questions and Hypotheses

1 Introduction

Figure 1.3: Thesis structure.
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2 Design of Polymer Melt Flow Channels

This chapter provides background on the engineering aspects of the design of polymer melt
flow channels. First, the design objectives of extrusion dies are discussed, followed by a
literature review regarding the computational design of extrusion dies. Next, the design
and performance evaluation of mixing elements are introduced. The subsequent section
discusses the additive manufacturing of extrusion line components. The resulting research
questions and hypotheses are stated at the end of the chapter.

2.1 Extrusion Dies

The extrusion die design process workflow is depicted in Figure 2.1.

Product
development

Start of
production

ok

Die design Lab trials

Die revision

Quality?

not ok

Die 
manufacturing

Flow 
simulation

Flow channel
optimisation

Quality?

Computational die design

ok

not ok

Minimise
iterations

Figure 2.1: Workflow for conventional die design (grey); changes through computational die
design and automatic optimisation are highlighted in green (adapted from [Sie18]).

For each newproduct, an initial die design is inferred fromexisting extrusion dieswith similar
properties. In the traditional workflow, this initial die design is manufactured, evaluated
in lab trials and revised until it meets the predefined requirements. Traditional die design
requires trial and error and experience, which results in a time‐consuming and expensive
process. This is particularly true for the rheological design of the flow channels. The goal
of computational die design is to optimise the die geometry prior to manufacturing, thus
reducing the number of die revisions in the lab trial stage until no further iterations are
necessary [Sie18].
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2.1.1 Objectives for the Design of Extrusion Dies

During the design of extrusion dies, multiple aspects need to be considered. The following
guidelines are mainly reported for the design of extrusion dies but are also applicable to
other types of melt flow channels, such as mixing elements, which are discussed later in this
section.

First, there are general operational aspects [HM16, Pit11]. The die needs to fit into the
limited available space of the extrusion line and be easy for the operators to handle
during installation and dismantling. In addition, it should be readily detachable and have
a leak‐proof connection between extruder and die. Moreover, the die must be easy to clean
and have as few as possible well‐sealed surfaces. Secondly, the mechanical design needs to
be considered since an adequate stiffness of the die is necessary to prevent deformations in
the die due to the melt forces during processing [HM16, MBS07]. Both the operational and
the mechanical aspects of die design will not be discussed in this thesis.

The third aspect concerns manufacturability and minimisation of manufacturing costs. The
die, particularly the flow channel, is subject to the constraints of the chosen material and
manufacturing method [HM16]. This covers the initial machining of the part as well as post‐
processing steps such as polishing or tempering the die.

Perhaps the most important aspect is the rheological design of the extrusion die [CN12,
HM16]. For economic considerations, the pressure drop in the die should be as low as
possible for the specified material throughput provided by the extruder. In addition, the
flow channel design should have minimal operating point and material dependence so it
does not have to be re‐designed for each change in production. Furthermore, the flow
channel should minimise damage to the extruded material. This can be achieved through
short residence times so the material is not held at critically high temperatures for a long
time. On the other hand, there are multiple constraints defining the acceptable range for
shear rates and shear stresses in the melt [CN12, GMS11, Pit11]. In cases with insufficient
shear stresses, macromolecules remain adsorbed to the die wall, increasing the residence
time of the melt near the die wall and resulting in thermal degradation [Pit11]. Increased
shear rates also increase the viscous dissipation and can result in disproportionate thermal
loads. Eventually, high shear rates can lead to excessive mechanical loads on the polymer
molecules, resulting in molecular scission [PR19]. In addition, there should be a narrow
residence time spectrum so all parts of the extrudate have a similar history regarding
thermal and rheological loads. Low shear rates and areas leading to high residence times can
be avoided by ensuring a continual acceleration of the melt, which can be achieved through
convergent flow channels. The flow channel should produce a velocity profile that does not
prevent production of in‐spec profiles on account of distortion. This can be achieved via a
uniform velocity distribution at the outlet and uniform die swell [PBE13], which requires
parallel zones at the die land where the melt can relax. Weld lines are to be avoided.
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Finally, the thermal design of extrusion dies needs to be considered. This encloses two
aspects, the first of which is minimising thermal mass. Extrusion dies can get very large
and, as a result, have long heating times [HSB+20]. The other aspect is the thermal regime
within the polymer melt, which is determined by the die wall temperature as well as shear
heating from viscous dissipation in the melt. The temperature of the polymer melt needs to
be closely controlled to provide a melt streamwith homogeneous viscosity and to minimise
the warpage of the extrudate [CN12, HM16].

This thesis will focus on the rheological design of flow channels and their suitability for
additive manufacturing. In addition, the thermal design will be considered in the use case
for static mixers.

2.1.2 Computational Design of Extrusion Dies

There are different methods to turn the objectives for rheological die design into objectives
for an optimisation routine [Hee15, SSPH00]. In many cases, a multi‐objective optimisation
is preferred, where the optimisation attempts to balancemultiple, sometimes contradictory
objectives.

The Degrees of Freedom (DOF) of an optimisation routine are in part determined by the
parameterisation of the initial flow channel geometry. Most design processes start with an
initial Computer Aided Design (CAD) representation of the geometry, which was designed in
a digital design software, e.g., using spline‐based representations like Non‐Uniform Rational
B‐Splines (NURBS). Some optimisation methods operate directly on this parameterisation,
while others first transform the geometry into a different representation.

Gaspar‐Cunha et al. list four basic methodologies for the simulation‐based design of
extrusion dies [GCS22]:

1. using the simulation during manual optimisation,
2. using modelling equations (e.g., from analytical models),
3. using a simulation‐based optimisation algorithm,
4. performing data‐driven optimisation using machine learning techniques.

The following paragraphs give an overview of recent research in each of these approaches
to simulation‐based die design.

Manual optimisation supported by simulation

Huang developed a manual optimisation strategy for the design of a spiral mandrel die
supported by simulations [Hua98]. In a similar approach, Rezaei Shahreza et al. performed
simulations of a complex profile extrusion die in Ansys Fluent (Ansys Inc., Canonsburg, PA,
USA) tomanually determine the optimumparameters for flow balance [RBBS10]. Ryckebosh
and Gupta performed an optimisation of a complex profile co‐extrusion die assisted by the
software polyXtrue (Plastic Flow, LLC., Hancock, MI, USA) [RG15]. Besides flow balance,
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they considered pressure drop in the die and thermal homogeneity in the extrudate. They
suggested that the simulation reduced the number of design iterations, thus saving cost and
time in the die development process.

Optimisation using modelling equations

For simple geometries such as slit, pipe or annular gap, the relationship between throughput
and pressure can be determined using analytical models [Chu19, HM16, Pit11]. The
rheological design for more complex geometries is less straightforward. Sometimes, it can
be performed by splitting the complex geometry into multiple simple geometry sections.
The pressure‐throughput relationship can be determined individually as a flow resistance
for each simple geometry section. Exploiting the analogies between hydraulic and electric
systems and using Kirchhoff’s laws, the overall resistance of the complex geometry can
be computed through network theory [HM16, Kau04]. However, this method only works
up to a certain degree of complexity. Wolff combined network theory with the finite
element method to enable a faster hybrid method of designing complex flow channels
for profile extrusion dies [MKW01, Wol00]. Kaul built on this method and investigated
different optimisation strategies, namely the coordinate strategy, the simplex‐strategy and
an evolutionary algorithm [Kau04]. He found that the evolutionary algorithmwas the fastest
but was also the least robust, while the coordinate strategy was comparatively slow but easy
to handle and very robust.

Automatic optimisation using Computational Fluid Dynamics (CFD)

With increasing computing power availability, the rheological design of complex extrusion
dies could rely more on CFD.

Saul developed an automated design methodology for spiral mandrel dies [Sau11]. His
methodology required a parameterised CAD representation of the geometry, a CFD solver
(in his case, Ansys Fluent), an automated evaluation method of different characteristics
like pressure drop, weld lines, residence times and wall thickness distribution, and an
optimisation algorithm that adjusts the geometry accordingly. A differential‐evolution
optimisation algorithm was chosen, and during optimisation, two different operating
points were evaluated to avoid excessive operating point dependency. Building on this
work, te Heesen developed a design and optimisation framework for spiral mandrel
dies [Hee15]. He included a pre‐dimensioning algorithm, formalised the quality criteria for
single‐ and multi‐objective optimisation, and performed optimisation using a combination
of gradient‐based and genetic algorithms in Ansys Fluent. He found that the multi‐objective
genetic optimisation algorithms were robust and showed the best potential as they also
allowed for a weighting of the different objective functions.

Rajkumar et al. performed an optimisation for flow balance in a complex profile extrusion
die. They divided the geometry into surrogate models based on the profile’s elementary
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L‐ and T‐shaped geometries. They investigated two optimisation methods: the average
method, based on averaging the lengths of each section and theminimummethod, which is
based onminimising the differences between the imposed and fitted length values [RFF+17].
Investigations into the operating point dependence showed that only the power law index
from the shear‐thinning material model significantly influenced the results. Ultimately, both
optimisation approaches showed a similar performance [RFF+18].

Yilmaz et al. optimised the flow balance of an L‐profile extrusion die [YGK14]. The flow
channel geometry was parameterised so that the horizontal channel of the L‐profile started
with a thick channel followed by a transition area, resulting in a narrow channel. The
resulting design variables for optimisation were the transition angle, the narrow channel’s
length, and the thick channel’s thickness. Using latin hypercube sampling, a selection of
die geometries across the design space was determined for which CFD simulations were
performed in Ansys Polyflow (Ansys Inc., Canonsburg, PA, USA). Optimisationwas performed
using a simulated annealing‐type algorithm in Matlab (The MathWorks, Inc., Natick, MA,
USA). They investigated four different formulations of a flow balance objective function
and identified two objective functions that were particularly suited to the problem. The
limitations of their study were the limited DOF. In addition, no optimisation objectives
outside of flow balance were considered.

Building on these results, Zhang et al. investigated the potential of additional DOF [ZHSD19].
Based on the optimised L‐profile flow channel geometry obtained by Yilmaz et al. [YGK14],
they performed an optimisation using NURBS‐basedmodelling in Ansys Polyflow. In addition
to flow balance, they also investigated objective functions for homogeneous die swell
and the final geometry of the extrudate. Using this model, they were able to improve
the extrudate geometry. Zhang et al. also presented an improved inverse design method
for a thin‐wall hollow profile extrusion die under consideration of deformation due to
inhomogeneous flow balance using Ansys Polyflow [ZHL+20]. Recently, they extended their
inverse design method to design co‐extrusion dies [HZD23].

While the results obtained by Zhang et al. were promising, they were limited to isothermal
and viscous flows. However, studies by Aali et al. have shown that using inelastic, purely
viscous constitutive models can speed up the design process. Still, the viscoelastic model
leads to more accurate results, requiring fewer design iterations [Aal22, ACN22a, ACN22b].

The influence of viscoelasticity becomes evenmore apparentwhenmodelling extrusion dies
for elastomers. Sharma et al. used an inverse design approach to optimise the flow channel
of a keyhole profile die for rubber extrusion using Ansys Polyflow with a purely viscous
constitutive model [SSG+20]. Spanjaards et al. investigated the effects of viscoelasticity and
non‐isothermal flows on the same keyhole extrusion die. They found that the extrudate
swell increases with elasticity and opposes bending of the extrudate, while shear‐thinning
models reduce swell and have bending of the extrudate, thus implying that constitutive
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models have to be chosen carefully, especially for materials with high elasticity [SHA20,
Spa22]. They also developed an inverse die design method using a real‐time active control
scheme instead of the conventional minimisation of an objective function, thus enabling
local mesh refinement and the consideration of transient rheological phenomena like
viscoelasticity [SHA21, Spa22]. However, the method’s effectiveness was limited for high
Weissenberg numbers, and they suggested that a spline‐based parameterisation of the die
shape might improve this method.

Profile extrusion die design and automatic optimisation were also investigated in a
collaboration between the Institute for Plastics Processing (IKV) and the Chair for
Computational Analysis of Technical Systems (CATS) within the Cluster of Excellence
”Integrative Production Technology for High‐Wage Countries”. They parameterised the
computational domains with NURBS and used an Elastic Mesh Update Method (EMUM) to
compute the free surface flows of the extrudate behind the die exit [Elg11, EPW+12]. The
same method could also be used to optimise the flow channel within the die. Optimisation
for flow balance was approached by splitting the outlet of the die into multiple optimisation
areas and aiming to balance the output in each of them [HWK+14, SEB+13, SYF+15, Win15].
Furthermore, they developed an optimisation framework for uniform die swell, which used
EMUM of both the die and the extrudate and new complex objective functions. Siegbert et
al. investigated different forms of objective functions for uniform die swell and identified
a suitable objective function which projects the shadow of the profile onto its technical
drawing [PBE13, SBE16, Sie18]. In addition, this collaboration project also investigated the
challenges and opportunities for additively manufactured extrusion dies regarding surface
quality and DOF, which will be discussed in Section 2.3.

While the flow balance and pressure drop are essential factors in the rheological design
of extrusion dies, they are not sufficient. Instead, the thermal design must also be
considered so the extrudate exits the die with an appropriate temperature and viscosity
distribution, which is a prerequisite to the design of the cooling and calibration stage of
the extrusion line [HM16]. Yesildag et al. investigated the influence of the temperature
on the melt distribution in pre‐distributors of spiral mandrel dies in Ansys Polyflow. They
found that the local temperature inhomogeneities contributed to inhomogeneous melt
distribution at the die outlet, and optimisation of the position of heat sources within the
pre‐distributor improved the melt distribution [HY15, HY17, HYS17, Yes17]. Hopmann et al.
built on this work by optimising the melt distribution using heat pipes [HLSW22]. In their
study, simulations were performed in the Open Source software OpenFOAM (OpenFOAM
Foundation Ltd., London, UK) in a solver similar to the one used in this thesis, which
will be discussed in detail in Section 3. Zwar et al. investigated a new approach for the
thermal design of extrusion dies. They performed shape optimisation in a modular shape
optimisation framework consisting of 1. a geometry kernel which translates the design
variables into the geometry parameterisation, 2. a general heat equation solver, and 3. an
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optimisation driver. For the latter, they chose a gradient‐free algorithm. Using this shape
optimisation framework, they investigated the heating of extrusion die when introducing
different microstructures into the die [ZEE22].

Data‐driven optimisation

Recently, there has also been an increase in data‐driven approaches to design extrusion
dies using machine learning techniques. The platform Strömungsraum® (IANUS Simulation
GmbH, Dortmund, DE) uses training data based on parametric representations of typical
die geometries and existing CFD simulations to predict new die geometries [Wen22].
There is also research to optimise new die geometries from scratch using reinforcement
learning [Wol23] and autoencoders [GGC+24]. However, the results in this field are still in
the early stages and not ready for industrial applications yet since they are limited by the
DOF in the geometry and the resulting computational complexity.

2.2 Mixing Elements

The design objectives presented in Section 2.1.1 imply that a well‐designed extrusion die
can only operate as intended if the incoming polymer melt stream is as homogeneous
as possible. However, the processes upstream of the die can introduce multiple forms of
inhomogeneity, which will be discussed below.

Generally speaking, polymer melts have low heat conduction properties. As a result, many
thermal inhomogeneities introduced into the melt cannot be resolved without external
intervention. Thermal inhomogeneities can lead to inhomogeneous thickness distributions
in films and bottles [FM06, PR19]. While they can occur for various reasons, there are some
commonly observed patterns. Longmelt flow channels lead to excessive viscous dissipation,
resulting in a so‐called ring profile (Figure 2.2 top left), where themelt is coldest in the centre
and at the wall, with a hot ring surrounding the centre [Cat12, Cat13]. In contrast, excessive
shear heating at the screw can result in a so‐called core profile (Figure 2.2 top middle),
where the highest melt temperature is found near the centreline [BKC04, Cat12, Cat13].
Asymmetric temperature profiles (Figure 2.2 top right) result from bifurcations or bends
of pre‐existing ring profile inhomogeneities within the melt flow channel [Yes17] or from
inhomogeneous heating of melt flow channel [Hee15, Yes17].

The other typical class are material inhomogeneities. High‐quality extrudates require a ho‐
mogeneous distribution of additives like colourants, stabilisers or blowing agents [MHMS11,
MS16]. Commonly observed material inhomogeneities include ring structures (Figure 2.2
bottom left) stemming from screw rotation patterns [SKL+04, Sch23a]. Half profiles
(Figure 2.2 bottom right) are often used in research since they represent maximal material
inhomogeneity at the inlet [MSA12, Sin08].
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Figure 2.2: Commonly observed thermal and material inhomogeneity patterns.

When it comes to melt homogeneity, two concepts have to be distinguished: Homogenising
the overall distribution of a species throughout the domain is called distributive mixing,
while the breakup of agglomerations of one species is called dispersive mixing. Distributive
mixing of two phases can be achieved by maximising the interfacial surface area between
those two phases. The most efficient method is the so‐called baker’s fold process, where
the materials are stretched, cut and stacked [CS20, SKA+09]. However, this method is
only applicable to batch mixing. For continuous mixing within an extrusion process, a
different approach is necessary. Due to creeping flow conditions in polymer melt flows,
any inhomogeneities can only be reduced through convective mixing, i.e., structures that
actively redistribute the melt. This can be achieved through dynamic or static mixing
elements. Dynamic mixing elements are attached to the screw and are thus moving with
the screw rotation [Chu19]. In contrast, static mixers are positioned between the screw
and the die and do not move. Their mixing capability stems purely from introducing
secondary flows into the polymer melt [PM79], thus improving distributive mixing in radial
direction [Chu19]. Application fields for static mixers include petrochemistry, processing of
polymers and other chemicals, water treatment, food processing, pharmaceutical industry
and construction [AM20]. In plastics processing, static mixers are particularly common in
foam extrusion with physical blowing agents, where the melt has to be continuously moved
to avoid local aggregation of gas [LP14]. In addition, the quality of foamed extrudate is
highly dependent on the temperature; therefore, blowing agent‐charged melt needs to be
cooled [Heu18]. As a result, static mixers are often combined with cooling elements into
heat exchanger systems for foam extrusion [Gal09].
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Generally speaking, the design goals for extrusion dies (see Section 2.1.1) also apply to
mixing elements. In addition, they should maximise mixing capability at minimal pressure
drop and mixer volume, with no dead spots [Chu19, PR19].

A wide variety of static mixers is available commercially. The following presents some of
the most common types. The Low Pressure Drop (LPD) mixer (Figure 2.3 left) is designed
in a ”series of semielliptical plates positioned in a tubular housing” [SKA+09]. As the name
suggests, it is known for its relatively low pressure drop, but many elements are necessary
to achieve a good mixing result. The Kenics mixer (Figure 2.3 middle) consists of multiple
twisted blades and achieves good distributive mixing at a relatively low pressure drop.
However, this again comes at the price of a long mixer length. Static mixers in the third
class are called X‐mixers due to their cross bars within the flow channel. The most studied
model here is the Static Mixers using cross bars X (SMX) mixer (Sulzer ChemTech Ltd.,
Winterthur, CH) (Figure 2.3 right) [Heu09, HKMS09]. Previous studies have shown that the
SMX mixer is the most efficient compared to other mixer types regarding the trade‐off
between mixing performance and pressure drop [RTBB98], especially at limited available
space [MSA12, RBBT00].

LPD Kenics SMX

Figure 2.3: Commercially available static mixers: LPD (left), Kenics (middle) and SMX (right).

In previous studies investigating the operating point dependency of the SMX mixer, it was
demonstrated that up to a Reynolds number of Re = 1, the flow regime in a SMX mixer is
independent of the flow rate, thus implying operating point independence from throughput
andmaterial for polymermelt flows [ZSMJ02]. However, an earlier investigation found a fully
laminar and thus operating point independent flow regime up to a generalised Reynolds
number of 15 [LFC96]. Liu et al. investigated the operating point dependence from the
material bymodelling fluid as Newtonian or shear‐thinning. They found that a smaller power
law index indicating more shear‐thinning behaviour leads to a lower pressure drop and
better mixing quality [LHW06]. The operating point can decide the mixer’s performance
even more profoundly for thermal mixing. Since the mixing element can introduce new
inhomogeneities through additional shear heating, positive mixing can only occur with
sufficiently high inhomogeneities at the mixer inlet [Imh04].
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2.2.1 Performance Evaluation of Mixing Elements

Different computational methods are available for the quantification of distributive mixing
performance. Readers are referred to [Dom11, Rat15] for a more detailed discussion on the
quantification of dispersive mixing.

According to Erb, three classes of computational methods can be identified [Erb18].
The first class are particle tracking approaches, where a discrete amount of tracer
particles is tracked throughout the computational domain. While this approach is very
popular [AMK04, AMK05, BS99, EB13, Erb18, Fra24, Kie10, RBBT00, RTBB98, XYT18], it can
also be computationally expensive [Fra24]. The second class contains mapping methods,
where a cross‐sectional grid is deformed according to the calculated velocity field. The
method was first proposed by Spencer et al. [SW51] and further developed to the extended
mappingmethod by Kruijt et al. [KGPM01]. The third class contains componentmass balance
and multiphase models, such as the volume‐of‐fluid approach, level‐set methods or mixing
computations using a passive scalar [Hub23, Sch23a, SVJS23]. This class differs from the first
two since it can analyse fields other than pure material mixing, such as temperature fields
that are also subject to additional shear heating in the process [Sch23a].

Furthermore, these computational methods can be combined with different evaluation
methods. A first visual impression is enabled by so‐called Poincaré maps, which visualise
themovement and intersection of two particle clouds [Erb18, Fra24, SVJS23]. A lot of mixing
quantification methods utilise some form of statistical model. Entropy‐based methods aim
to maximise the probability that a particle is found within each discrete area [AMK04,
AMK05, Dom11,WMK01,WMK03].Danckwerts developed amethod based on the concepts
of the scale of segregation and the intensity of segregation, which quantify the distances
between particles/concentrations of different species [Dan52]. Erb developed an evaluation
model that performs the statistical analysis on Voronoi diagrams [EB13, Erb18]. The
method was extended by Frank, who calculated a Delauney triangulation, which is the dual
graph to the Voronoi diagram and has the advantage that it is intrinsically bounded in a
convex hull [Fra24]. Finally, the mixing quantification can be performed using kinematic or
geometricmixing models [BS99, Töb05].

The suitability of the different computational and evaluation methods is determined by
the specific application. In addition, different data structures lend themselves to different
methods. This thesis evaluates the distributive mixing performance using the mixing
number e. This statistical method is performed on a component mass balance model based
on the distribution of either the temperature or a passive scalar. The mixing number e(ɸ)
quantifies the homogenisation for a scalar quantity ɸ as the relative change in the local
cumulative inhomogeneity δ(ɸ):
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e (ϕ) = δ (ϕ)before − δ (ϕ)after
δ (ϕ)before

, with δ (ϕ) = ∑
i

|ui|
|uave|

⋅ |ϕi − ϕave|. ( 2.1 )

The definition in Equation 2.1 includes a local velocity weighting [Sch23a]. This ensures
comparability across different operating points and is also representative of the real process
where inhomogeneities in areas with low flow velocity towards the edges of the flow
channel have little influence on the overall process. uave andɸave denote the average velocity
and scalar quantity across the evaluated cross‐section. A mixing number of e = 0 means
no change in the homogeneity, while e = 1 implies an ideal maximal homogenisation. For
thermal mixing (Figure 2.4), the scalar quantity is the temperature (ɸ = T), resulting in
e = ethermal [Imh04, Sch23a]. Similarly, for material mixing, the scalar quantity is computed
using the concentration of a passive scalar (ɸ = C), and the resulting mixing number is called
e = ematerial [Sch23a].
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Figure 2.4: Visualisation of the mixing number ethermal for a core profile inhomogeneity.

In lab trials, mixing patterns can be evaluated using digital image processing meth‐
ods [KEB19] alongside methods involving computer tomography [KMBK24], positron
emission particle tracking or magnetic resonance imaging [MLM+15]. Hopmann et al.
developed a mixer performance evaluation procedure that measures the pressure drop
of the mixer alongside thermal and material mixing [HSRF20, SSH22]. The methodology is
discussed in more detail in Section 6.3.

2.2.2 Computational Design of Mixing Elements

The most common objectives for optimising mixing elements are pressure drop and mixing
capability. However, in many cases, these objectives conflict with each other. An additional
challenge is that, in practice, convective mixing often conflicts with shear heating since
the mixing element has the potential to introduce new inhomogeneities. Therefore, a
multi‐objective optimisation approach is often preferable. This section presents previous
approaches to this challenge, starting with research on dynamic mixing elements and then
the state of the art on optimising static mixers.

Erb et al. investigated the distributive mixing performance in static and dynamic mixing
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elements. They developed a new particle tracking approach to evaluate the mixing
performance [EB13]. The CFD simulations and particle tracking were performed in
OpenFOAM. In addition, they implemented an algorithm for reconstructing the interface
between the two phases in Matlab as a new method to quantify mixing, where a high
interfacial area between two phases in the fluid indicates good mixing performance. The
algorithm was demonstrated and validated in lab trials on a Kenics‐ and a Saxton‐type
dynamic mixer. They optimised a Saxton mixer for different operating points using this
algorithmand a design of experiments approach. The optimisationobjectivewasmaximising
the interfacial area between the two phases. They found that while they were able to
improve the mixer’s performance, the results were highly dependent on the operating
point [Erb18].

Janßen et al. used the same multi‐objective genetic algorithm in Ansys Fluent as te
Heesen [Hee15] to optimise a parameterised spiral shear mixer. They considered both
distributive and dispersive mixing criteria for their optimisation and investigated different
weighting strategies. They improved the mixing element’s performance and identified
multiple quality criteria for future investigations regarding the optimisation of mixing
elements [JSVS22]. Vorjohann et al. used the same approach to optimise the number of
flights, number of blocks, stagger angle and axial flight length of a block‐head‐mixer [VSJS22].

In a joint IKV and CATS research project, a free‐form deformation algorithm was applied on
a NURBS representation of a single element on a pineapple mixer. Combining a specially
designed top surface, a unique cross‐sectional profile and a twist of the outer contour, the
new pineapplemixer geometry improved the pressure drop, shear heating and radial mixing
capability [HBE+22, HS20, Hub23, NN21]. The optimisedmixerwas additivelymanufactured,
and the results were validated in lab trials [HSRF20]. Building on this work, Lee et al.
utilised a neural network to optimise the same base mixing element, resulting in novel
geometries [Hub23, LHE24].

In contrast, the simulation‐based optimisation of static mixers has a more extended history.
This is due to the reduced computational complexity since static mixers can be modelled
using steady flows and without moving domain boundaries.

In the early 2000s, Kruijt et al. developed the mapping method to quantify distributive
mixing [KGPM01]. van der Hoeven et al. optimised a multiflux static mixer utilising lab trials
alongside 3D numerical simulations [HWM01]. Singh et al. investigated the properties of
an SMX mixer using a parameterisation in terms of the number of cross bars over the
channel width, the number of parallel cross bars per element and the angle between
cross bars. They performed CFD simulations, evaluated the mixing performance using the
mapping method and found that an ideal configuration for an X‐mixer follows universal
design rules [Sin08, SAM09]. In another study, they investigated similarly on LPD mixers.
They found that the crossing angle between the elliptical plates of the LPD was the most
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significant design variable for this geometry and that the optimal angle coincided with
the value found in commercial Low Low Pressure Drop (LLPD) mixers [SKA+09]. Meijer et
al. performed a quantitative comparison of different types of static mixers, where they
investigated different configurations of SMX, Kenics and LPD‐type mixers. For each mixer
geometry, they performed CFD simulations and evaluated themixing performance using the
mappingmethod and the interface stretch. In their findings, they defined an optimumblade
twist for Kenicsmixer and confirmed the findings by Singh et al. that the LLPDmixer generally
performs better than LPD mixers [SKA+09]. In addition, they found that the SMX‐plus mixer
(Sulzer ChemTech Ltd., Winterthur, CH) did not perform better than SMX and proposed a
new X‐mixer design configuration. They concluded that compact mixers are the ones that
generally benefit most from complex structures [MSA12].

Soman investigated the influence of design modification on the mixing performance of a
SMX mixer. Using a similar approach to Singh et al., he found that the mixer’s performance
in polymerisation processes could be improved by perforating the mixing bars in several
locations. Still, the samemodificationwas not beneficial for distributive or dispersivemixing
of polymer melt flows [Som16].

Tariq et al. investigated the pressure drop, distributive and dispersive mixing performance
of different types of static mixers [TMU+22]. They looked at different parameterisations of
LPD, Kenics and hybrid mixers. They varied different standard design variables, hoping to
combine the radial and axialmixing capabilities of the LPDandKenicsmixer. After performing
simulations in Ansys Fluent, they confirmed the optimal slope angle for LPD mixers found
by Singh et al. Based on their findings, they proposed an optimal static mixer for flows with
low Reynolds numbers: a Kenics mixer variation with a curved edge and a high blend radius.

Shahbazi et al. investigated different static mixer geometries. They found that the SMX
static mixer had the highest heat transfer rate, while the twisted tape mixer had the lowest
pressure drop. Based on these results, they employed a genetic algorithm to optimise a SMX
mixer for minimal pressure drop while maximising the heat transfer rate [SAAJ21].

All of the approaches described above have one major drawback: The optimisation is
performed either manually or using a genetic algorithm. However, both approaches are
time‐consuming and computationally expensive, requiring many design point evaluations.
In addition, they operate on parameterisations of the mixer geometry that have only few
DOF. Adjoint optimisation algorithms solve both of these problems since they only require
two solver evaluations and can operate on a much larger scale of DOF (see Section 4).

Alexias et al. performed shape optimisation on a static mixer using an adjoint optimisation
algorithm in OpenFOAM [AG20a, AG20b]. Their findings are discussed in more detail in
Section 4.1.Morales Ubal et al. used a discrete adjoint algorithm to optimise a Kenics mixer
for gas dynamics [MBKO24]. These investigations demonstrate the potential and flexibility
of adjoint optimisation algorithms for static mixer applications.
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2.3 Additive Manufacturing

Laser Powder Bed Fusion (LPBF), also known under the commercial name Selective Laser
Melting (SLM), is an additive manufacturing method suitable for various types of metals. It
was invented in the late 1990s byMeiners et al. [Mei99, NN01], and has since become the
most commonly used additive manufacturing method [NN24].

Unlike conventional manufacturing methods, which start with a solid block and remove
material in several processing steps by drilling or milling according to a technical drawing,
additive manufacturing approaches the desired shape from a different perspective. Every
additivelymanufactured part starts as a virtual representation of the geometry, usually as an
STL file. However, not all parts can be directly processed for printing. For some geometries,
support structures must be added to ensure the parts comply with the manufacturing
restrictions of AM. Thesemanufacturing restrictions are discussedmore in Section 5.1. Once
the geometry is cleared for manufacturability, it is processed by a slicer, which divides the
three‐dimensional geometry into thin layers.

Each layer’s manufacturing process is divided into several steps (Figure 2.5). The part is
printed on a build platform. Step 1 adds a thin layer of metal powder to the platform.
In step 2, a laser locally melts the powder along a pre‐programmed path, fusing it to the
layer below (or the platform if it is the first layer). At the end of the cycle, the platform
is lowered by the layer thickness (step 3), and a new powder layer is applied (step 4).
Typical layer thicknesses are in the range of 10‐100 μm [LL17], other process parameters
include the powder particle size, laser power, beam thickness and traverse speed of the
laser [FSR+18, GHZ14, HYB+15].

At the end of the printing process, the part is removed from the platform and cleared of
the surrounding non‐fused powder and support structures. For post‐processing, the part
is usually blasted and polished, and sometimes, it undergoes heat treatment. In some
cases, additional components that cannot be printed directly on the part are manufactured
separately and welded to the main part.

As a manufacturing method, AM and, in particular, LPBF comes with several advantages.
While the manufacturing time for conventional methods depends on the complexity and
the number of manufacturing steps, LPBF offers complexity for free, i.e., the manufacturing
time depends primarily on the part’s volume. Since there is no need to design and construct
new workflows or tools for new part designs, it also offers individualisation for free [Klo15].
Both of these factors result in a relatively small time to market, and the digital process chain
makes it easy to adapt the process, especially during prototyping [Lip18]. Finally, AM offers
new freedoms during the design process of new parts [HGL+18, Lip18, Neu21].
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Figure 2.5: Steps in the LPBF manufacturing process.

However, LPBF also comes with some drawbacks. Since the part is manufactured layer by
layer, its geometry has to be sliced before being sent to the machine for manufacturing.
As a result, artefacts from these individual layers can be visible in the final part. This
phenomenon is called the staircase effect (Figure 2.6 left) and can be partially controlled by
the layer thickness and other process parameters [GHZ14, Lip18]. In addition, the surface
quality of an additively manufactured part (Figure 2.6 right) is dependent on the metal
powder particle size [SHL11]. Surface quality is an issue that also exists in conventional
subtractivemanufacturing processes. Therefore, the surface of melt conveying components
of extrusion lines is usually polished or honed and sometimes chrome plated [HM16].
However, polishing is not always possible with additively manufactured parts since there
is no guaranteed accessibility for polishing materials. Yet, there are methods available to
improve the surface quality: Additional polishing of reachable surfaces can reduce the
surface roughness [HYB+15], and methods like abrasive flow machining or chrome plating
can be used to finish internal structures that are not easily accessible [HSRB20, HM16].



20 2 Design of Polymer Melt Flow Channels

Build
direction

Platform

Polished die land

Original surface
after printing

10 mm

Figure 2.6: Left: visualisation of the staircase effect, right: surface quality of additively
manufactured extrusion die part with polished die land.

Another common concern with additively manufactured components is their mechanical
properties. To the author’s knowledge, no studies have been conducted on the long‐term
performance of additively manufactured parts in melt conveying equipment in extrusion
lines, so results must be inferred from studies in related areas. Parts manufactured by
LPBF have been reported to be capable of almost the same density as conventional parts
and a similar or even improved tensile strength and corrosion resistance. However, they
often have a reduced ductility and fatigue life [BHK+20]. In additively manufactured parts,
the mechanical properties are generally anisotropic and influenced by the microstructures
introduced intentionally or as a side effect during manufacturing [FSR+18, Lip18, Neu21].
Yet, additively manufactured parts exhibit similar behaviour under static loads as
conventionally manufactured parts [Seh10]. In addition, the anisotropy can be reduced
through heat treatment of the part during post‐processing [BHHB12, Lip18], but can also
affect the dimensions of the part [FSR+18].

While AM is very efficient for rapid prototyping and individualised production, the
manufacturing time and price per part generally do not scale well for large‐scale production.
However, most extrusion dies are manufactured to the specifications for the extrusion line
and are thus already part of individualised production [HM16, Win15].

However,many of the drawbacks of AMcanbe avoidedwith hybrid components.Whilemost
parts are printed on a traditional build platform, it is also possible to print the layers directly
on existing parts [URL17]. This enables not only functional integration but also the repair of
parts. Functional elements that are not well suited for AM can be added, e.g., by welding
them to the additively manufactured part [Bre22]. This is also useful in cases where the
desired part exceeds the build envelope of current commercially available LPBF machines.
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2.3.1 Additively Manufactured Extrusion Dies

This section reviews the existing research into AM for extrusion dies.

Hopmann et al. investigated the influence of the extrusion die’s surface roughness on
the extrudate quality [HYB+15]. They used three L‐profile die setups: one conventionally
milled, one additivelymanufacturedwith amilled die land, and one additivelymanufactured
with a polished die land. They found that while the AM profile die with a milled die
land was suitable for extrudates with low requirements regarding the surface quality,
the best results overall were obtained with the AM profile die with polished die land.
This suggests that the surface quality of additively manufactured parts might be less
prohibitive than initially thought, especially when appropriate post‐processing methods
are considered. A separate investigation showed that the increased surface roughness of
additively manufactured extrusion dies in some scenarios improves purge times and might,
therefore, be beneficial [Goe17, YHW+16]. Yesildag et al. demonstrated that AM enables
topology optimisation of extrusion dies, in particular for incorporating temperature control
channels and reducing the thermal mass of the die [YHW+16].

In conventional manufacturing, extrusion dies for complex extrudate geometries are often
assembled using multiple die plates, resulting in sharp transition points. Using AM, flow
channels in extrusion dies can be streamlined and manufactured in one continuous die,
potentially improving the die’s performance. However, a benefit in melt distribution is not
guaranteed.

Lieber et al. investigated the potential of AM for a U‐profile extrusion die, where they kept
most of the existing die design and only fused the individual die plates to one continuous
die and streamlined the melt flow channel. They concluded that under these limited DOF,
there was no significant advantage of AM over conventional manufacturing [LVTT23].

Neubrech et al. investigated the potential of AM for the thermal and rheological optimisation
of extrusion dies for blown film extrusion [Neu21, NWS+20]. Their goal was the optimisation
of the primary distribution for a mandrel die. While the melt flow channel in conventionally
manufactured 2n pre‐distributors often has a 90° bend before the split into the separate
flow channels, Neubrech investigated the potential to exploit the design flexibility of AM by
adjusting the path line and angles of the distributing flow channels. The resulting partially
additively manufactured die improved the residence time and thermal regime within the
die but could not provide a homogeneous mass flow distribution [US24]. The rheological
and thermal performance of the melt flow channels were evaluated using Ansys Fluent
and validated in lab trials. Eber and Schiffers performed a CFD‐based optimisation of the
geometry using a genetic algorithm in Ansys Fluent, building on themethodology developed
by te Heesen [Hee15]. They considered multiple quality criteria for assessing each iteration
of the geometry and identified candidate geometries for further investigations [ES23].
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Biedermann et al. developed an automatic routing algorithm for multiple flow channels in
co‐extrusion dies using an iterative cable simulation in the CAD software Rhinoceros (Robert
McNeel & Associates, Seattle, WA, USA) [BBM22, BM20]. In another algorithm, they were
able to optimise the generated part for manufacturing under consideration of overhang
constraint, where they performed an overhang analysis followed by line generation and
automatic generation of both integrated (part of the final design) and sacrificial (meant
to be removed after printing) support structures [BBM21]. The algorithm’s efficacy was
demonstrated when they used it to design the flow channels in a co‐extrusion die with a
complex profile, where the generated flow channel design was validated in simulations in
Ansys CFX (Ansys Inc., Canonsburg, PA, USA) and in lab trials [BMWS20, BWSM21].

2.3.2 Additively Manufactured Mixing Elements

One of the advantages of AM is the newly introduced design flexibility in the design of
polymermelt flowchannels. For instance, it enables internal structures that cannot bemilled
or cast in conventionalmanufacturing as long as they fulfil the requirements for support‐free
manufacturing.

Groß demonstrated the suitability for the design of melt coolers in foam extrusion [Gro20a,
Gro20b, Gro21]. Hopmann and Hohlweck as well as Kietzmann and Astbury investigated the
potential of AM when designing cooling channels in injection moulding tools [HH21, KA24].

Hopmann et al. successfully demonstrated that this method could also be used to
introduce temperature control channels into static mixers, thus combining mixing and
cooling capabilities [HGL+18, HP19, HPSS19, HS18, HSB+20, HST+19, Sch16]. In a joint
research project with the Institute for Laser Technology (ILT), they developed a design
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m

Figure 2.7: Left: base structure of additively manufacturable static mixer without temperature
control channels, right: additively manufacturable static mixer with integrated
temperature control channels (adapted from [HSB+20]).
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framework for support‐free additively manufactured static mixers (Figure 2.7 left) as well
as the manufacturing constraints for integrated temperature control channels, resulting
in a new static mixer design with integrated temperature control channels depicted in
Figure 2.7 right [HGL+18, HPSS19, HST+19]. They investigated different cooling strategies
and found different configurations that can benefit both cooling andmixing [HP19, HSB+20].
They also investigated the influence of themixer’s length on themixing performance relative
to the pressure drop [HP19, HSB+20].While their results showed great potential, themanual
design and optimisation of these staticmixers with integrated temperature control channels
were very costly, raising the question of whether automatic optimisation methods could
help accelerate the design process.

In recent years, multiple research groups have embraced AM in developing optimised static
mixers. Kwon et al. demonstrated the suitability of AM for improving heat transfer and
material transport within a static mixer using both simulations and lab trials. In addition,
they found that AMwas beneficial regarding a reduction in mass and volume and simplified
handling of the device [KLJK19]. Hildner et al. improved the pressure drop in an impeller
spiral static mixer by modifying the helix elements exploiting the design flexibility of
AM [HLZS23]. Pereira et al. used a generative design approach to create entirely novel
geometries formixing elements. Using an evolutionary algorithm, new candidates formixing
element geometrieswere identified and evaluated using CFD simulations, although no check
for manufacturing constraints was performed during optimisation [PHL+24].

Although all of these case studies improved the mixing performance of their respective
geometries and often demonstrate the improvement in simulations and lab trials, the
manufacturing constraints of AM were manually enforced or assumed as given. However, a
genuinely automatic optimisation algorithm requires an enforcement of the manufacturing
constraints during runtime.

2.4 Research Questions and Hypotheses

Automaticoptimisationhas becomemore relevant for the design of extrusion dies. However,
most optimisation algorithms in previous studies operated on fixed parameterisations of the
flow channel geometry and had limited DOF. Additively manufactured extrusion dies do not
require these limited DOF; thus, this application should be more suitable for optimisation
methods that can exploit the whole design space provided by AM. However, these DOF can
only be utilised if themanufacturing constraints fromAMare respected during optimisation.
Therefore, the first over‐arching research hypothesis is:

The design flexibility of additive manufacturing enables novel structures for polymer
melt flow channels. At the same time, additional constraints in the adjoint topology
optimisation algorithm ensure the manufacturability of the optimised geometries.
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This thesis investigates two different use cases: the optimisation of static mixers and the
optimisation of profile extrusion dies. While the first research hypothesis applies to both
use cases, the following research hypotheses are specific to either static mixers or profile
extrusion dies.

The first, more narrow use case concerns the adjoint topology optimisation of a static
mixer, where the optimisation objectives are limited but also specialised regarding the
mixer’s performance. The resulting first research hypothesis specific to the optimisation of
additively manufacturable static mixers is:

Adjoint topology optimisation algorithms successfully optimise the flow channel
geometry of static mixers for different optimisation objectives, where the different

optimisation objectives are either to
(1) minimise pressure drop,

(2) maximise thermal mixing in addition to pressure drop reduction or
(3) maximise material mixing in addition to pressure drop reduction.

Adjoint topology optimisation algorithms optimise the geometry for a specific operating
point and objective function. This can be beneficial in some cases, e.g., when optimising
for a specific inhomogeneity pattern. However, an economical static mixer or extrusion die
needs to display a certain degree of operating point independence, where the operating
point is characterised by the throughput, the extruded material, and the thermal and
material inlet inhomogeneity pattern. Due to the laminar flow regime, the throughput and
extruded material do not significantly change the flow pattern. However, materials with
a low power law index might show a different sensitivity to changes in the static mixer
geometry [LFC96, LHW06, ZSMJ02]. Therefore, the second research hypothesis specific to
the optimisation of additively manufacturable static mixers is:

The adjoint topology optimisation algorithm is only operating point dependent for
operating points with different thermal or material inhomogeneities and optimisation

objectives regarding the thermal or material mixing.

Profile extrusion dies are a complex example of polymer melt flow channels. Therefore, the
second use case focuses on a low‐complexity L‐profile extrusion die, which still has many
DOF that can be utilised to optimise the flow channel for different optimisation objectives.
The research hypothesis specific to the optimisation of additively manufacturable profile
extrusion dies is:

For certain scenarios, adjoint topology optimisation algorithms are a method with low
computational complexity to optimise a profile extrusion die’s flow channel geometry for
specific optimisation objectives, such as minimal pressure drop or maximal flow balance.
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3 Numerical Model of Polymer Melt Flows

This chapter discusses the numerical models used to describe polymer melt flows.

Dimensionless numbers can facilitate the analysis of transport phenomena by characterising
the relative influence of multiple, sometimes conflicting, physical effects. Table 3.1 lists the
most relevant characteristic numbers for the analysis of polymer melt flows within this
thesis.
Name Definition Interpretation

Deborah De = tr
tp

relaxation time
process time

Graetz Gz = ρcpuH2

κL
lengthwise convection
transverse conduction

Reynolds Re = ρuL
η

inertia forces
viscous forces

Table 3.1: Definition of dimensionless numbers with relaxation time tr, process time tp, density ρ,
specific heat capacity cp, velocity u, characteristic height H, thermal conductivity κ,
characteristic length L, and dynamic viscosity η [OR14].

The Deborah number De characterises the degree of viscoelasticity of a fluid [OR14]. It is
defined as the ratio between a characteristic relaxation time and an observed process time,
e.g., a residence time. A low Deborah number (De = 0) indicates pure viscous flow, while
higher Deborah numbers (De > 1) indicate a high degree of viscoelasticity [MHMS11].

The Graetz number Gz indicates the thermal regime in a flow channel [Köp14]. A
small Graetz number (Gz < 1) results from dominant transverse conduction, establishing
a radial temperature profile. Meanwhile, a large Graetz number (Gz > 100) implies
dominant lengthwise convection, where the thermal regime is largely independent of
the wall temperature. Instead, the melt temperature increases linearly with the pressure
drop [HM16]. 1 < Gz < 100 is called the transition regime. In this thesis, the Graetz number
is most relevant for characterising the thermal regime in static mixers.

The Reynolds number Re indicates whether a flow is primarily laminar or turbulent, where
turbulence occurs for Re > 4000 [CS20]. In polymermelt flow channels, the Reynolds number
is typically much smaller (Re < < 1) [Hub23]. As a result, the flows in this thesis can be
modelled as strictly laminar.

A complete description of the thermal and rheological state in polymer melt flow channels
requires spatially and temporally resolved information regarding the pressure, velocity and
temperature across the entire domain. When modelling polymer melt flows in extrusion
dies and mixing elements, the following general assumptions can be made:
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• The flow is laminar and steady [HM16].

• Polymer melt is an incompressible fluid with constant density, thermal diffusivity
and specific heat capacity independent from pressure and temperature [HM16]. The
rheological models used are discussed in Section 3.3.

• Gravitational forces can be neglected [HM16].

• The computational domain follows the rules of ducted flows, i.e., the computational
domain has one inlet, one outlet and one wall with a specific set of boundary
conditions, which will be discussed in more detail in Section 4.2.1.

3.1 Computational Fluid Dynamics Using the Immersed Boundary Method

Polymer melt flows can be described by the laws of conservation of mass (Equation 3.1)
and momentum (Equation 3.2), forming the incompressible Navier‐Stokes equations (NSE)
which have been normalised by the constant density ρ:

0 = ∇ ⋅ u ( 3.1 )

0 = ∇ ⋅ uu + ∇p − ∇ ⋅ (2νϵϵϵ (u)) ( 3.2 )

Here, u and p denote the velocity and pressure, while ν = η/ρ is the kinematic viscosity,
calculated from the dynamic viscosity η and the density ρ. The rate of strain tensor is defined
as ϵϵϵ(u) = 1

2 (∇u + ∇uT).
For the design of flow channels, it is necessary to model both the flow channel as well as
the geometry surrounding the flow channel. Generally, this can be approached in two ways:

1. Generation of two separate boundary conforming meshes for the fluid and solid
domains (Figure 3.1 left).

2. Generation of one boundary non‐conforming mesh for the whole domain (Fig‐
ure 3.1 right).

Fluid cells
Solid cells
IB cells

Fluid cells
Solid cells

Figure 3.1: Left: boundary conforming mesh, right: boundary non‐conforming mesh with an
immersed boundary approach.
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In boundary conformingmethods, such as the Arbitrary Eulerian‐Lagrangian (ALE) approach,
the computational mesh is fitted to the fluid‐solid interface and moves with the motion
of the interface. While this ensures a better grid resolution at the interface, it is also
computationally expensive since the interface motion has to be computed in a separate
mesh motion solver, sometimes requiring re‐meshing. Boundary non‐conforming methods,
such as Immersed Boundary (IB) methods, on the other hand, have the advantage
that they simplify the task of grid generation as they do not require a well‐resolved
fluid‐solid interface [GP20, MI05]. Furthermore, boundary non‐conformingmethods enable
a computationally cheap method for modifying the fluid‐solid interface, as no re‐meshing is
required during runtime.

The IB method was first introduced by Peskin, who used it to model flow patterns around
heart valves [Pes72]. Today, the term IB is used to describe different types ofmethods.While
they use different approaches, they all impose the boundary conditions at the interface
by adding a source term (or forcing function) to the governing equations, mimicking the
physical boundary [MI05]. Continuous forcing methods operate directly on the continuous
model equations and can be used for both elastic and rigid boundaries, where different
formulations have been proposed [MI05]. For rigid boundaries, such as the interface
between steel die and polymer melt, the domain can be modelled as a porous medium
in a so‐called fictitious domain approach, where the whole domain can be modelled using
the Navier‐Stokes equations and an additional forcing term using the local permeability.
Conversely, discrete forcing methods impose the boundary conditions directly or indirectly
on the discretemodel equations. In these cases, the immersed cells are virtually cut, thereby
creating a virtual quasi‐boundary‐conformingmesh, where the laws of conservation ofmass
and momentum are ensured locally. While it can lead to improved outcomes, this method
is much more computationally expensive.

In plastics processing, IB methods are used for multiple reasons. Hopmann and Schön as
well as Negrini have shown its utility for modelling moving geometries in the extrusion
process, such as screws and dynamic mixing elements [HS20, Neg23]. Hopmann et al. also
demonstrate that IBmethods can help reduce the computational complexity for the thermal
design of extrusion dies [HLSW22]. Kettemann et al. demonstrate the utility of a cut‐cell
immersed boundary approach for static andmoving geometries in plastics processing [KB20,
KGB21], but this method can also introduce new numerical instabilities [SSH24].

For this thesis, the fictitious domain approach, as presented by Khadra et al., is used,
where the domain is modelled as a porous medium [KAPC00]. For the implementation, the
momentum equation (Equation 3.2) is modified by an additional force term that models
the permeability of porous medium and locally suppresses flow using the inverse Darcy
coefficient α (Equation 3.3). This method is straightforward to implement and enables a
computationally cheap way of modifying the fluid‐structure interface during optimisation.
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0 = ∇ ⋅ uu + ∇p − ∇ ⋅ (2νϵϵϵ (u)) + αu ( 3.3 )

For αfluid = α0 = 0, the flow is not suppressed, and the cell behaves like a fluid, while for
αsolid > 0, the flow is suppressed, and the cell behaves like a solid. Polymermelt flows exhibit
relatively high inertial and viscous forces, and therefore αsolid needs to be set to a high value
to truly suppress the flow. In this thesis, that value was set to αsolid = αmax = 2 ⋅109.

3.2 Thermal and Material Transport Models

The incompressible and steady transport theorem of a scalar quantity ɸ (normalised by the
constant density ρ) can be stated as

0 = ∇ ⋅ (uϕ) − ∇ ⋅ (Dϕ∇ϕ) − Qϕ, ( 3.4 )

with a diffusivity constant Dɸ and source term Qɸ [MMD16].

The thermal regime (ɸ in Equation 3.4 is replaced by the temperature T) is modelled as in
Equation 3.5, including an additional source term modelling the viscous dissipation of the
polymer melt [Cat12, VRHB99, YCM+22].

0 = ∇ ⋅ (uT) − ∇ ⋅ (DT∇T) − 1
cp

(2νϵϵϵ (u) ∶ ∇u) ( 3.5 )

The thermal diffusivity DT and specific heat capacity cp dependon the IB parameter α and set
for each cell with the values corresponding to the currentmaterial in that cell (Equation 3.6).
The thermal diffusivity DT can be calculated using the thermal conductivity κ, density ρ and
specific heat capacity cp as DT = κ/(ρ ⋅ cp).

(DT, cp) =
⎧{
⎨{⎩

(DT,solid, cp,solid) , for α ≥ 0.5 ⋅ αmax

(DT,fluid, cp,fluid) , for α < 0.5 ⋅ αmax
( 3.6 )

The material transport model (ɸ in Equation 3.4 is replaced by the concentration C)
is needed to quantify distributive mixing. To avoid computationally expensive particle
tracking methods, the material transport is modelled as in Equation 3.7, which interprets
the concentration C as a passive scalar, such as coloured master batch [HK14, HSRF20],
neglecting additional source terms. The diffusion coefficient DC is set to a very low value,
so the transport of the passive scalar is purely convective.

0 = ∇ ⋅ (uC) − ∇ ⋅ (DC∇C) ( 3.7 )
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3.3 Material Model

Polymer melt exhibits several non‐Newtonian properties, the most prominent being shear‐
thinning and viscoelastic behaviour.

Viscoelastic fluids have both a viscous and an elastic force component during deformation.
Polymer melt elasticity leads to shear‐induced normal stresses, which results in swelling
effects at the die exit. This so‐called die swell is characterised by the Deborah number
through the ratio of the melt’s characteristic relaxation time and the melt’s residence time
in the die. If this ratio is too high, the melt ’remembers’ past deformations and normal
stresses, resulting in a higher degree of die swell. Viscoelastic models can predict this
time‐dependent and extensional rheological behaviour of polymer melt [Aal22, OR14].
However, they also increase the computational complexity of the material model and can
decrease the numerical stability of the overall simulation [ACN22b, Hab14]. As a result,
viscoelasticity is often neglected whenever the research focus does not strictly require
it, which is also the case in this thesis. Shear‐thinning fluids have a high viscosity at low
shear rates, while higher shear rates decrease the overall viscosity. In the case of polymer
melts, this can result in a viscosity difference spanning multiple orders of magnitude during
processing. In addition, the polymermelt’s viscosity decreases with increasing temperature.

Thus, the polymer melt is considered a shear‐thinning fluid, where the viscosity η is
modelled as a function of the shear rate γ̇ and temperature T. This is achieved by
using a Carreau model (Equation 3.8) including a shift factor for temperature from the
Williams‐Landel‐Ferry (WLF) equation (Equation 3.9) [Car68, WLF55]:

η(γ̇, T) = αT(T) ⋅ ACarreau
(1 + αT(T) ⋅ BCarreau ⋅ γ̇)CCarreau

. ( 3.8 )

In the Carreaumodel, ACarreau denotes the zero‐shear viscosity, while BCarreau is the reciprocal
transition rate and CCarreau is the slope of the viscosity curve at high shear rates. TheWLF shift
factor αT can be calculated from Equation 3.9 using the standard temperature Ts, which is
around 50 K higher than the glass transition temperature [OR14]. αT shifts the viscosity curve
from a reference measure temperature Tm to the desired temperature T.

log (αT(T)) = −8.86 ⋅ (T − Ts)
101.6K + (T − Ts)

− −8.86 ⋅ (Tm − Ts)
101.6K + (Tm − Ts)

( 3.9 )
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3.4 Implementation

All models are implemented and solved in OpenFOAM v6 (OpenFOAM Foundation Ltd.,
London, UK), an open source software originally based on C++. OpenFOAM is capable of
solving various types of CFD problems as well as problems from structural mechanics,
combustion, heat transfer, direct numerical simulation, particle‐tracking flows, discrete
methods, electromagnetics, and finance [Gre18].

Figure 3.2 depicts the workflow for obtaining a numerical solution for the governing
equations presented. The process contains three main components, which are the domain
discretisation, the equation discretisation and the solution method.

Set of governing equations defined on a computational domain

System of algebraic equations

Numerical solution

Domain discretisation Equation discretisation

Solution method

Figure 3.2: Discretisation process for obtaining a numerical solution of the governing equations
(adapted from [MMD16]).

The domain discretisation entails discretisation both in space and time. In OpenFOAM,
the spatial discretisation is performed using an unstructured grid consisting of hexahedral
cells [Gre18]. Steady flows require no temporal discretisation. Instead, the time steps
displayed during simulation correspond to iterations towards a converged steady solution.

The equation discretisation of the partial differential equations for CFD, thermal and
material transport is performed using the Finite VolumeMethod (FVM). A short description
of FVM is given in the following. For a detailed description, the reader is referred
to [MMD16]. The finite volume approach operates on a computational domain that is
discretised into finite volume cells. On each of the so‐called control volumes ΩC, the local
balance of the conservation equations can be obtained by integration. For example, the
scalar transport model in Equation 3.4 can be integrated to

0 = ∫
ΩC

∇ ⋅ (uϕ) dΩ − ∫
ΩC

∇ ⋅ (Dϕ∇ϕ) dΩ − ∫
ΩC

QϕdΩ. ( 3.10 )
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This local balance can be turned into a local balance of fluxes over the control volume
boundaries ΓC through the application of the divergence theorem:

0 = ∫
ΓC

(uϕ) ⋅ ndΓ − ∫
ΓC

(Dϕ∇ϕ) ⋅ ndΓ − ∫
ΩC

QϕdΩ. ( 3.11 )

Further discretisation of the flux boundary integrals in Equation 3.11 into sums is performed
through numerical discretisation schemes like Gaussian quadrature.

The result is the linear system of equations in Equation 3.12 for a coefficient matrix D, the
unknown vector u and a known right‐hand side vector f.

Du = f ( 3.12 )

The resulting set of discretised algebraic equations over discrete control volumes is solved
using the Semi‐Implicit Method for Pressure Linked Equations (SIMPLE). This is a solution
method that was first developed by Patankar and Spalding for solving the incompressible
NSE [PS72]. Its approach is based on the central idea of decoupling the velocity and pressure
fields and solving them separately in an iterative process. Each iteration consists of three
steps:

1. Momentum predictor: Solve the momentum equation using the pressure field from
the last step.

2. Pressure corrector: Update the pressure field using the predicted velocity field to
ensure continuity.

3. Momentum corrector: Adjust the velocity field by applying a pressure‐dependent
correction.

The thermal and material transport models are solved at the end of each iteration after the
velocity and pressure fields are updated.
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4 Adjoint Topology Optimisation Algorithm

This chapter discusses the adjoint topology optimisation algorithm and how it is
implemented in OpenFOAM. First, a general introduction to the method is given, followed
by a literature review that shows the current state of the art. Finally, the adjoint optimisation
algorithm and its cost functions for the optimisation objectives in this thesis are presented.
Parts of the algorithm have already been demonstrated in the following publications: [HS21,
SH24a, SH24b, SSH22].

Flow channel geometries can be optimised by twomethods: TopologyOptimisation (TO) and
Shape Optimisation (SO). In topology optimisation, the geometry’s general shape and size
are unknown. Shape optimisation, in contrast, operates on a fixed general topology without,
e.g., splitting bodies or creating newholes.While SO is suitable for awide range of problems,
its variation of the geometry is limited through the parameterisation of the geometry, thus
being prone to result in local minima [ADJ21, OT10]. Consequently, shape optimisation can
be viewed as a restricted form of topology optimisation. Given the limitations imposed
on shape optimisation through the generally complex shape parameterisation, utilising
topology optimisation can be beneficial even for caseswhere the topology is either expected
or forced to remain identical to the initial guess. For this reason, topology optimisation is also
applied in this thesis and introduced in detail in the following.

The general optimisation problem for a cost function J is stated in Equation 4.1 [SLY04].

min J(b,χχχ(b)) ( 4.1 )

such that ℜ(χχχ) = 0
g(b) ≥ 0
h(χχχ) ≥ 0

This cost function can takemany forms but usually aims to optimise a physical quantity, such
as the minimisation of energy dissipation or drag, or a specified distribution of a quantity at
a defined location. In this general optimisation problem, the cost function J depends on the
design variable(s) b as well as the state variables χχχ(b) = (u, p, T, C). The constraints for this
optimisation problem consist of Partial Differential Equation (PDE) constraints ℜ, e.g., from
the NSE as well as geometric constraints g and physical constraints h.

The adjoint PDE‐constrained optimisation algorithmwas pioneered by Pironneau, who used
it to optimise drag problems in fluid mechanics [Pir74]. Two different methods can be used
to apply adjoints: While the discrete adjoint method works with the algebraic equations
that come from the discretisation of the PDE, the continuous adjoint method is first applied
directly to the PDE and then discretised.
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Central to the adjoint optimisationmethod is the concept of duality [GP00]. In the following,
this concept is demonstrated on a discrete adjoint example using the linear system of
algebraic equations obtained in Equation 3.12 in Section 3.4. The goal is to evaluate
fTa χχχ*, where fTa represents the sensitivity of an objective function with respect to the
discretised state variables and χχχ* satisfies the linear system of equations coming from the
linearised state equations. Equation 3.12 is called the primal formulationof the problemand,
consequently,χχχ* is called the primal solution of the problem. The dual (adjoint) formulation
of this problem is to evaluate λλλ*T f, where the adjoint solution λλλ* satisfies the linear system
of equations DTλλλ* = fa using the transposed matrix DT. The two formulations are equivalent
since

λλλTf = λλλTDχχχ = (DTλλλ)T χχχ = fT
a χχχ. ( 4.2 )

While the primal variables χχχ of the problem hold the physical significance typically
assigned to them, the physical interpretation of adjoint variables is less straightforward.
One interpretation is that they signal the influence of perturbation from an arbitrary source
on the primal variable [GP00]. Alternatively, the adjoint variables can be interpreted as
Lagrangemultipliers for constrained optimisation problems. This thesis will exploit the latter
interpretation, using the adjoint variables to obtain a gradient‐based optimisation algorithm.

Using adjoint topology optimisation in this application has several advantages: Due to
the design variables coming from the IB field, the optimisation problem inherently has
many DOF. At the same time, it has a relatively low computational complexity since D is
already assembled, and only two solver calls are needed to obtain the primal and adjoint
solution and perform the gradient descent algorithm with respect to the design variables.
For high‐dimensional systems, the cost of the vector dot products is negligible compared to
solving the linear systems of equations [GP00]. This makes the computational cost almost
independent from the number of design variables and the adjoint approach much cheaper
compared to methods that rely on the evaluation of multiple design points [GP97].

The adjoint approach also has some limitations. As stated in Equation 4.1, many engineering
design applications require a set of geometric constraints. While these can be incorporated
into the algorithm, the geometric constraints can pose a problem if imposed too strictly.
As a result, some of the constraints have to be applied using softer penalty terms [GP00].
The gradient‐based optimisation approach can only be applied if the design variables are
continuous. These issues must be considered in the presented algorithm and are discussed
in Section 5.3.5. Furthermore, the algorithm tends to converge to the nearest localminimum
at the risk of missing global optima that are further removed from the initial configuration.
However, in applications where the initial configuration is already a fairly good solution,
such as optimising existing and manually optimised flow channels for polymer melt flows, a
significant restriction from this limitation is not expected.
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Adjoint topology optimisation algorithms can operate using two different kinds of
sensitivities. With volume sensitivities, the changes proposed by the algorithm are directly
applied to the volume cells of the computational mesh. In contrast, surface sensitivities
are computed at the fluid‐solid interface and indicate the proposed direction of the mesh
motion at the interface. The former is a more direct approach and is utilised in this thesis,
while the latter has advantages in applications with restricted DOF.

4.1 Literature Review of Adjoint Optimisation in OpenFOAM

The first continuous adjoint shape optimisation solver in OpenFOAM using an immersed
boundary method for the design variable was published by Othmer et al. [Oth08,
OVW07]. Starting in Version 2.0.0, the solver with the optimisation objective for minimal
pressure drop has been included in the official OpenFOAM repositories under the name
adjointShapeOptimizationFoam, with the modifications necessary for optimisation for
homogeneous velocity distribution at the outlet being published in [Oth08]. The equations
in adjointShapeOptimizationFoam are explained inmore detail in Section 4.2. The solverwas
developed for both volume and surface sensitivities and has since been further developed
for the application of aerodynamics in car development [Oth14a, Oth14b, Sih14]. In the case
of optimisation with surface sensitivities, the mesh morphing is performed by an external
mesh motion tool like ANSA (BETA CAE Systems International AG, Root, CH) [Oth14b].
Robinson et al. built on this work by applying the solver to optimise parameterised CAD
geometries of an air duct [RAC+12].

Verboom modified the adjointShapeOptimizationFoam solver developed by Othmer et al.
by extending it with a routine checking for manufacturing restrictions for an aerospace
engineering application [Ver17].

Mosca modified the adjointShapeOptimizationFoam solver developed by Othmer et al. by
extending it with a solver for a passive scalar to optimise a micro T‐mixer using the surface
sensitivities given by the adjoint optimisation algorith [Mos17]. He also demonstrated how
to modify the solver for external flow shape optimisation problems [Mos20].

Ruberto modified the adjointShapeOptimizationFoam solver developed by Othmer et al.
by extending it with a heat transfer problem and including new objective functions for
a target temperature distribution at the outlet [Rub17]. Faruoli et al. used a similar
approach and demonstrated the algorithm’s effectiveness on both two‐dimensional and
three‐dimensional geometries [FAKB17].

Subramaniam et al. modified the adjointShapeOptimizationFoam solver developed by
Othmer et al. by extending it with a heat transfer system and applying it for amulti‐objective
optimisation, where the target was to balance heat transfer and pressure drop [SDH19].
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Towara et al. improved the performance of adjointShapeOptimizationFoam by applying
algorithmic differentiation on equations to obtain adjoints in a new discrete adjoint solver,
including parallelisation in Message Passing Interface (MPI) [Tow18, TSN15]. He et al.
also developed a discrete adjoint solver based on adjointShapeOptimizationFoam and
demonstrated its applicability to the aerodynamic optimisation of a car [HMMM18].

The continuous adjoint optimisation algorithm can also be coupled with other types of
topology or shape optimisation methods.

Lincke and Rung used a similar approach to the surface sensitivity optimisation in [Oth08],
using an adjoint solver in OpenFOAM in combination with mesh morphing in ANSA, to solve
heat transfer problems [LR12].

Helgason and Krajnovic extended the adjoint implementation by Othmer et al.with a scalar
transport equation to optimise for a species concentration at the outlet or a different surface
selection. For the interface motion, they used an ALE approach, and the final algorithm was
demonstrated for weakly compressible, ducted flows in vehicles [Hel15, HK14].

Gallorini et al. included a heat transfer solver into their implementation based on
adjointShapeOptimizationFoam and extended it also to include a routine for adaptive
mesh refinement. Their adaptive mesh refinement routine was based on a hierarchical
non‐conforming h‐refinement (refinement of cell size in computational mesh) strategy.
It was combined with a flux correction to enforce conservation even with topology
changes [GHP23a, GHP23b].

In recent years, the continuous adjoint formulation has also been coupled to the mesh
motion solvers present in OpenFOAM® (OpenCFD Ltd., Paris, FR) [PG16], resulting in the
solver adjointOptimisationFoam, which was first published in OpenFOAM‐v1906.

Alexias and de Villiers investigated different implicit gradient smoothing algorithms along
with a surface mesh regularisation algorithm to improve on the continuous adjoint
formulation by Papoutsis‐Kiachagias and Giannakoglou in OpenFOAM [AV19]. They
demonstrated the effectiveness of their algorithm on different applications, power drop
minimisation of an air S‐bend duct and drag force minimisation of the DrivAer car model.

Alessi et al. used the continuous adjoint formulation by Papoutsis‐Kiachagias and
Giannakoglou to perform a node‐based adjoint surface optimisation of a three‐dimensional
geometry under geometric constraints [AKVB19].

Alexias andGiannakoglou have demonstrated the effectiveness of adjointOptimisationFoam
to optimise the shape of a two‐phase staticmixer [AG20a, AG20b]. The flowwasmodelled as
a laminar flow of two miscible fluids, and the mixture density and viscosity were computed
using a linear combination of the individual fluids’ properties. For the SO, both a node‐based
parameterisation and a positional angle parameterisation of the geometry were used to
obtain an optimised shape and positioning of the baffles within the mixing device.
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4.2 Optimisation Problem

This thesis’ optimisation algorithm is based on the implementation of adjointShapeOpti‐
mizationFoam in OpenFOAM [OVW07]. This continuous adjoint optimisation algorithm
uses a so‐called Lagrange function for a gradient descent algorithm to optimise the IB
representation of the geometry as the design variable. While the algorithm’s name suggests
a SO method, it is a TO algorithm at its core.

Based on the equations necessary to describe polymer melt flows (Section 3), the
optimisation problem can be formulated as

min L = L(b,u, p, T, C) such that ℜ(b,u, p, T, C) = 0, g(b) ≤ 0, ( 4.3 )

where L is the Lagrange function and ℜ = (Rp, Ru, RT, RC)T are the constraints of the
optimisation problem resulting from the state equations presented in Section 3. The
geometric constraints g(b) are discussed in more detail in Section 5.

To obtain the Lagrange function or augmented cost function L, the product of the
constraints ℜ with the vector of Lagrange multipliers λλλ = (ua, pa, Ta, Ca) is integrated over
the flow domain Ω and added to the cost function J from the optimisation objective.

L = J + ∫
Ω

λλλ ⋅ ℜdΩ ( 4.4 )

For the optimisation problem, the sensitivity of the augmented cost function L with respect
to the design variables b and the state variablesχχχ = (u, p, T, C) is calculated:

δL = δL
δb + δL

δu + δL
δp + δL

δT + δL
δC ( 4.5 )

The Lagrange multipliers are defined such that the variation of L with respect to the state
variables vanishes:

δL
δu + δL

δp + δL
δT + δL

δC = 0 ( 4.6 )

Plugging the condition in Equation 4.6 into the variation of the Lagrange function (Equa‐
tion 4.5) results in

δJ
δu + δJ

δp + δJ
δT + δJ

δC ( 4.7 )

+ ∫
Ω

λλλ ⋅ δ
δpℜdΩ + ∫

Ω
λλλ ⋅ δ

δuℜdΩ + ∫
Ω

λλλ ⋅ δ
δTℜdΩ + ∫

Ω
λλλ ⋅ δ

δCℜdΩ = 0
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The sensitivity of the augmented cost function can, therefore, be computed from

δL = δL
δb = δJ

δb + ∫
Ω

λλλ ⋅ δ
δbℜdΩ ( 4.8 )

Given the assumption of fixed boundaries, i.e., the outer boundaries of the domain cannot
move during optimisation, this can be simplified using the partial derivative ∂/∂b [GHP23b]:

δL
δb = ∂J

∂b + ∫
Ω

λλλ ⋅ ∂ℜ
∂b dΩ ( 4.9 )

= ∂J
∂b + ∫

Ω
pa

∂Rp

∂b dΩ + ∫
Ω
ua

∂Ru

∂b dΩ + ∫
Ω

Ta
∂RT

∂b dΩ + ∫
Ω

Ca
∂RC

∂b dΩ

= ∫
Ω

Rpa
∂p
∂bdΩ + ∫

Ω
Rua

∂u
∂bdΩ + ∫

Ω
RTa

∂T
∂bdΩ + ∫

Ω
RCa

∂C
∂bdΩ

+ BCpa + BCua + BCTa + BCCa + ∫
Ω
u ⋅ ua

∂α
∂bdΩ

The constraints ℜa = (Rpa , Rua , RTa , RCa)T, from now on called adjoint equations, as well as
the adjoint boundary conditions BCa = (BCpa , BCua , BCTa , BCCa)T can be computed from the
state equations. The full derivation of the adjoint equations and their boundary conditions
is detailed in the works of Gallorini et al. and Helgason [GHP23b, Hel15] and are omitted
here, but can be found in Appendix A.1. Their further treatment is discussed in Section 4.2.1
and Section 4.2.2.

In this algorithm, the design variable b corresponds to the IB representation of the
geometry through the porosity α,which can beoptimised using a steepest descent algorithm
(Equation 4.10). The index n refers to the iteration step, i.e., the ”Time” in OpenFOAM
(Section 3.4).

αn+1 = αn − Δ∂L(αn)
∂αn

( 4.10 )

During shape optimisation, the porosity α serves as an auxiliary variable to describe the
continuous transition from fluid to solid with no explicit dependence of the cost function on
the porosity, therefore ∂J/∂αi = 0 [Oth08]. In the primal state equations, the porosity α is
only found in the Darcy term αu, which results in the sensitivity for each cell with respect to
the flow variable σu,i = ui ⋅ ua,i since

∂ℜ
∂αi

= (u 0 0 0)T λλλi. ( 4.11 )

When optimising for thermal or material homogeneity, two terms are added for the
sensitivities from the temperature and concentration, σT,i and σC,i, which are determined
empirically. Each of the local sensitivities is multiplied by the cell volume. The sensitivity
components regarding the temperature and concentration should only be used if their
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optimisation objectives are active. Therefore, weight variables wT and wC are included,
which activate/deactivate these terms.

δL
δαi

= σu,iVi + wTσT,iVi + wCσC,iVi ( 4.12 )

The resulting equation for the steepest descent algorithm update of the IB field, modified
from Equation 4.10, is therefore given by

αn+1 = αn+ ( 4.13 )

γr ⋅ (min (max (αn + λuσu + λTwTσT + λCwCσC, α0) , αmax) − αn) ,

whereγr is a field relaxation factor. λu, λT and λC are the product of the cell volumeVi and the
sensitivity response step size, respectively, and therefore control the speed/aggressiveness
of the steepest descent algorithm, while α0 and αmax represent the minimum andmaximum
IB values for the fluid and solid domain, respectively.

4.2.1 Stabilised Adjoint Equations for Ducted Flows

The complete system of adjoint equations is

Rpa = ∇ ⋅ ua + ∂JΩ
∂p = 0 ( 4.14 )

Rua = −∇ ⋅ (uua) − (∇ua)u + ∇pa − ∇ ⋅ (2νϵϵϵ (ua)) + α (b)ua − T∇Ta ( 4.15 )

+ 1
cp

∇Ta2νϵϵϵ (u) − C∇Ca + ∂JΩ
∂u = 0

RTa = −∇ ⋅ (uTa) − ∇ (DT∇Ta) + ∂JΩ
∂T = 0 ( 4.16 )

RCa = −∇ ⋅ (uCa) − ∇ (DC∇Ca) + ∂JΩ
∂C = 0 ( 4.17 )

together with the adjoint boundary conditions

∫
Γ

(n ⋅ ua + ∂JΓ
∂p ) ∂p

∂b = 0 ( 4.18 )

∫
Γ
(n ⋅ (u ⋅ ua) + ua (u ⋅ n) − pan − n ⋅ (2νϵϵϵ (ua)) + TaTn + CaCn ( 4.19 )

− 1
cp

2Tan ⋅ (2νϵϵϵ (u)) + ∂JΓ
∂u )∂u

∂b + ∫
Γ
ua ⋅ (2νϵϵϵ (∂u

∂b) ⋅ n) = 0

∫
Γ

(n ⋅ uTa + DTn ⋅ ∇Ta + ∂JΓ
∂T ) ∂T

∂b − ∫
Γ
n ⋅ (TaDT∇∂T

∂b) = 0 ( 4.20 )

∫
Γ

(n ⋅ uCa + DCn ⋅ ∇Ca + ∂JΓ
∂C ) ∂C

∂b − ∫
Γ
n ⋅ (CaDC∇∂C

∂b) = 0 ( 4.21 )
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This full set of adjoint equations (Equations 4.14 to 4.17) can be simplified by specialising it
to ducted flows, where the computational domain has the following characteristics [Oth08]:

• one inlet with prescribed velocity and zero pressure gradient

• one outlet with zero velocity gradient and zero pressure

• wall with no‐slip condition and zero pressure gradient

The cost functions for ducted flows used in this thesis are all surface integrals over
the domain boundary, meaning they do not contain a contribution from the domain
interior (JΩ = 0). Therefore, the adjoint equations do not depend on the cost function
anymore. This means that when switching between different cost functions, the solver itself
remains the same (Equations 4.22 to 4.25), and only the boundary conditions need to be
adjusted.

Rpa = ∇ ⋅ ua = 0 ( 4.22 )

Rua = −∇ ⋅ (uua) − (∇ua)u + ∇pa − ∇ ⋅ (2νϵϵϵ (ua)) + α (b)ua ( 4.23 )

− T∇Ta + 1
cp

∇Ta2νϵϵϵ (u) − C∇Ca = 0

RTa = −∇ ⋅ (uTa) − ∇ (DT∇Ta) = 0 ( 4.24 )

RCa = −∇ ⋅ (uCa) − ∇ (DC∇Ca) = 0 ( 4.25 )

In Equation 4.19, there are multiple terms involving the rate of strain tensor ϵϵϵ(u), which can
be simplified for divergenceless fields (Equation 3.1), where ua and ∂u/∂b vanish on ∂Γ.

∫
Γ
(−n ⋅ (2νϵϵϵ (ua)) − 1

cp
2Tan ⋅ (2νϵϵϵ (u)))∂u

∂b + ∫
Γ
ua ⋅ (2νϵϵϵ (∂u

∂b) ⋅ n) ( 4.26 )

= ∫
Γ

ν(− (n ⋅ ∇)ua ⋅ ∂u
∂b − 1

cp
2Ta (n ⋅ ∇)u∂u

∂b + (n ⋅ ∇) ∂u
∂b ⋅ ua)

+ ∫
Γ

∇ν ⋅ ((ua ⋅ n) ∂u
∂b − (∂u

∂b ⋅ n)ua)

For laminar Newtonian flows, the viscosity term ν only contains the molecular viscosity. As
a result, the gradient of the viscosity ∇ν is zero, which means that the second term on the
right hand side vanishes. For the shear‐thinning flows present in this thesis, ∇ν is assumed
to be small enough that this simplification still holds.
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∫
Γ

(n ⋅ ua + ∂JΓ
∂p ) ∂p

∂b = 0 ( 4.27 )

∫
Γ
(n ⋅ (u ⋅ ua) + ua (u ⋅ n) − pan − (n ⋅ ∇)ua + TaTn + CaCn ( 4.28 )

− 1
cp

2Ta (n ⋅ ∇)u + ∂JΓ
∂u )∂u

∂b + ∫
Γ

(n ⋅ ∇) ∂u
∂b ⋅ ua = 0

∫
Γ

(n ⋅ uTa + DTn ⋅ ∇Ta + ∂JΓ
∂T ) ∂T

∂b − ∫
Γ
n ⋅ (TaDT∇∂T

∂b) = 0 ( 4.29 )

∫
Γ

(n ⋅ uCa + DCn ⋅ ∇Ca + ∂JΓ
∂C ) ∂C

∂b − ∫
Γ
n ⋅ (CaDC∇∂C

∂b) = 0 ( 4.30 )

The adjoint boundary conditions in Equations 4.27 to 4.30 are evaluated for the individual
domain boundaries. In many of the following evaluations, the velocity is split into its normal
and tangential components. For clarity, these are referred to as un = u ⋅ n and ut = u ‐ n un,
respectively.

The velocity is at a fixed value at the inlet and wall, i.e., it is constant in time. As a result,
∂u/∂b is zero, and the first integral of Equation 4.28 vanishes. The same effect can be
observed for temperature and concentration, where the values at the inlet and wall can
be non‐uniform but are still constant in time and independent of the design variables. In
this case, the adjoint boundary conditions are independent of pa. Since pa has a similar role
in the adjoint NSE to that of p in the primal NSE, the same zero‐gradient boundary condition
is set for pa at the inlet.

(n ⋅ ∇) pa = 0 ( 4.31 )

ua,t = 0, ua,n = −∂JΓ
∂p ( 4.32 )

Ta = 0 ( 4.33 )

Ca = 0 ( 4.34 )

At the outlet, the value for the pressure is fixed at zero and therefore ∂p/∂b = 0, while zero
Neumann conditions are imposed for velocity, temperature and concentration.

pa = u ⋅ ua + unua,n − ν (n ⋅ ∇) ua,n + ∂J
∂un

+ TaT + CaC − 2
cp

Ta (n ⋅ ∇) un ( 4.35 )

unua,t + ν (n ⋅ ∇)ua,t = − ∂J
∂ut

( 4.36 )

unTa + DTn ⋅ ∇Ta = − ∂J
∂T ( 4.37 )

unCa + DCn ⋅ ∇Ca = − ∂J
∂C ( 4.38 )



4 Adjoint Topology Optimisation Algorithm 41

In practice, the algorithm’s stability is improvedby neglecting all terms containing derivatives
of first order or higher, therefore, this approach was chosen in this thesis.

4.2.2 Optimisation Objectives

The cost function formulations for the minimisation of pressure drop or power dissipation
as well as the optimisation for flow uniformity at the outlet have been taken from
Othmer [Oth08], while the cost functions for the optimisation regarding a target
temperature or concentration distribution at the outlet have been inspired by the works
of Helgason and Krajnovic and Ruberto [Hel15, HK14, Rub17].

Minimal pressure drop

The cost function used to minimise the pressure drop (Equation 4.39) computes the net
inward flux of energy through the domain boundaries [Oth08].

J = ∫
Γ

− (p + 1
2u

2)u ⋅ n dΓ ( 4.39 )

Its derivatives for the boundary conditions (Equation 4.40) depend on the domain boundary
type as it is the only cost function depending on the pressure.

∂J
∂p = −un =

⎧{
⎨{⎩

0 at wall

−un at inlet
( 4.40 )

∂J
∂un

= −1
2|u|2 − u2

n, ∂J
∂ut

= −unut,
∂J
∂T = 0, ∂J

∂C = 0

Maximal flow balance

The cost function for a uniform velocity distribution at the outlet is given in Equation 4.41,
where ̃c = 1 m‐2s‐1 is a constant for unit consistency. The target velocity utarget can be set to
any desired value. For flow balance, utarget should be set to the average velocity at the flow
channel outlet before optimisation. The resulting derivatives for the boundary conditions
are listed in Equation 4.42.

J = ∫
outlet

̃c
2 (u − utarget)

2 dΓ ( 4.41 )

∂J
∂p = 0, ∂J

∂un
= ̃c (un − un,target) , ∂J

∂ut
= ̃c (ut − ut,target) ( 4.42 )

∂J
∂T = 0, ∂J

∂C = 0
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Maximal thermal homogeneity

The cost function to optimise for a target temperature at the outlet is given in Equation 4.43,
with its derivatives for the boundary conditions stated in Equation 4.44. For static mixers,
the goal is not only to homogenise the melt’s temperature distribution but also to minimise
the additional shear heating and cool the melt. As a result, it is most beneficial to set the
target temperature Ttarget to the lowest observed temperature at the inlet.

J = ∫
outlet

1
2 (T − Ttarget)

2 dΓ ( 4.43 )

∂J
∂p = 0, ∂J

∂un
= 0, ∂J

∂ut
= 0, ∂J

∂T = (T − Ttarget) , ∂J
∂C = 0 ( 4.44 )

Maximal material homogeneity

The cost function to optimise for a target concentration at the outlet is given in
Equation 4.45, with its derivatives for the boundary conditions stated in Equation 4.46. To
homogenise the concentration distribution, the target concentration Ctarget should be set to
the expected value for perfect mixing, i.e., the average concentration at the inlet.

J = ∫
outlet

1
2 (C − Ctarget)

2 dΓ ( 4.45 )

∂J
∂p = 0, ∂J

∂un
= 0, ∂J

∂ut
= 0, ∂J

∂T = 0, ∂J
∂C = (C − Ctarget) ( 4.46 )

Based on the shape of the cost functions Equation 4.43 and Equation 4.45 and the sensitivity
proposed by Ruberto [Rub17], the sensitivities for the steepest descent algorithm update of
the IB field in Equation 4.13 are

σu = u ⋅ ua, σT = (T − Ttarget) ⋅ Ta, σC = (C − Ctarget) ⋅ Ca ( 4.47 )
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5 Additive Manufacturing Constraints Algorithm

In this chapter, the design restrictions of AM are discussed, and an algorithm incorporating
these design flexibilities and design restrictions as geometric constraints into the
optimisation algorithm in Section 4 is presented. Parts of this algorithm were already
published in [SH24a, SH24b].

5.1 Manufacturing Restrictions for Self‐Supporting Structures

While AM enables new types of geometries, it also has manufacturing constraints, which
need to be addressed in the optimisation algorithm.

The most commonly cited manufacturing constraint for LPBF is the overhang angle
constraint [HGL+18, Lip18, Neu21, ZC20]. During the manufacturing process, the upper
powder bed layer is melted and fused locally. The melted layer requires support so it can
solidify in place. This support has two roles: The layer requires mechanical support, i.e.,
the powder bed itself is not strong enough to hold the melted layer in place. Instead, most
of the melted layer should sit on top of an already solidified layer of the part. This is also
critical due to the second requirement of thermal support, i.e., the heat transferred into the
layer must be transferred out again. The angle between the structure within a layer and the
structure in the layer below it is called the overhang angle β (Figure 5.1). Depending on the
specific manufacturing method and geometric scenario, the exact critical overhang angle β̄
can vary but is usually around β̄ = 45° [HGL+18, Lip18, Neu21, ZC20], which is the value used
in this thesis. The implementation of the overhang angle constraint for both cartesian and
non‐cartesian meshes is discussed in Section 5.3.1.

β >= 45°

β < 45°

Platform

Build
direction

Figure 5.1: Definition of the overhang angle β with critical overhang angle β̄ = 45°.

While the overhang angle constraint already covers a lot of the structures occurring
during optimisation, it lacks robustness concerning hanging features (Figure 5.2), where
the overhang angle constraint is satisfied, but there is no material existing underneath the
structural part [ZC20]. The horizontal minimum length constraint prevents hanging features
by ensuring that each solid cell i that is part of the structure has a certain number of solid
cells surrounding it within the same layer. The algorithm computing the horizontal minimum
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length constraint for cartesian and non‐cartesian meshes is discussed in Section 5.3.2.

Build
direction

Violation of
overhang angle 

constraint

Hanging feature Self-supporting structure

Violation of
horizontal minimum

length constraint

Figure 5.2: Definition of a hanging feature. The structure on the left fulfils the overhang angle
constraint but violates the horizontal minimum length constraint. The structure in the
middle fulfils the horizontal minimum length constraint but violates the overhang
angle constraint. The structure on the right is self‐supporting and fulfils both
manufacturing constraints.

During the additive manufacturing process, two types of domains or structures occur: The
part that is manufactured and the remaining domain that is filled with unmelted metal
powder. The first is the solid structure or solid phase, while the latter is the void phase. After
manufacturing, the unmelted powder within the void phasemust be removable. This is only
possible if every part of the void phase has a connection to the outside, i.e., connectivity is
ensured (Figure 5.3). In addition, the void phase should not have dead angles that might
hinder the powder flow. The implementation of the connectivity constraint is discussed in
Section 5.3.3.

Build
direction

Violation of void phase
overhang constraint

Figure 5.3: Definition of the connectivity constraint of the void phase (adapted from [ZC22]).

While the degrees of freedom and the design flexibility provided by the optimisation
algorithm and the additive manufacturing method are extensive, they can also be
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counter‐productive in some cases. For instance, during an optimisation forminimal pressure
drop, it should be expected that the configurationwithminimal pressure dropwill be the one
where any structure adding to the overall flow resistance is absent. In addition, not every
geometrymanufacturablewith AM canwithstand the forceswithin an extrusion line [HP19].
A minimumwall thickness independent of the constraints of the manufacturing process has
to be enforced. The resulting changes to the algorithm are discussed in Section 5.3.4.

5.2 Literature Review of Algorithms for Additive Manufacturing Restrictions

Most publications in literature utilise the PDEs governing the structural mechanics of the
part for the optimisation. This is the main difference between the algorithms in literature
and the approach taken in this thesis since the PDE constraints for the topology optimisation
problem in this thesis come from the CFD simulation of the domain surrounding the
optimised part.

Langelaar developed an algorithmwhich optimises part topology and the support structure
layout and build direction [Lan17, Lan18]. In his master thesis, Verboom integrated an
algorithm checking for manufacturing constraints into OpenFOAM [Ver17].

Yamada et al. developed an algorithm optimising the part geometry in various ways. They
considered assembly as a manufacturing criterion, and during the optimisation, they looked
at geometric constraints, optimisation of build orientation, and multi‐material topology
optimisation [FY24, TY23].

Nardoni et al. developed a topology optimisation algorithm that can design appropriate
support structures for LPBF using a level‐set method [NMD+24].

Garcke et al. developed a phase field structural topology optimisation algorithm, where
the critical overhangs in the structure are penalised using anisotropic energy functionals,
resulting in a support‐free structure [GLNS23].

To maximise the potential of AM for the design of extrusion dies, it is beneficial to build an
algorithm that optimises the topology using a support‐free approach, where the part does
not require external supportsmeant to be removed after printing. The algorithm should also
be compatible with the IB representation of the die geometry.

Many topology optimisation algorithms use a density‐based approach to model the phase
transition between the structure and its surroundings. One common approach for structural
topology optimisation is the Solid Isotropic Material with Penalty (SIMP) method. This
interpretation is compatible with an IB approach, where the domain is modelled as a porous
medium, making algorithms based on this method well‐suited for the presented problem.

Behrou et al. apply a SIMP method, where they used an adjoint‐based approach to obtain
the sensitivities for the optimisation under projection‐based overhang constraints [BGG18].



46 5 Additive Manufacturing Constraints Algorithm

Haveroth et al. developed a SIMP‐based topology optimisation algorithm and investigated
both a self‐weight‐based formulation and a thermal conductivity‐based formulation for
the manufacturing restrictions [HTC+22]. They found that both formulations improved the
manufacturability of the structure.

Zhang et al. developed an optimisation algorithm for the design of self‐supporting printable
structures using a SIMP approach under consideration of multiple design restrictions.
Alongside the overhang angle constraint, they also included a horizontal minimum
length constraint and a connectivity constraint for both the part and the surrounding
structure [ZCX19, ZC20, ZC22].

5.3 Geometric Constraints Algorithm

The manufacturing constraints formulation developed by Zhang and Chengwas used as the
basis for the algorithm presented in this thesis. It was modified to adapt it to OpenFOAM’s
data structures and as well as non‐cartesian meshes. In addition, a new method was used
to incorporate the manufacturing constraints into the previously presented optimisation
algorithm.

Whereas the traditional SIMP algorithm forming the basis of the algorithm by Zhang
and Cheng operates on an artificial material density function as the design variable, the
algorithm developed for this thesis adapts the formulas to the IB representation by using
the porosity αm of cell m normalised by αmax as the density ρ of cell m.

In the first step, a linear density filter (Equation 5.1) is applied to the material density, which
avoids checkerboard distributions and improves mesh independence, relaxing the density
field [ZCX19]. ρim,i is the intermediate density of the ith cell within the sphere of influence Ni.
xm is the coordinate of the centroid of the mth cell within Ni and w denotes the weight for
the cell.

ρim,i =
∑m∈Ni

w(xm)Vm
αmαmax

∑m∈Ni
w(xm)Vm

, ( 5.1 )

with w(xm) = Ri − ‖xm − xi‖

In the original paper by Zhang and Cheng, the neighbourhood Ni is defined as all cells within
a certain radius R of cell i [ZCX19, ZC20]. While this is themost robust implementation, using
the same implementation for Ni in OpenFOAM would lead to a prohibitively high runtime.
In OpenFOAM, all information regarding the computational mesh is stored in a polyMesh,
which consists of lists of points, faces and cells. For each cell i, the cells with a common
face with cell i can be directly accessed via the function cellCells. Cells that border cell i
by at least one common point can also be determined with relatively low computational
complexity. However, with non‐cartesian meshes in particular, assembling a data structure
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forNi that spansmore than two cells in each direction exceeds the computational complexity
of performing the rest of the optimisation problem once the computational mesh exceeds
roughly one million cells. Instead, Ni is determined to be the set of all cells that neighbour
cell i by at least one common point, as well as their neighbours (i.e., cell i’s second‐degree
neighbours). This decreases the sphere of influence but was found to have little impact
on the algorithm’s performance. For the computation of w(xm), the radius R is calculated
for each cell i to account for the varying cell sizes within the computational mesh and was
manually fitted to Ri = 0.2 ⋅ 4√Vi, which gave the most robust results across the non‐uniform
cell sizes present in the mesh.

Next, a volume‐preserving nonlinear density filter is applied to obtain a discrete structure
with a sharp fluid‐solid interface [ZCX19]. The physical density ρρρphysical is calculated using the
intermediate density obtained in the first step. The constant βf indicates how aggressive the
filter is, while ηf is the threshold parameter [Bou01, XCC10].

ρphysical,i =

⎧{{
⎨{{⎩

ηf [e−βf(1−ρim,i/ηf) − (1 − ρim,i/ηf) e−βf ] , 0 ≤ ρim,i ≤ ηf

(1 − ηf) [1 − e−βf(ρim,i−ηf)/(1−ηf) +
+(ρim,i − ηf)e−βf / (1 − ηf)] + ηf , ηf ≤ ρim,i ≤ 1

( 5.2 )

For the algorithm presented, both βf and ηf have been manually calibrated to 0.2.

5.3.1 Overhang Angle Constraint

The following algorithm enforcing the overhang angle constraint is based on the 18 element
scheme (Figure 5.4). It was developed for cartesian meshes and presented for 2D in [ZCX19]
and for 3D in [ZC20]. In the 18 element scheme, each cell i in the computational mesh
is surrounded by eight neighbours (a, ⋯, h) within the same layer and nine neighbouring
cells (j, ⋯, r) in the layer below, which is the layer where its structural support comes from.
The 18 cell IDs form the vector Si = ( i, a, ⋯, r )T.

Generally, the overhang angle β is defined as

cosβ = 1
‖∇ρρρphysical‖

∇ρρρT
physicaln, ( 5.3 )

where n is the unit vector of the build direction. In the original publications by Zhang and
Cheng, the build direction is defined as n = (0, 0, 1)T (build in z‐direction) [ZCX19, ZC20]. Since
all geometries considered in this thesis are based on a cylindrical shape, the build direction
coincides with the direction of extrusion, which is along the x‐axis, i.e., n = (1, 0, 0)T. In the
following, both versions will be presented if not stated otherwise.
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Figure 5.4: 18 element scheme for a cartesian mesh with z as build direction (adapted
from [ZC20]).

For the computation of the local overhang angle for cell i, a local density distribution
function ̂ρ is introduced which replaces ρρρphysical in Equation 5.3:

̂ρi (x, y, z) ≈ aix + biy + ciz + di ( 5.4 )

This linear density function spans a hyperplane in ℝ4, and its gradient, which corresponds
to the structural boundary surface inward normal, can be computed as

∇ ̂ρi = (ai, bi, ci)
T . ( 5.5 )

To fit the densities of the 18 cells with the hyperplane, the densities and coordinates are
substituted into Equation 5.4. The result is a set of linear algebraic equations, which can be
represented in matrix form as

Aiξξξi = ρρρphysical,i, ( 5.6 )

where Ai =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

xi yi zi 1
xa ya za 1
⋮ ⋮ ⋮ ⋮

xr yr zr 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,ξξξi =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ai

bi

ci

di

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,ρρρphysical,i =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ρphysical,i

ρphysical,a

⋮
ρphysical,r

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

(xk, yk, zk) is the coordinate of the kth cell, k ∈Si. To obtain ξξξi, the least squares method is
applied to get

ξξξi = Biρρρphysical,i, whereBi = (Ai
T
Ai)

−1
Ai

T. ( 5.7 )
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For cartesian meshes with build in x‐direction, the matrix Bi reads

Bi,cartesian = ( 5.8 )

1
36

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

4 4 4 4 4 4 4 4 4 −4 −4 −4 −4 −4 −4 −4 −4 −4

0 −3 −3 0 3 3 3 0 −3 0 −3 −3 0 3 3 3 0 −3

0 0 3 3 3 0 −3 −3 −3 0 0 3 3 3 0 −3 −3 −3

− − − − − − − − − − − − − − − − − −

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

The last row of Bi, cartesian in Equation 5.8 was omitted here as it is unnecessary to determine
the density gradient. For a build in z‐direction, the first and third row of Bi, cartesian must be
switched.

All optimisations in this thesis are performed on cylindrical geometries. The cells are layered
in the build direction, i.e., each layer can be assumed to have the same number of cells,
and these cells are stacked on top of each other. However, the cells within a single layer
are not arranged in a purely cartesian pattern. Bi, cartesian needs to be deconstructed for
generalisation to non‐cartesian meshes.

For the cartesian mesh, each cell i has eight neighbours in the same layer (n1 = 8 + 1 = 9
including cell i) and n2 = 9 neighbours in the layer below. In addition, there are n3 = 6
neighbours with yneigh > yi and n4 = 6 neighbours with yneigh < yi, while there are n5 = 6
neighbours with zneigh > zi and n6 = 6 neighbours with zneigh < zi. Because all neighbours with
yneigh = yi and zneigh = zi are assigned the value 0 in the rows that depend on this, their set
size is not explicitly calculated.

The calculation for the individual coefficients of Bi, non‐cartesian is listed in Table 5.1. Because
the number of cell neighbours can differ depending on the direction, the rows of
Bi, non‐cartesian are assembled in individual data structures.

Cartesian Non‐Cartesian
no. neighs Bi[row,neigh] no. neighs Bi[row,neigh]

Row 1
xneigh = xi 8+1=9 +1/9 n1 +1/n1
xneigh < xi 9 ‐1/9 n2 ‐1/n2

Row 2
yneigh > yi 6 +1/3 n3 +0.5/n3
yneigh = yi 6 0 ‐ 0
yneigh < yi 6 ‐1/3 n4 ‐0.5/n4

Row 3
zneigh > zi 6 +1/3 n5 +0.5/n5
zneigh = zi 6 0 ‐ 0
zneigh < zi 6 ‐1/3 n6 ‐0.5/n6

Table 5.1: Construction of Bi.
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In the row of Bi, non‐cartesian corresponding to the build direction, cell i and all neighbours in
the same layer as cell i are assigned +1/n1, and all neighbours in the layer below cell i are
assigned ‐1/n2, provided such a layer exists.

The row corresponding to the y‐coordinate of Bi, non‐cartesian is constructed by assigning the
value +0.5/n3 to all neighbours with yneigh > yi and ‐0.5/n4 to all neighbours with yneigh < yi,
while all cells with yneigh = yi including cell i are assigned 0.

For the z‐coordinate, the assembly corresponds to that of row 3 in Bi, non‐cartesian. All
neighbours with zneigh > zi get assigned with +0.5/n5 and all neighbours with zneigh < zi get
assigned with ‐0.5/n6, while all cells with zneigh = zi including cell i get assigned 0.

Using this assembly, Equation 5.7 can be evaluated for each cell i. Thus, the overhang angle
can be computed as

cosβi = 1
‖∇ ̂ρi‖

∇ ̂ρT
i n =

⎧{{
⎨{{⎩

ai
√a2

i + b2
i + c2

i
, for n = (1, 0, 0)T .

ci
√a2

i + b2
i + c2

i
, for n = (0, 0, 1)T .

( 5.9 )

Thus, the first geometric constraint g1(i) for our optimisation problem Equation 4.3 is given
by the overhang angle constraint, where β̄ is the critical overhang angle.

g1 (i) = (cosβi − cos β̄) ‖∇ ̂ρi‖ ≤ 0 (i = 1, … , ncells) ( 5.10 )

5.3.2 Horizontal Minimum Length Constraint

The original algorithm enforcing the horizontal minimum length constraint was developed
for cartesian meshes and can be found in [ZC20]. Around each cell i, four support sets
Mi,1, …, Mi,4 are defined (Figure 5.5). Each support set spans a quadrant that reaches up
to m cells from cell i. Assuming a build in x‐direction, Mi,1, …, Mi,4 can be calculated using
the cell size Δx as follows:

Mi,1 = {k ∣ xk = xi, 0 < yk − yi ≤ mΔx, 0 < zk − zi ≤ mΔx} ( 5.11 )

Mi,2 = {k ∣ xk = xi, −mΔx ≤ yk − yi < 0, 0 < zk − zi ≤ mΔx} ( 5.12 )

Mi,3 = {k ∣ xk = xi, −mΔx ≤ yk − yi < 0, −mΔx ≤ zk − zi < 0} ( 5.13 )

Mi,4 = {k ∣ xk = xi, 0 < yk − yi ≤ mΔx, −mΔx ≤ zk − zi < 0} , ( 5.14 )

where (xk, yk, zk) is the coordinate of the kth cell. The union of Mi,1, Mi,2, Mi,3, Mi,4 is a
horizontal square area of (2m + 1) × (2m + 1).
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Figure 5.5: Left: horizontal square scheme for a cartesian mesh (adapted from [ZC20]), right:
horizontal square scheme for a non‐cartesian mesh. The four coloured areas denote
the support sets Mi,1, …, Mi,4. The grey dashed lines depict the y‐ and z‐coordinate
extension through the central cell, respectively.

The horizontal minimum length constraint is fulfilled if, for each cell in the structure, at least
one of the average cell densities in its four support sets is not smaller than the density of
the cell itself:

τi,1 (ρρρphysical) ≤ 0 or τi,2 (ρρρphysical) ≤ 0 or ( 5.15 )

τi,3 (ρρρphysical) ≤ 0 or τi,4 (ρρρphysical) ≤ 0
i = 1, … , ncells

For cartesian meshes, this translates to

τi,k,cartesian = ρphysical,i −
∑j∈Mi,k

ρphysical,j

(m + 1)2 − 1
, k = 1, 2, 3, 4. ( 5.16 )

For non‐cartesian meshes, the support sets have different sizes depending on their location
in the mesh. Therefore, the support constraint has to be generalised to

τi,k,non−cartesian = ρphysical,i −
∑j∈Mi,k

ρphysical,j

max (1, size (Mi,k)), k = 1, 2, 3, 4. ( 5.17 )

As a result, the second geometric constraint for our optimisation problem g2(i) for cell i reads

g2 (i) = min
k

τi,k (ρphysical,i) ≤ 0. ( 5.18 )

5.3.3 Connectivity Constraint

The connectivity constraint ensures that the void phase is connected to the outside of
the domain and that dead angles that might prevent the removal of residue powder are
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absent. Therefore, for the first time, the connectivity constraint introduces a manufacturing
constraint that operates on both the structure and the domain’s void phase.

It can be demonstrated that the connectivity constraint is fulfilled if the geometric
constraints g1 and g2 are fulfilled for the solid phase in build direction and the void phase
against build direction [ZC22].

As a result, the horizontalminimum length constraint needs to bemodified to accommodate
both the solid phase and the void phase. For this purpose, the concept of a phase
density ρphase,i for cell i is introduced, where

ρphase,i =
⎧{
⎨{⎩

1 − ρphysical,i, for ρphysical,i ≤ 0.5.
ρphysical,i, for ρphysical,i > 0.5.

( 5.19 )

This enables the calculation of the horizontal minimum length constraint for both phases in
one step. Thus, the final geometric constraint g3(i) for cell i replacing g2(i) reads

g3 (i) = min
k

τi,k (ρphase,i) ≤ 0. ( 5.20 )

5.3.4 Application‐Specific Geometric Constraint

In the algorithm presented, the additional constraints regarding the design restrictions from
the application aremet by embedding a scaffold structure αfixed in the initial geometry. αfixed, i

is assigned the value 1 for each cell i that is part of the scaffold structure and 0 everywhere
else. This scaffold structure fulfils all constraints regardingmanufacturing and operation and
will remain untouched during optimisation. A drawback of this approach is that it limits the
DOF of the topology optimisation algorithm presented in Section 4, effectively turning it into
a shape optimisation algorithm for some choices of αfixed. The exact nature and purpose of
the scaffold structure depends on the specific use case and will be explained in Section 6
and Section 7, respectively.

5.3.5 Incorporation of Geometric Constraints into Optimisation Algorithm

The optimisation algorithm presented in Section 4 proposes an updated IB representation
of the geometry (Equation 4.13). Themanufacturing constraints g1 and g3 cannot be directly
incorporated into the algorithm in the same way the PDE constraints are embedded via the
sensitivity of the cost functions. Instead, the algorithm splits the proposed update of the
design variables and the actual update of the design variables into two steps. It then checks
the proposed update’s compliance with the geometric constraints for each cell individually.
The proposed change in iteration n of the design variables αdiff, n is calculated from
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αdiff,n = γr ⋅(min (max (αn + λuσu + λTwTσT + λCwCσC, α0) , αmax) − αn) ( 5.21 )

Next, the algorithm visits each cell of the computational domain. If the cell is designated as
part of the scaffold structure (αfixed = 1), any proposed changes are automatically rejected.
If no change is proposed for a cell (αdiff, n = 0), the cell is skipped. The remaining scenarios
are listed in Table 5.2 and explained in detail in the following. For simplicity, every cell i is
designated as currently fluid if αn,i < 0.5 ⋅ αmax and as currently solid if αn,i ≥ 0.5 ⋅ αmax.

Proposed change of design variable αdiff, n > 0

No. Constraint g1 Constraint g3 Action for current assignment of αn

1 < 0 ≤ 0
αn,i ≥ 0.5 ⋅ αmax: accept
αn,i < 0.5 ⋅ αmax: accept

2 < 0 > 0
αn,i ≥ 0.5 ⋅ αmax: reject
αn,i < 0.5 ⋅ αmax: accept

3 ≥ 0 ≤ 0
αn,i ≥ 0.5 ⋅ αmax: reject
αn,i < 0.5 ⋅ αmax: reject

4 ≥ 0 > 0
αn,i ≥ 0.5 ⋅ αmax: reject
αn,i < 0.5 ⋅ αmax: reject

Proposed change of design variable αdiff, n < 0

No. Constraint g1 Constraint g3 Action for current assignment of αn

5 < 0 ≤ 0
αn,i ≥ 0.5 ⋅ αmax: accept
αn,i < 0.5 ⋅ αmax: accept

6 < 0 > 0
αn,i ≥ 0.5 ⋅ αmax: accept
αn,i < 0.5 ⋅ αmax: reject

7 ≥ 0 ≤ 0
αn,i ≥ 0.5 ⋅ αmax: accept
αn,i < 0.5 ⋅ αmax: accept

8 ≥ 0 > 0
αn,i ≥ 0.5 ⋅ αmax: accept
αn,i < 0.5 ⋅ αmax: reject

Table 5.2: Criteria used to accept or reject proposed changes by optimisation algorithm to ensure
additive manufacturability.
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According to Table 5.2, different scenarios have to be distinguished:

1: The proposed change of the design variables implies that the flow in this cell should be
blocked. If the cell is already designated as solid, this change to increase α even further
should be accepted. If the cell was previously designated as fluid, the combination of
constraint functions does not explicitly oppose this change, and therefore, it should
be confirmed for now. If this change turns out to have been wrong, the algorithm can
correct it in the next iteration.

2: In this scenario, the algorithm proposes to increase α, but the horizontal minimum
length constraint is violated. If the cell is currently assigned solid, this change is
rejected. However, for a void phase cell, this combination of constraint functions
implies that the algorithm wants to change the cell’s (wrong) assignment. Therefore,
this change should be confirmed.

3+4: In scenarios 3 and 4, the overhang angle constraint is violated. As a result, the
proposed change to increase α is automatically rejected regardless of the cell’s current
assignment.

5: Here, the proposed change of the design variables implies that polymer melt flow
should be allowed in this cell. At the same time, no manufacturing constraints are
violated. As a result, a cell that is currently assigned as solid phase could stay solid
but will be changed to void phase for now. If it turns out that the manufacturing
constraints are then violated, the algorithm can correct it in the next iteration. If the
cell is already assigned as void phase, this change is trivial and can be confirmed.

6: In scenario 6, the algorithm proposes a decrease of α towards an assignment as a void
phase cell. While the horizontal minimum length constraint is violated, the overhang
constraint is fulfilled. As a result, the change should be confirmed for a cell currently
assigned as solid but rejected for a cell currently assigned as part of the void phase.

7: In this scenario, the overhang angle constraint is violated in the current configuration,
and the algorithm proposes to change the design variable in this cell towards a void
phase assignment. If that cell is currently part of the solid phase, this change should
be confirmed, and the algorithm will decide in the next iteration whether this change
has improved themanufacturing constraints in this cell. This change can be confirmed
if the cell is already assigned as a void phase cell.

8: In the final scenario, all manufacturing constraints are currently violated, and
the algorithm proposes changing this cell’s design variable towards a void phase
assignment. This change should be rejected if the cell is already assigned as void
phase. However, the change should be confirmed if the cell is currently designated
as a solid phase cell.
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The pseudocode of the resulting adjoint topology optimisation algorithm under considera‐
tion of the design constraints from AM is depicted in Figure 5.6.

Compute converged solution of state equations for initial geometry
(without geometry update)

for i = 1 to nCells do
Determine neighbourhood Ni and weights wi

Compute Bi, Mi,1, Mi,2, Mi,3, Mi,4

for n = 1 to ndesignIterationSteps do
Compute intermediate and physical density ρim and ρphysical

Compute overhang angle constraint g1

Compute horizontal minimum length constraint g3

Compute proposed change of the design variables αdiff,n

for i = 1 to nCells do
if αfixed,i = 1 or αdiff,n,i = 0 then

Continue
Check geometric constraints for cell i
Confirm/reject proposed change of design variable for cell i

Update solution of primal and adjoint equations

Compute converged solution of state equations for optimised geometry
(without geometry update)

1

3

2

4

Figure 5.6: Pseudocode of the optimisation algorithm under consideration of design constraints
from AM.

Note that steps 2 and 3 cannot be run in parallel using MPI at this point as the connectivity
data structures for the geometric constraints do not work across partition boundaries. The
files regarding the AM‐compatibility algorithm are listed in Appendix A.2, the full source
code is published on GitHub and can be accessed at [URL24].
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6 Application to Static Mixers

This chapter presents and discusses the application of the optimisation algorithm to a
static mixer. First, the static mixer before optimisation is described, and the optimisation
objectives, along with the setup of the simulation, are discussed before the optimisation
results are presented. Furthermore, the operating point dependency is investigated, and
the validation of the optimisation results in lab trials is presented. The chapter closes with
a discussion of the findings.

The X‐mixer that formed the basis of this investigation was originally based on an SMB
plus 40/3 (Promix Solutions GmbH, Wetzlar, DE), a commercially available static mixer
manufactured by casting. The construction of an additively manufacturable variation of
this mixer has been detailed in [HGL+18, HST+19]. This already additively manufacturable
geometry consists of basic repetition units that have been optimised to support themselves.
Between the individual blocks, which have a length of 1 D, a transition element helps smooth
the overall geometry.

In the simulations, the static mixer’s geometry was virtually imposed on the computational
mesh using the immersed boundary method. The static mixer’s parameterisation was
extended by 1 mm in the radial direction to avoid unstable cell‐cutting operations at the
interface of the staticmixerwith the outer cylinderwall. The resulting staticmixer is depicted
in Figure 6.1 and has a length of 124mm and a target diameter of 40mm, which is extended
to 42 mm by the overhangs.

10 mm

Front viewSide view

Figure 6.1: Geometry of the static mixer before optimisation including overhangs.
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6.1 Optimisation of an Additively Manufacturable Static Mixer

Three optimisation objectives were investigated for the optimisation of the static mixer.
The first was minimising the pressure drop in the mixer, while the second and third were
maximising either thermal or material mixing.

6.1.1 Simulation Setup

The simulations were performed on a cylinder with a diameter of 41 mm and a length of
140mm. The computationalmeshwas createdwith blockMesh and consisted of 3.26million
hexahedral cells. The initial volume of the staticmixer before optimisation was 50,103mm3.
The scaffold structure (Figure 6.2 top left) followed the same build pattern but had a mixing

Da = 41 mm,
L = 140 mm

Cylinder wall (0.5 mm)

Mixer geometryScaffold structure

Figure 6.2: Shape and position of static mixer (depicted in grey) and scaffold structure (depicted in
green) within the cylinder before optimisation.

bar thickness of 1 mm. Besides ensuring manufacturability, the scaffold structure also has a
practical function. During optimisation for minimal pressure drop, the algorithm is expected
to minimise the resistance in the flow channel, including the inherent flow resistance
introduced by a mixing element, disregarding the purpose of the mixer geometry as a
necessary component [SSH22]. In addition, the static mixer was encased by a fixed cylinder
that ensures support for the static mixer at the domain’s boundaries. The cylinder’s wall
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thickness was 0.5 mm, corresponding to the computational mesh’s eight outermost cells.
During initialisation, the geometry of the static mixer, the scaffold and the outside cylinder
were imposed on themesh using setFields. The resulting structure within the computational
domain is depicted in Figure 6.2.

The operating point for the optimisation was characterised by the throughput, extruded
material, inlet temperature profile and inlet concentration profile.

The throughput during optimisation was set to 20 kg/h based on previous investiga‐
tions [SSH22].

The plastic melt in this setup was Hostalen GD 9550 F (LyondellBasell GmbH, Wesseling,
DE), which is a blown film type Polyethylene of High Density (PE‐HD) with a Melt Flow
Rate (MFR) of 3.1 g/10min (190 °C/5.0 kg) [NN18]. Itsmaterial data canbe found in Table 6.1.
In addition, the thermal material data for the static mixer were set to DT,steel = 1 ⋅ 10‐5 m2/s,
cp,steel = 466 J/(kg⋅K) and DC,steel = 0 m2/s.

Parameter Unit Value

Carreau parameter ACarreau m2/s 12.87
Carreau parameter BCarreau s 0.1871
Carreau parameter CCarreau ‐ 0.655
Standard temperature Ts K 237
Reference temperature Tm K 473
Specific heat capacity cp J/(kg ⋅ K) 2900
Thermal diffusivity DT m2/s 1.1997 ⋅ 10‐7
Melt density ρ kg/m3 736
Diffusion coefficient DC m2/s 1 ⋅ 10‐12

Table 6.1: Material model parameters for PE‐HD [Yes17].

The definition of geometry, throughput, and extruded material allows for the calculation
of the Graetz number for this operating point. The static mixer with a diameter of 40 mm
had an inlet area of 1.2566 ⋅ 10‐3 m2. With a melt density of 736 kg/m3 and a throughput
of 20 kg/h, this results in an average inlet velocity of u = 6.0068 ⋅ 10‐3 m/s. The length of
the mixer was L = 124 mm, and the distance between the mixing bars was assumed to be
H = 10 mm. The thermal diffusivity of PE‐HD was 1.1997 ⋅ 10‐7 m2/s. The resulting Graetz
number was

Gz = u ⋅ H2

DT ⋅ L = 6.0068 ⋅ 10−3 m/s ⋅ (10 mm)2

1.1997 ⋅ 10−7 m2/s ⋅ 124 mm = 40.37. ( 6.1 )
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Therefore, this operating point falls under the so‐called transitional regime, implying that
both lengthwise convection and transverse conduction influence the thermal regime within
the static mixer.

The inlet temperature profile (Equation 6.2 and Figure 6.3 left) corresponded to a hot core
inhomogeneity. Its parameters have been chosen to correspond to the inhomogeneities
typically observed at the extrusion line used in the validation lab trials.

T(r) = (−1 ⋅ 108 ⋅ r4 − 44430 ⋅ r2 + 31.615) ⋅ 1.5 + 473.15 ( 6.2 )

The variable r in Equation 6.2 corresponds to the radius within the flow channel, which can
be calculated through the Pythagorean theorem.

r = √y2 + z2 ( 6.3 )

The inlet concentration profile (Equation 6.4 and Figure 6.3 right) was a half profile similar
to the works by Singh et al. [MSA12, Sin08]. The profile was parameterised using a logistic
function to achieve a smoother transition between the two phases.

C(z) = 1
1 + exp (−2000 ⋅ z) ( 6.4 )

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Concentration [m-3]

220 225 235230 250245240

Temperature [°C]

z

y

z

y

r

10 mm

Figure 6.3: Thermal and material inlet inhomogeneity pattern during optimisation.
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The complete set of initial and boundary conditions for the state variables is listed in
Table 6.2.

State
variable

Inlet Wall Outlet Initial
field

u
flowRateInletVelocity

noSlip zeroGradient (0 0 0)
m
s7.5483 ⋅ 10‐6 m3/s

p zeroGradient zeroGradient
fixedValue

105
m2

s210‐5 m2/s2

T
codedFixedValue fixedValue

zeroGradient 493.15 K
see Equation 6.2 493.15 K

C
codedFixedValue

zeroGradient zeroGradient 0
1
m3see Equation 6.4

ua
fixedValue

noSlip
adjointOutletVelocity

(0 0 0)
m
s(‐1 0 0) m/s (0 0 0) m/s

pa zeroGradient zeroGradient
adjointOutletPressure

105
m2

s20 m2/s2

Ta
fixedValue fixedValue adjointOutletTemperature

0
m2

s2K‐1 m2/(s2K) 0 m2/(s2K) 0 m2/(s2K)

Ca
fixedValue fixedValue adjointOutletConcentration

0
m5

s2‐1 m5/s2 0 m5/s2 0 m5/s2

Table 6.2: Initial and boundary conditions.

For the optimisation for thermal and material mixing, Ttarget and Ctarget were set to 493.15 K
and 0.5 1/m3, respectively. The number of optimisation steps as well as the sensitivity
response step sizeswere determinedmanually, ensuring that nomore than 20%of the initial
geometry was removed.

For the evaluation of the static mixers’ performance characteristics after optimisation, all
state variable fields were recalculated using the original initial and boundary conditions and
the new optimised static mixer IB fields.

6.1.2 Optimisation Results

This section opens with a presentation of the new geometries and the changes resulting
from the optimisation algorithm, followed by a discussion of the effects on the performance
characteristics of the staticmixers. An in‐depth interpretation anddiscussion of the observed
results will follow in Section 6.4.
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The optimisation for minimal pressure drop reduced the steel volume of the static mixer
by 15% to 42,672 mm3. Figure 6.4 top depicts the changes to the static mixer made by the
algorithm, where the orange regions represent areas where material has been removed,
leaving only the reference geometry visible, while the blue regions representwherematerial
has been added, while the geometry remains unchanged in the grey area. A different way
to look at the performance of the algorithm is depicted in Figure 6.4 at the bottom, where
all blue surfaces show candidate areas for the removal of material, while red surfaces show
candidate areas for the addition of material, not considering manufacturability. A view from
a different perspectivewith a focus on the inlet of the staticmixer is available in Figure A.1 in
Appendix A.3. Both representations show that the optimisation for minimal pressure drop
resulted mainly in material removal except at the outside wall, where the manufacturing
constraints algorithm prevented many changes. The most material removal occured near
the centreline, where the highest flow velocities and, thus, the highest impact on the overall
pressure drop were observed. The only areas where material could be added were found
behind the final cross bars. These areas are typical spots for dead zones, where recirculation
vortexes increase the energy dissipation within the flow channel.

Remove 
material

Add
material

Reference

Optimised 

Figure 6.4: Changes to the static mixer geometry after optimisation for minimal pressure drop.
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Optimisation to maximise thermal mixing reduced the overall steel volume of the static
mixer by 7% to 46,811 mm3. The changes to the geometry of the static mixer are depicted
in Figure 6.5. A view from a different perspective with a focus on the inlet of the static
mixer is available in Figure A.2 in Appendix A.3. The changes were less uniform compared
to the optimisation for minimal pressure drop. Near the inlet, more material was removed
in the outer parts closer to the cylinder wall and the up‐ and downstream‐facing flanks of
the mixing bars, while the out‐ and inward‐facing flanks mainly remained untouched. In
addition, material was added at some of the downstream‐facing flanks of the mixing bars.

Remove 
material

Add
material

Reference

Optimised 

Figure 6.5: Changes to the static mixer geometry after optimisation for maximal thermal mixing.
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Optimisation to maximise material mixing reduced the overall steel volume of the static
mixer by 19% to 40,688 mm3. The observed changes to the geometry of the static mixer
(Figure 6.6) were themost asymmetric out of the three optimisation objectives. A view from
a different perspectivewith a focus on the inlet of the staticmixer is available in Figure A.3 in
Appendix A.3. The algorithm removed material from the mixing bars near the cylinder wall
as well as near the centreline. However, at the inlet of the mixer, material was removed on
one side and added on the other, corresponding to the material inhomogeneity at the inlet
of the domain. On the side where the initial concentration was high, material was added,
and the static mixer was also extended near the cylinder wall. In contrast, on the side where
the initial concentration was low, material was removed to the extent that the upstream‐
facing flank of the first mixing bar was almost completely removed, leaving only the scaffold
structure. This asymmetry in the changes to the geometry reduced towards the back of the
static mixer, where the concentration difference was less severe.

Remove 
material

Add
material

Reference

Optimised 

Figure 6.6: Changes to the static mixer geometry after optimisation for maximal material mixing.

In the following, the static mixer before optimisation will be referred to as Geometry ”M”,
while the static mixers optimised for minimal pressure drop, maximal thermal mixing
and maximal material mixing will be referred to as Geometry ”P”, Geometry ”T” and
Geometry ”C”, respectively.
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The performance of each of the geometries was quantified by evaluating the pressure drop
as well as the local thermal and material inhomogeneity at cut planes positioned 5 mm
before and after the mixer.

Table 6.3 lists the steel volume of each static mixer, the pressure drop and the thermal and
material mixing performance for all four geometries.

V [mm3] Δp [bar] ethermal [‐] ematerial [‐]

Geometry ”M” 50,103 33.58 0.78 0.67
Geometry ”P” 42,672 (‐15%) 27.45 (‐18%) 0.79 (+1%) 0.70 (+5%)
Geometry ”T” 46,811 (‐7%) 31.56 (‐6%) 0.81 (+3%) 0.69 (+3%)
Geometry ”C” 40,688 (‐19%) 28.95 (‐14%) 0.81 (+3%) 0.72 (+8%)

Table 6.3: Steel volume, pressure drop, thermal and material mixing performance for the static
mixers before and after optimisation, where the best performance is highlighted in
green.

Overall, material removal dominated for all optimisation objectives, resulting in a reduced
steel volume for all optimised staticmixers. During optimisation for thermalmixing, the ratio
of material addition and material removal was more balanced, resulting in a smaller change
in the overall steel volume for geometry ”T” compared to geometries ”P” and ”C”.

The initial geometry resulted in a pressure drop of Δp = 33.58 bar. Optimisation for minimal
pressure drop reduced the flow resistance of the static mixer, reducing the pressure drop by
18% to 27.45 bar. A similar effect was observed with the other two optimisation objectives:
Optimisation to maximise thermal mixing reduced the pressure drop by 6% to 31.56 bar,
while the optimisation to maximise material mixing reduced the pressure drop by 14% to
28.95 bar.

Figure 6.7 depicts the flow patterns in the static mixer geometries in two different ways:
on the left side, the areas which have a melt temperature above 235 °C are shown in blue,
while the right depicts areas with a passive scalar concentration above 0.95 in green. In both
cases, the goal is to minimise the amount of plastic melt with these properties reaching the
outlet. The most prominent changes are highlighted in the figure using the labels (1) ‐ (5).
Themixing bars in geometry ”P” aremuch thinner than in geometry ”M”, especially near the
centreline of the flow channel. The thinnermixing bars reduce the cooling capacity, andmelt
pools with high temperatures can pass through themixer undisrupted (1). However, thinner
mixing bars towards the centreline of the flow channel promote transverse flows near the
centreline, where the highest concentration gradient is found. As a result, geometry ”P”
spreads melt pools with high concentration early (2), resulting in a 5% increase in material
mixing. The changes in geometry ”T” increase early transverse flows,which help to distribute
the hot core (3), promoting increased heat exchange in the melt. As a result, the hot melt
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Geometry “M” – before optimisation

Geometry “P” – optimised for minimal pressure drop

1
2

Geometry “T” – optimised for maximal thermal mixing
43

Geometry “C” – optimised for maximal material mixing

1
53

Direction of build/extrusion

Melt temperature above 235 °C Passive scalar concentration above 0.95

Figure 6.7: Flow patterns through the static mixer geometries before and after optimisation for
plastic melt with high temperature (left) and high passive scalar concentration (right).

pools cool faster. While this configuration benefits purely radial distributive mixing, it is not
as ideal for the half profile material inhomogeneity pattern. As a result, multiple melt pools
with high concentration survive until the outlet (4) compared to the single melt pools in
geometry ”M”, which also benefits material mixing overall. The changes in geometry ”C”
increase early transverse flows to maximise material exchange between the depicted upper
and lower half of the flow channel while also widening the flow channels between the
mixing bars overall. As a result, geometry ”C” combines the early transverse flows (3) of
geometry ”T”with the reducedmelt cooling of geometry ”P” (1), leading to overall improved
thermal mixing. The full potential of these changes is apparent when observing melt pools
with high concentrations. These are broken up early (5), improving material mixing by 8%.



66 6 Application to Static Mixers

The resulting temperature distributions at the outlet for all four mixer geometries are
depicted in Figure 6.8, with the most prominent changes being highlighted with the labels
(1) ‐ (3). Since the thermal mixing number ethermal also takes the local flow velocity into
account, the velocity distributions are visualised in Figure A.4 in Appendix A.3.

220 222.5 227.5225 235232.5230

Temperature   [°C]

Geometry “M”
before optimisation

Geometry “C”
optimised for maximal material mixing

Geometry “T”
optimised for maximal thermal mixing

Geometry “P”
optimised for minimal pressure drop

10 mm

1

3

2

Figure 6.8: Comparison of temperature distribution at the outlet of the mixer for the different
objective functions.

Geometry ”M” (Figure 6.8 top left) achieved a thermal homogenisation of ethermal = 0.78.
While the optimisation for minimal pressure drop improved thermal mixing by 1% to 0.79,
the melt exited the mixer at a higher temperature (1) (Figure 6.8 top right). Optimisation
for thermal mixing improved the thermal homogenisation by 3% to 0.81, avoiding the hot
spots (1) observed with the optimisation for minimal pressure drop while reducing the
cold spots observed with the initial geometry (2) (Figure 6.8 bottom left). Optimisation for
material mixing also improved the thermal homogenisation by 3% to 0.81, reducing the size
of local cold spots (3) (Figure 6.8 bottom right).
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The concentration distributions achieved by the four mixer geometries are depicted in
Figure 6.9, with the most prominent changes being highlighted with the labels (1) ‐ (3).
Since the material mixing number ematerial also takes the local flow velocity into account,
the velocity distributions are visualised in Figure A.4 in Appendix A.3.
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Figure 6.9: Comparison of material distribution at the outlet of the mixer for the different
objective functions.

Geometry ”M” (concentration profile in Figure 6.9 top left) achieved a material homogeni‐
sation of ematerial = 0.67. Optimisation for minimal pressure drop reduced the size of the
areas (1) where the concentration deviated from the average value (Figure 6.9 top right),
improving material mixing by 5% to 0.70. A different pattern emerged during optimisation
for thermalmixing, where the size of these inhomogeneous areas stayed the same, but their
deviation from the average concentration reduced (2) (Figure 6.9 bottom left), resulting in an
improvement of material mixing by 3% to 0.69. Optimisation for material mixing improved
material mixing by 8% to 0.72 by combining both approaches (3) (Figure 6.9 bottom right).
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6.2 Simulative Investigation of the Operating Point Dependency of the Algorithm

The investigation of the Operating Point (OP) dependency was conducted by varying the
throughput, extruded material, thermal and material inlet inhomogeneity and evaluating
the performance of the static mixer geometries ”M”, ”P”, ”T” and ”C” at these new OPs.
Similar investigations with different OPs and an older version of the algorithm were already
published in [SH24b], where additional investigations into static mixers that were optimised
for different OPs can be found.

6.2.1 Operating Points

Table 6.4 depicts the investigated operating points.

Polymer
Throughput

Temperature Concentration
material profile profile

OP in optimisation PE‐HD 20 kg/h Core Half
Variation of throughput PE‐HD 40 kg/h Core Half
Variation of material PS 20 kg/h Core Half
Variation of thermal
inhomogeneity

PE‐HD 20 kg/h Ring Half

Variation of material
inhomogeneity

PE‐HD 20 kg/h Core Ring

Table 6.4: Trial plan for the investigation of the operating point dependency.

The influence of the throughput was investigated by evaluating the static mixers’
performance at a throughput of 40 kg/h, which is double the amount during optimisation,
thus doubling the Graetz number.

The plastic melt was replaced with a Polystyrene (PS) (PS158K, Ineos Styrolution GmbH,
Frankfurt/Main, DE) for the investigation of the material dependence. Its material data are
listed in Table 6.5. PS has a lower zero‐viscosity ACarreau and higher shear‐thinning properties
(higher CCarreau) than PE‐HD. These characteristics are associated with a lower pressure drop
and improved mixing quality [LHW06]. In addition, it has a lower thermal diffusivity DT.

The influence of the thermal inhomogeneity on the algorithm’s performance was
investigated by evaluating the static mixers’ performance for a ring type inhomogeneity
(Equation 6.5 and Figure 6.10 left), which is representative of excessive viscous dissipation
within long melt pipes [Cat13].

T(r) = (−9 ⋅ 107 ⋅ r4 + 10116 ⋅ r3 + 37414 ⋅ r2 − 42.33 ⋅ r) ⋅ 8 + 493.15 ( 6.5 )

The change in the inlet thermal inhomogeneity has two consequences. On the one hand,
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Parameter Unit Value

Carreau parameter ACarreau m2/s 4.58
Carreau parameter BCarreau s 0.1812
Carreau parameter CCarreau ‐ 0.7146
Standard temperature Ts K 395.63
Reference temperature Tm K 503.15
Specific heat capacity cp J/(kg ⋅ K) 2300
Thermal diffusivity DT m2/s 7.1999 ⋅ 10‐8
Melt density ρ kg/m3 936
Diffusion coefficient DC m2/s 1 ⋅ 10‐12

Table 6.5: Material model parameters for PS.

the different temperature profile changes the performance of the cost function for thermal
mixing. On the other hand, a ring temperature profile also changes the viscosity distribution
in the melt flow, which affects the velocity distribution in the flow channel and, therefore,
has the potential to affect the pressure drop and material mixing.

Finally, the influence of the inletmaterial inhomogeneitywas investigated using a ring profile
inhomogeneity for the inlet concentration (Equation 6.6 and Figure 6.10 right), which is a
common material inhomogeneity resulting from a lower concentration of additives in the
centre of the melt pool which forms during single‐screw plastication [SH03].

C(r) = (9 ⋅ 107 ⋅ r4 − 10116 ⋅ r3 − 37414 ⋅ r2 + 42.33 ⋅ r) ⋅ 0.2 + 0.95 ( 6.6 )
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Figure 6.10: Thermal and material inlet inhomogeneity pattern for OP dependency investigation.
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6.2.2 Results

Table 6.6 depicts all results of the OP dependency investigation; the first block shows the
performance characteristics at the original operating point for reference.

The second block in Table 6.6 depicts the performance characteristics for higher throughput
than the mixers were subject to during optimisation. All objective functions still led to a
similar, if slightly lower, reduction in pressure drop. Thermal mixing ethermal now increased
by 4% with geometry ”T”, which was optimised for thermal mixing, but still by 3% with
geometry ”C”, which was optimised for material mixing, and by 1% with geometry ”P”,
which was optimised for its pressure drop. This change might imply that geometry ”T” is
even more beneficial regarding thermal mixing at higher throughputs, where more shear
heating is present, outweighing the reduced residence timewithin the static mixer. Material
mixing ematerial was unaffected by changes in throughput, independent of the optimisation
objective.

The third block in Table 6.6 depicts the performance characteristics when the flow through
the static mixers was simulated for a different material than initially optimised for, in this
case, a low‐viscosity PS with more shear‐thinning properties. While the absolute values for
the pressure drops associatedwith each of the geometrieswere a lot lowerwith PS thanwith
PE‐HD, the reduction in pressure drop causedby the optimisationperformedwith PE‐HDwas
in the same order of magnitude for all optimisation objectives. Geometry ”P” had the same
thermal mixing performance as geometry ”M” before optimisation, while geometries ”T”
and ”C” still improved thermal mixing by 3%. Both observations were consistent with the
general effects of more shear‐thinning polymers described by Liu et al. in [LHW06]. Material
mixing was unaffected by changes in throughput and independent of the optimisation
objective.
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Performance at original operating point

V [mm3] Δp [bar] ethermal [‐] ematerial [‐]

Geometry ”M” 50,103 33.58 0.78 0.67
Geometry ”P” 42,672 (‐15%) 27.45 (‐18%) 0.79 (+1%) 0.70 (+5%)
Geometry ”T” 46,811 (‐7%) 31.56 (‐6%) 0.81 (+3%) 0.69 (+3%)
Geometry ”C” 40,688 (‐19%) 28.95 (‐14%) 0.81 (+3%) 0.72 (+8%)

Performance at higher throughput (40 kg/h) than mixers were optimised for

V [mm3] Δp [bar] ethermal [‐] ematerial [‐]

Geometry ”M” 50,103 51.87 0.78 0.67
Geometry ”P” 42,672 (‐15%) 43.25 (‐17%) 0.79 (+1%) 0.70 (+4%)
Geometry ”T” 46,811 (‐7%) 49.06 (‐5%) 0.81 (+4%) 0.69 (+3%)
Geometry ”C” 40,688 (‐19%) 45.50 (‐12%) 0.80 (+3%) 0.72 (+7%)

Performance for different material (PS) than mixers were optimised for

V [mm3] Δp [bar] ethermal [‐] ematerial [‐]

Geometry ”M” 50,103 18.28 0.77 0.67
Geometry ”P” 42,672 (‐15%) 15.08 (‐17%) 0.77 (±0%) 0.70 (+5%)
Geometry ”T” 46,811 (‐7%) 17.24 (‐6%) 0.79 (+3%) 0.69 (+3%)
Geometry ”C” 40,688 (‐19%) 15.84 (‐13%) 0.79 (+3%) 0.72 (+9%)

Performance for other thermal inhomogeneity (ring) than mixers were optimised for

V [mm3] Δp [bar] ethermal [‐] ematerial [‐]

Geometry ”M” 50,103 33.00 0.76 0.68
Geometry ”P” 42,672 (‐15%) 26.94 (‐18%) 0.75 (‐1%) 0.71 (+4%)
Geometry ”T” 46,811 (‐7%) 30.99 (‐6%) 0.77 (+1%) 0.70 (+3%)
Geometry ”C” 40,688 (‐19%) 28.41 (‐14%) 0.76 (‐1%) 0.73 (+8%)

Performance for other material inhomogeneity (ring) than mixers were optimised for

V [mm3] Δp [bar] ethermal [‐] ematerial [‐]

Geometry ”M” 50,103 33.54 0.78 0.76
Geometry ”P” 42,672 (‐15%) 27.40 (‐18%) 0.79 (+1%) 0.77 (+2%)
Geometry ”T” 46,811 (‐7%) 31.51 (‐6%) 0.81 (+3%) 0.73 (‐3%)
Geometry ”C” 40,688 (‐19%) 28.91 (‐14%) 0.81 (+3%) 0.77 (+1%)

Table 6.6: Overview over off‐design performances of reference and optimised static mixers, where
the best performance is highlighted in green, and all declines are highlighted in orange.
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The fourth block in Table 6.6 depicts the performance characteristics for a different thermal
inhomogeneity than the mixers were subject to during optimisation. The pressure drop
results were similar to those for the original OP in all geometries independent of the
objective function. Geometry ”M”’s thermal mixing capability was slightly lower for the
ring profile inhomogeneity than for the core profile inhomogeneity (0.76 vs. 0.78). Thermal
mixing was reduced by 1% in geometries ”P” and ”C”, which were optimised for minimal
pressure drop and maximal material mixing, respectively. This is the first instance where
an optimised geometry causes a decline in the performance characteristics compared to
the static mixer before optimisation. The flow patterns depicted in Figure 6.11 suggest that
this is partly due to the reduced cooling in these static mixers. While geometry ”T”, which
was optimised for a core profile thermal inhomogeneity, still improved thermal mixing by
1% to 0.77, this improvement is lower than at the original OP. For the ring profile, the flow
patterns for geometry ”M” and geometry ”T” (Figure 6.11) are very similar. This suggests that
the thermal inlet inhomogeneity must be considered if the goal is to optimise a static mixer
for a specific machine setup. The material mixing performances of the different geometries
were very similar to the results from the initial OP.While the absolute values of ematerial were
slightly higher, the differences between the geometries were not affected by the different
thermal inhomogeneity pattern.

Geometry “M”
before optimisation

Geometry “P”
optimised for minimal pressure drop

Geometry “C”
optimised for maximal material mixing

Direction of build/extrusion Melt temperature above 235 °C

Geometry “T”
optimised for maximal thermal mixing

Figure 6.11: Flow patterns in static mixers for a ring thermal inhomogeneity.
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The last block in Table 6.6 depicts the performance characteristics for a different material
inhomogeneity than the mixers were subject to during optimisation. Pressure drop
improvement was largely unaffected by the material inhomogeneity, independent of the
objective function. Geometry ”P” still improved thermal mixing by 1%, while geometries ”T”
and ”C” still improved the thermal homogenisation by 3%. This confirms the assumption
that the material inhomogeneity pattern acts as a passive scalar without affecting the
flow or thermal regime. Geometry ”T”, which was optimised for a core profile thermal
inhomogeneity, reduced material mixing for a ring profile material inhomogeneity by 3%.
The best material mixing was observedwith geometry ”P”, which was optimised forminimal
pressure drop. However, at 2%, this improvement was considerably worse than for the
initial OP. Geometry ”C”, which was optimised for the half profile material inhomogeneity,
improved material mixing by 1%. The flow patterns in Figure 6.12, which show areas with
a passive scalar concentration below 0.4, support these quantitative observations. While
geometries ”P” and ”C” reduce melt pools with low concentration within the length of the
static mixer, these inhomogeneous melt pools persist in the static mixer geometries ”M”
and ”T”. In addition, geometry ”T” concentrates melt pools with low concentration near the
centreline of the flow channel, thus reducing the overall material mixing performance.

Geometry “M”
before optimisation

Geometry “P”
optimised for minimal pressure drop

Geometry “C”
optimised for maximal material mixing

Direction of build/extrusion Passive scalar concentration below 0.4

Geometry “T”
optimised for maximal thermal mixing

Figure 6.12: Flow patterns in static mixers for a ring material inhomogeneity.
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6.3 Manufacturing and Practical Evaluation

The static mixer geometries before and after optimisation were manufactured to validate
the simulation results. All geometries fulfilled the criteria for additive manufacturability.
However, static mixer geometry ”C” was optimised for an inlet material inhomogeneity
that could not be replicated in lab trials; therefore, it was omitted from manufacturing and
practical evaluation.

The remaining geometries ”M”, ”P”, and ”T” were extracted from their IB representation in
Paraview (Kitware, Inc., Clifton Park, NY, USA) and exported as STL files. Subsequently, they
were post‐processed in Meshmixer (Autodesk Inc., San Rafael, CA, USA), where the STL files
were checked for errors and standardised in their resolution. Subsequently, the static mixer
geometries were merged with an outer cylinder with a wall thickness of 1 mm, which was
designed with notches to position the static mixer within the hollow cylinder that connects
to the extruder (Figure 6.13). As a result, the static mixer could be reproducibly positioned
in the centre of the melt flow channel.

40 mm 40 mm

Figure 6.13: Additively manufactured static mixers (left) for validation trials, during which they
were mounted in a hollow cylinder (right).

The static mixer geometries were additively manufactured through LPBF on an EOS M 290
machine (EOS GmbH, Krailling/Munich, DE) from tooling steel 1.2709 [NN20] with a layer
thickness of 50 μm. After printing, the surfaces were bead‐blasted during post‐processing.
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6.3.1 Lab Trial Setup

The setup for the validation trials was already published in [HSRF20, SSH22], the description
here will focus on the most relevant aspects. Validation trials were performed using a
60 mm single‐screw extruder (Oerlikon Barmag GmbH & Co. KG, Remscheid, DE). The
extruded material was PE‐HD type Hostalen GD 9550 F, the same material used during
optimisation. Two different throughputs were investigated. A throughput of 20 kg/h was
achieved by setting the extruder speed to 30 rpm, while the rotational speed of the extruder
was set to 61 rpm for the high throughput of 40 kg/h. The material was processed at
a nominal melt temperature of 220 °C, and the temperatures in the barrel zones were
set up as a rising temperature profile (180 °C, 200 °C, 220 °C). The setup’s other melt
conveying parts had a nominal temperature of 220 °C controlled by heating bands. For
the high throughput, this results in the inlet temperature profile used during optimisation.
Both upstream and downstream of the static mixer, a pressure sensor and an immersed
temperature sensor were positioned to measure both the static mixer’s pressure drop and
the radial temperature profiles before and after the mixer (Figure 6.14). The immersed
temperature sensor measured the radial melt temperature at r = 0 mm, 7 mm and 14 mm,
with r = 20 mm being the temperature at the barrel wall. Ten measurements were taken
at each operating point, with a 5‐minute difference between them. This minimises the
influence of transient effects often associated with the extrusion process, which typically
occur with either a higher or a lower frequency than five minutes [Sch23b]. For evaluation,
the average value and the standard deviation of the ten measurements were taken.

Extruder

Static mixer

Position sensors
before mixer

Position sensors
after mixer100 mm

Die

Figure 6.14: Extrusion line setup for practical evaluation.
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6.3.2 Lab Trial Results

The complete data set from the validation trials is listed in Appendix A.4.

Figure 6.15 depicts the pressure drop for each geometry, both in the simulations (left) and
in the lab trials (right). The difference between the simulated and measured pressure drop
was around 29%, 38% and 32% for the geometry before optimisation ”M”, optimised for
minimal pressure drop ”P”, and optimised for thermal mixing ”T”, respectively, independent
of throughput. However, these results appear to contain a systematic error, where the
absolute pressure drop values differ, while the differences between the geometries are
comparable. In all cases, the improvement in pressure drop predicted by the simulation was
eithermatched or underestimated. In the simulations, the optimisation forminimal pressure
drop improved the pressure drop by 17‐18%, depending on the throughput. In contrast, the
pressure drop improvement in the lab trials was measured at 29% for the low throughput
and 22% for the high throughput. A similar pattern emerged for the geometry ”T” that was
optimised for thermal mixing, where the predicted pressure drop improvement was 5‐6%,
while the measured pressure drop improvement was 9‐11%.

0

10

20

30

40

50

60

Geometry "M" Geometry "P" Geometry "T"

P
re

ss
u

re
d

ro
p

[b
ar

]

Simulation, 20 kg/h Simulation, 40 kg/h

0

10

20

30

40

Geometry "M" Geometry "P" Geometry "T"

P
re

ss
u

re
d

ro
p

[b
ar

]

Lab trials, 20 kg/h Lab trials, 40 kg/h

Figure 6.15: Comparison of pressure drop results obtained from simulations (left) and lab trials
(right) for all investigated operating points.

Figure 6.16 depicts the temperature profiles from the lab trials and the corresponding
temperature probes taken at the inlet and outlet in the simulations. At the high throughput,
the static mixers resulted in cooling of the melt by 2‐3 °C near the centreline (r = 0 mm)
and by 6‐7 °C at r = 14 mm. However, there was no significant difference between
geometries ”M”, ”P” and ”T”. At the low throughput, no significant differences were found in
the lab trial data between the three static mixer geometries. The simulations systematically
overestimated the cooling of the melt within the mixer. The observed differences will be
discussed in more detail in Section 6.4.
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Figure 6.16: Temperature profiles from simulations and lab trials for all investigated operating
points, where a radius of 0 mm refers to the centreline of the flow channel. Note that
the error bars on the lab trial data refer to the uncertainties in the temperature
sensors since they outweigh the standard deviations in the recorded data.
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6.4 Discussion

This section first discusses the performance of the newoptimisation algorithm, followedby a
discussion of the results concerning the first three research hypotheses stated in Section 2.4.

The algorithm’s run‐time depends, of course, on the utilised hardware. As a result, a
comparison to genetic algorithms, the most common alternative optimisation algorithm,
is only possible in abstract terms. Each solver call/design point evaluation is in the order
of magnitude of a few hours, depending on the solver and hardware. Genetic algorithms
evaluate hundreds of design points in a process that is only partially parallelisable, thus
resulting in hundreds of solver calls [Hee15, JSVS22]. In contrast, the presented adjoint
optimisation algorithm requires at most the equivalent of five solver calls, where two
account for the computation of the initial primal and adjoint CFD solution, two account for
the solution of the primal and adjoint fields during optimisation and the remaining solver
call accounts for the computation of a ”clean” CFD solution for the optimised geometry. In
some cases, depending on the geometry, operating point and optimisation objective, the
first two solver calls might not be required, reducing the number of solver calls to three.

Most genetic algorithms benefit from a reduced run‐time through parallelisation, e.g.,
with MPI. The algorithm checking the AM constraints during optimisation requires detailed
information regarding the mesh connectivity and current IB assignment of the surrounding
cells. However, this information is lost during parallelisation with MPI. As a result, during
optimisation, which accounts for two of those five solver calls, the algorithm cannot be
parallelised at this point, increasing the overall run‐time. For successful parallelisation, the
implementation would require preserving information regarding the location and current
IB assignment of all second‐degree neighbour cells across processor boundaries, which is
possible to implement but out of scope for this thesis. The solver calls that are only used for
the computation of the initial primal and adjoint CFD solutions before or after optimisation
are not affected by this and can be parallelised with MPI. The resulting speed‐up factor
varies based on the number of processes. However, even without parallelisation during
optimisation, the adjoint optimisation algorithm would beat a genetic algorithm that
benefits from parallelisation since parallelised genetic algorithms would need to cut down
the computing time of hundreds of solver calls below the computing time of these two serial
solver calls.

The optimisation algorithm does not require user interaction during run‐time. However,
the correct settings of the case and optimisation algorithm require some experience to dial
in efficiently. The sensitivity response step sizes λu, λT and λC control the aggressiveness,
i.e., the rate of change per iteration step in the optimisation and, therefore, need to
be chosen carefully. While they need to fit their respective sensitivities, they must also
balance the individual state variable sensitivities since their ratio can influence the overall
optimisation result. The algorithm is highly sensitive to the primal and adjoint state variable
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fields’ boundary conditions. In addition, the target values for the optimisation of thermal
or material mixing must be chosen carefully. In most cases, the average field value at the
outlet is a good starting point. However, the target temperature for thermal mixing can
also be set to the minimum temperature at the outlet to encourage cooling alongside
mixing, although it should not be set lower than that. The final challenge in handling the
optimisation algorithm concerns the termination criterion. Since the optimisation algorithm
does not converge in the conventional sense, the endpoint must be determined manually.
In practice, this end can be identified through additional constraints that are not embedded
in the algorithm, such as the mechanical stability of the optimised structure.

The first over‐arching research hypothesis was

The design flexibility of additive manufacturing enables novel structures for polymer
melt flow channels. At the same time, additional constraints in the adjoint topology
optimisation algorithm ensure the manufacturability of the optimised geometries.

During optimisation, the algorithm created new structures with varying degrees of novelty.
While the static mixer optimised for minimal pressure drop displays design features that
could have been realised manually in a CAD software, the static mixers that were optimised
formixing capability have design features that are harder to represent in a CAD software and
are unlikely to have been the result ofmanual optimisation. However, while these structures
exploit the design flexibility of AM, they are probably also manufacturable by casting.
The full extent of this design flexibility has been demonstrated (using an earlier version
of the algorithm) in a previous publication in [SSH22], where the static mixers featured
integrated oil channels. The geometric constraints included in the optimisation algorithm
were not explicitly enforced as optimisation criteria but implicitly enforced by checking them
whenever a cell’s assignment was changed, potentially risking decisions by the algorithm
that were only sensible on a local level. Yet, the algorithm still created geometries which
required minimal manual post‐processing before manufacturing.

The limitations of the DOF, mainly from the scaffold structure, also result in some
weaknesses of this implementation for the geometric constraints. Previous investigations
have shown that it can be beneficial to vary the overall length of the static mixer [HSB+20,
Sin08]. However, the scaffold structure prohibits the variation of the overall mixer length
in the current model. In addition, the scaffold structure limits the DOF in general since
it enforces a certain base symmetry, number and location of mixing bars, preventing
completely novel structures [PHL+24]. Despite these weaknesses, the algorithm could still
optimise the geometry for its objective. Therefore, these current weaknesses only highlight
the potential for further improvements in the algorithm. Consequently, the investigations
regarding the additive manufacturability of the geometries obtained from the optimisation
algorithm confirm the first research hypothesis.
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The current implementation of the manufacturing constraints within the optimisation
algorithm limits its versatility. However, implementations of geometric constraints for
other manufacturing methods, such as milling, turning, or casting, are available in
literature [VLL+16, WHXR23]. Due to the absence of a structural mechanics solver for
the static mixer itself, the current implementation relies on the scaffold structure, user
experience, and manual calculation after optimisation to ensure the mechanical stability
of the optimised geometries.

The first research hypothesis specific to the optimisation of additively manufacturable static
mixers was

Adjoint topology optimisation algorithms successfully optimise the flow channel
geometry of static mixers for different optimisation objectives, where the different

optimisation objectives are either to
(1) minimise pressure drop,

(2) maximise thermal mixing in addition to pressure drop reduction or
(3) maximise material mixing in addition to pressure drop reduction.

Each objective function led to different changes in the geometry of the staticmixer, resulting
in different effects on the pressure drop as well as the thermal and material distributive
mixing. In general, a relationship exists between flow resistance and pressure drop in a pipe
established by the Hagen‐Poisseuille law of hydrodynamics [HM16]:

Δp = 8 ⋅ L ⋅ η (γ̇)
π ⋅ R4 ⋅ V̇, ( 6.7 )

where L and R denote the flow channel’s length and the radius, respectively. Removing
material from the static mixer geometry reduces the shear rate γ̇, which increases the
viscosity η. However, it also increases the radius R of the flow channel, which decreases
the pressure drop by the fourth power. As a result, removing material from the static mixer
geometry is generally expected to reduce the overall pressure drop.While thatwas observed
for the most part, there was one notable exception: While the optimisation for material
mixing removed the most material from the mixer, it did so in places with relatively little
influence on the overall flow resistance and, thus, on the overall pressure drop. This resulted
in the lowest pressure drop being observed with the optimisation for minimal pressure
drop, while the static mixer optimised for material mixing had a reduced, but not minimal,
pressure drop.

During optimisation for minimal pressure drop, most changes to the geometry occurred
closer to the centreline of the flow channel, where the velocities and, therefore, contributors
to the flow resistance are highest. In contrast, the changes during optimisation for thermal
mixing were primarily in areas with cold spots near the cylinder wall, maximising convective
transport there. Similarly, the changes that resulted from optimisation for material mixing
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maximised transverse flows in areas with high concentration gradients. Ultimately, all
objective functions reduced the thickness of the mixing bars. This seems counter‐intuitive
sincematerial mixing is traditionally associated with increasing the shear forces on themelt.
However, the results in this thesis have shown that there are different ways to combat
material inhomogeneities, provided the static mixer is optimised for the specific material
inhomogeneity in question.

However, reducing the volume of the static mixer by up to 19% bears the risk of inhibiting
the mechanical stability of the optimised static mixers. Conventionally, all melt conveying
parts of extrusion lines, including mixers, are over‐designed, incorporating high safety
factors to account for pressure spikes during startup or sudden obstruction of the flow
channel [HM16]. A simple structural analysis was performed using an approach similar to
Hopmann et al. in [HGL+18]. Neglecting gravitational forces, the pressure forces Fp (in both
radial and axial direction) and viscous forces FZ were calculated on a single mixing bar using
the pressures and wall shear stresses obtained with the higher throughput of 40 kg/h in
the simulations. Since the mixing bars also support each other in a real scenario and the
pressures were overestimated by roughly 30% in the simulations, this results in a reasonably
conservative estimate. Before optimisation, the estimatedmaximal projection area for a 45°
angle attack of a mixing bar with a square cross section, a thickness of 5 mm and a mixing
bar length of 40 mm can be calculated as 282.8 mm2 [HGL+18]. With a calculated pressure
drop of 52 bar and a maximum wall shear stress of 0.196 MPa, the total force Ftotal on a
single mixing bar is around 118 N. Assuming a central point of attack (Figure 6.17 left),
the von Mises stress in the connection of the mixing bar and barrel is around 133 MPa.
In the simulations, the static mixer that was optimised for minimal pressure drop had a
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Figure 6.17: Left: Calculation of the maximal von Mises stress on a single mixing bar, right:
structural analysis of the static mixer geometries regarding their fatigue strength.
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pressure drop of 45 bar and a maximum wall shear stress of 0.125 MPa. The mixing bar
thickness ranged from roughly 3 mm to 4 mm for this optimised geometry. Assuming a
4 mm mixing bar thickness, this results in a total force of 80 N and a von Mises stress of
130 MPa, while a 3 mm mixing bar thickness leads to a total force of 60 N and a von Mises
stress of 173 MPa. The static mixer optimised for thermal mixing lies somewhere between
those two geometries and pressure drops and was, therefore, not calculated explicitly.
The fatigue strength of additively manufactured and heat‐treated tooling steel 1.2709 is
732 MPa [NN20]. This value has been reported to decrease by 13% at 400 °C [DHD+19],
giving an estimate for the lower limit (Figure 6.17 right). Therefore, the optimised static
mixer geometry can be assumed to hold up during the expected operational loads. However,
a more detailed analysis should be performed for operating points outside the investigated
scope.

A reduction in flow resistance tends to result in reduced shear heating. Since all optimisation
objectives reduced the flow resistance in some capacity, this can explainwhy all optimisation
objectives improved thermal homogenisation to some degree. However, the thinner mixing
bars of geometry ”P” reduced the heat exchange between the colder cylinder wall of the
mixer and the melt, resulting in overall higher melt temperatures. The improvement in
thermalmixing capability was very low at 3‐4%, depending on the operating point. However,
the initial mixing performance before optimisation was already quite good. This might imply
that the initial geometry has already maximised its mixing capability for this type of thermal
inlet inhomogeneity and that further improvement of the geometry is only possible for
more severe or different types of inlet inhomogeneities [Imh04, Sch23a]. In contrast, the
improvement in material homogenisation was much higher at 8%, although this was also
the performance indicator where the highest operating point dependence was observed.

During the practical evaluation in lab trials, the measured pressure drop was around 29%
to 38% lower than in the simulations. However, while the absolute pressure drop data did
not match, the (relative) changes between the geometries confirmed the results obtained
in the simulations. The differences in the data obtained from the immersed temperature
sensors for the different staticmixer geometries were within the sensor accuracy range and,
thus, not significant. However, this is consistent with the findings in the simulations, where
the temperature differences were also minimal. In previous investigations, the optimised
static mixers had a more considerable impact on the thermal regime of the melt [SSH22].
This was not replicated in the lab trials detailed in Section 6.3. However, the investigations
in [SSH22] were performed at a higher throughput of 80 kg/h, where the Graetz number
implies dominant lengthwise convection and the melt temperature only depends on shear
heating through pressure drop. Therefore, the differing impact on the thermal regimewithin
the static mixers in [SSH22] does not contradict the findings in this thesis. Furthermore, it
cannot be ruled out at this point that the temperature data were influenced by themelt film
between the static mixer and hollow cylinder in the lab trial setup. This might also explain
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the differences in the temperature curves between the simulation and lab trials since the
simulations assumed ideal heat transfer between the cylinder wall and the plastic melt.
This would require further experimental investigations, e.g., through static mixers that were
printed in one piece for direct installation at the extrusion line, similar to the setup used
in [SSH22].

The optimised static mixer geometries obtained by the adjoint topology optimisation
algorithm fulfil their respective optimisation objectives to at least some degree, confirming
the first use case specific research hypothesis.

The second research hypothesis specific to the optimisation of additively manufacturable
static mixers was

The adjoint topology optimisation algorithm is only operating point dependent for
operating points with different thermal or material inhomogeneities and optimisation

objectives regarding the thermal or material mixing.

All optimised geometries performed similarly concerning the pressure drop, thermal and
material mixing independent of the throughput, confirming the research hypothesis and
previous findings by Zalc et al. and Li et al. [LFC96, ZSMJ02]. Similarly, the optimised
geometries still improved pressure drop and thermal and material mixing, no matter if the
polymer material used during optimisation or different, confirming previous findings by Liu
et al. [LHW06]. In contrast, the thermal or material inhomogeneity at the inlet significantly
impacted the optimisation algorithm’s performancewhenoptimising for thermal ormaterial
mixing. In some cases, a wrong choice for an inlet inhomogeneity worsened the algorithm’s
performance. This suggests that the inlet inhomogeneity pattern is the only aspect of the
operating point that should be chosen carefully for optimisation. However, the overall
lowest operating point dependency was observed with the optimisation for minimal
pressure drop. Geometry ”P” consistently had the lowest pressure drop and improved
material mixing with little impact on thermal mixing compared to geometry ”M” before
optimisation. The underlying X‐mixer geometry that formed the basis for geometry ”M”
is mainly known for its good mixing performance, with its biggest drawback being the
high pressure drop. Therefore, the optimisation objective to minimise pressure drop is the
safest and recommended option if the inlet inhomogeneity is unknown since it improves
the mixer’s drawbacks without compromising its strengths. However, that does not mean
that this is the only viable option for OP specific static mixer optimisation. Consequently,
the investigations regarding the operating point dependency of the optimisation algorithm
confirm the second use case specific research hypothesis.

In conclusion, the newly developed adjoint TO algorithm for additively manufacturable flow
channels worked as intended for the chosen narrow use case. Based on these results, the
next section will demonstrate it on a second use case that is less defined in its DOF.



84 7 Application to Profile Extrusion Dies

7 Application to Profile Extrusion Dies

This chapter presents and discusses the application of the developed adjoint topology
optimisation algorithm to a simple L‐profile extrusion die. First, the extrusion die before
optimisation is described, and the optimisation objectives, along with the setup of the
simulation, are discussed before the optimisation results are presented. The chapter closes
with a discussion of the findings.

The investigations were conducted on a flow channel of an extrusion die for an L‐shaped
profile (Figure 7.1) known to be manufacturable using AM [HWK+14, Win15].

Inlet

Outlet
Parallel zone

Transition zone

Inlet zone

Geometry feature
„nose“

Geometry feature
„bone“

Geometry feature
„gate“

Figure 7.1: Flow channel of the L‐profile die before optimisation (adapted from
[HWK+14, YHW+16]).

The flow channel is divided into three zones. The inlet zone predistributes the cylindrical
melt stream from the extruder, while the transition zone forms the profile. At the end of the
transition zone, the final extrudate profile geometry is reached, and the constant parallel
zone reduces die swell from stored elongational energy. This particular flow channel design
exhibits several design features, which have been described in detail in [Win15]. At the end
of the inlet zone, the gate defines an inlet angle for each leg of the geometry, optimising
the melt predistribution. The end pieces of each leg are enlarged to increase the influx in
those regions prone to under‐feeding, resulting in the design feature bone. Finally, the design
feature nose denotes a constriction at the interface between the two legs, increasing the
resistance to transverse flows and decreasing the flow velocity.

Figure 7.2 depicts the individual dimensions of the flow channel. The build direction for AM
was defined against the direction of extrusion since this maximises the layer support during
printing for dies with convergent flow channels.

Two optimisation objectives were investigated for the optimisation of the L‐profile extrusion
die: The first was minimising the pressure drop in the flow channel, while the second was
maximising the flow balance, i.e., homogeneous velocity distribution at the die outlet.
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Figure 7.2: Dimensions of the die for a L‐shaped profile (adapted from [Win15]).

7.1 Case Setup and Optimisation Objectives

The simulations were performed on a cylinder with a diameter of 60 mm and a length
of 144 mm, again using 1 mm of the overall length as an overhang for setFields.
The computational mesh was created with blockMesh and consisted of 6.765 million
hexahedral cells. In the simulations, the flow channel geometry was virtually imposed on
the computational mesh using the immersed boundary method (Figure 7.3).

Flow channel

Da = 60 mm,
L = 144 mm

Figure 7.3: Position of the initial flow channel (depicted in green) within the cylinder before
optimisation, the fixed parallel zone is depicted in grey.

Since the die’s parallel zone serves the relaxation of the melt, it should not be modified
and was, therefore, fixed using the scaffold structure implementation. The optimisation
objective should be applied only to the outlet of the flow channel, not to the outlet face
of the extrusion die since all flows are prohibited there, and this might trigger unwanted
changes upstreamof the parallel zone. This was achieved by splitting the outlet face into two
patches using topoSet and createPatch. The newpatch at the outlet behaved like the outside
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wall and is listed as part of the wall patch when discussing the boundary conditions below.
During initialisation, the geometry of the profile extrusion die and the scaffold structure
were imposed on the mesh using setFields.

The operating point was chosen to reflect the works by Windeck [Win15], who used the
same flow channel geometry. Therefore, the plastic melt was extruded with a throughput
of 6 kg/h at a nominal processing temperature of 200 °C.

The plastic melt in this setup was Moplen HP400H (LyondellBasell GmbH, Wesseling, DE),
which is a Polypropylene (PP). Its material data are listed in Table 7.1.

Parameter Unit Value

Carreau parameter ACarreau m2/s 14.752
Carreau parameter BCarreau s 0.8798
Carreau parameter CCarreau ‐ 0.6238
Standard temperature Ts K 263
Reference temperature Tm K 473
Melt density ρ kg/m3 750

Table 7.1: Material model parameters for PP [Win15].

The complete set of initial and boundary conditions for the state variables is listed in
Table 7.2.

State
variable

Inlet Wall Outlet Initial
field

u
flowRateInletVelocity

noSlip zeroGradient (0 0 0)
m
s2.22 ⋅ 10‐6 m3/s

p zeroGradient zeroGradient
fixedValue

0
m2

s20 m2/s2

T
fixedValue

zeroGradient zeroGradient 473.15 K
473.15 K

ua
fixedValue

noSlip
adjointOutletVelocity

(0 0 0)
m
s(‐1 0 0) m/s (0 0 0) m/s

pa zeroGradient zeroGradient
adjointOutletPressure

0
m2

s20 m2/s2

Table 7.2: Initial and boundary conditions for optimisation of profile extrusion die.
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At the specified operating point, the initial flow channel had an average velocity of
25.98 mm/s, with velocities ranging from 0.99 mms/s to 55.66 mm/s. The initial flow
distribution (Figure 7.4) favoured the short leg, while the outer part of the long leg was
under‐fed. The area with the second‐highest flow velocities was at the intersection of both
legs.
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Figure 7.4: Flow balance of the original flow channel before optimisation.

To quantify the flow balance, the flow balance ratio FB (Equation 7.1) is defined as the ratio
of the average velocities in the long leg and short leg of the profile. FB = 1 indicates a perfect
flow balance, while FB < 1 means the short leg is over‐fed, and FB > 1 means the long leg is
over‐fed.

FB = uave,long leg
uave,short leg

( 7.1 )

With an average velocity in the short leg of 29.53 mm/s and an average velocity in the long
leg of 23.93 mm/s, the initial flow balance FB is 0.81.

During optimisation for flow balance, the target velocity utarget was set to (26 0 0) mm/s,
corresponding to the average velocity at the outlet, with the goal of reducing the overall
variance in the velocity distribution.

7.2 Optimisation Results

This section presents the results by visualising the changes made to the flow channel
geometry. For manufacturing, these changes are inverted and applied to the corresponding
extrusion die. The visualisationof the flowchannels before and after optimisation is followed
by a listing and description of the flow channels’ performance characteristics. An in‐depth
interpretation and discussion of the observed results will follow in Section 7.3.
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Figure 7.5 top depicts the changes to the flow channel made by the algorithm during
optimisation for minimal pressure drop, where the orange areas (if present) represent areas
where the flow channel has been narrowed, and the blue areas represent where the flow
channel has been widened, while the geometry remains unchanged in the grey area. A
different way to look at the performance of the algorithm is depicted in Figure 7.5 at the
bottom, where all blue surfaces show candidate areas for narrowing the flow channel,
while red surfaces show candidate areas for widening the flow channel, not considering
manufacturability. Both representations show that the optimisation for minimal pressure
dropmainly resulted in awidening of themelt flow channel in both legs across the transition
zone. Moreover, the flow channel was widened at the intersection of both legs, removing
the design feature nose. However, the inlet zone and early part of the transition zone, which
are governed by the design feature gate, were mostly unchanged. Another way of phrasing
this observation is that the algorithm primarily affected areas with high shear rates/ shear
stresses, which are down‐stream closer to the die exit.

Widen
flow channel

Narrow
flow channel

Reference

Optimised

Figure 7.5: Changes to the flow channel geometry after optimisation for minimal pressure drop.
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The changes to the geometry of the flow channel during optimisation for flow balance are
depicted in Figure 7.6. Again, the design feature gate at the early transition zone was not
adjusted. However, the optimisation objective for flow balance affected both the design
features nose and bone. After optimisation, the nosewasmore pronounced, partly reaching
into the short leg (red spot in Figure 7.6 bottom). In addition, the bone at the short leg
was extended near the outlet. In contrast, the whole flow channel as well as the bone
were widened at the long leg, corresponding to the areas with low flow velocities before
optimisation.

Reference

Optimised

Widen
flow channel

Narrow
flow channel

Figure 7.6: Changes to the flow channel geometry after optimisation for flow balance.
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In the following, the L‐Profile flow channel before optimisation will be referred to as
Geometry ”L”, while the flow channels optimised for minimal pressure drop and maximal
flow balance will be referred to as Geometry ”P” and Geometry ”F”, respectively.

The pressure drop and the flow balance were evaluated at cut planes positioned 1 mm
behind the inlet and 1 mm before the outlet of the computational domain.

Table 7.3 lists the die’s steel volume, the pressure drop, the average velocity at the outlet
and in each leg, as well as the flow balance ratio FB for all three flow channel geometries.

V Δp uave uave, short leg uave, long leg FB
[mm3] [bar] [mm/s] [mm/s] [mm/s] [‐]

Geometry ”L” 334,870 64.99 25.98 29.53 23.93 0.81
Geometry ”P” 333,714 58.74 (‐10%) 25.98 31.08 22.99 0.74 (‐9%)
Geometry ”F” 333,809 60.97 (‐6%) 25.86 27.79 24.76 0.89 (+10%)

Table 7.3: Performance characteristics for the flow channels before and after optimisation.

The steel volume of the die did not change significantly during optimisation. The initial
flow channel geometry ”L” resulted in a pressure drop of 64.99 bar and an average
velocity of 25.98 mm/s with a flow balance ratio of 0.81. Optimisation for minimal pressure
drop (geometry ”P”) reduced the pressure drop by 10% to 58.74 bar but decreased the
flow balance ratio by 9%. In contrast, optimisation for flow balance with utarget = uave
(geometry ”F”) reduced the pressure drop by 6% to 60.97 bar and the average velocity at
the outlet to 25.86mm/s, while improving the flow balance ratio by 10%. This pressure drop
reduction can be explained since widening the flow channel near the design feature bone
outweighs the constriction near the design feature nose.

The changes in the flow balance are also visualised in Figure 7.7. The original flow
channel design (Figure 7.7 left) caused an imbalance between the legs of the profile by
over‐supplying the short leg and under‐supplying the long leg, especially near the outside
end of the legs. Optimisation for minimal pressure drop worsened this imbalance since
the short leg is also wider and, thus, has a lower flow resistance (Figure 7.7 middle). In
contrast, optimisation for flow balance reduced the maximum flow velocity in the short leg
and increased melt supply in the outer end of the long leg (Figure 7.7 right).
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Figure 7.7: Velocity distributions obtained with the flow channels before and after optimisation.

7.3 Discussion

This section first discusses the differences in the algorithm’s performance between this use
case and the static mixer use case before addressing the research hypotheses posed at the
beginning of the thesis.

Initially, optimisations were performed for the cost functions as described in the previous
chapter. However, the resulting geometries were identical for all optimisation objectives,
although the values of their cost functions differed considerably. As a solution, the cost
functionswere artificially enhanced before their addition to the adjoint boundary conditions
at the outlet. This artificial Cost Function Inflation (CFI) factor had to bemanually calibrated.
An excessively low CFI led to identical results independent of the cost function, while a too
high CFI broke the optimisation algorithm. This is illustrated in Figure 7.8, where the results
of an optimisation run for flowbalancewith a CFI of 5 ⋅ 107 are visualised. Here, the algorithm
was too aggressive and blocked the flow completely in areas with u > uave. Eventually, the
cost function inflation was calibrated to 2 ⋅ 107, and all results presented in Section 7.2 were
obtained with this setting.
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Figure 7.8: Optimisation result obtained with an overestimated cost function inflation.

One explanation for this behaviour may be found in the nature of polymer melt flows: The
implementation of the immersed boundary method already required an artificial inflation
of αsolid = αmax = 2 ⋅109 to block the polymer melt flow (Section 3.1). A similar effect
might be happening here, where the other terms of the adjoint outlet boundary condition
dominate, effectively suppressing the cost function’s influence on the sensitivity. This was
not observed during the optimisation of the static mixer in Section 6 since the optimisation
objectives influenced different state variable sensitivities, i.e., optimisation for minimal
pressure drop affected the velocity sensitivity, while the optimisations for thermal and
material mixing affected the temperature and concentration sensitivity, respectively. In
contrast, the optimisations in this chapter both affect the velocity sensitivity σu.

Future investigations should focus on this phenomenon and determine whether the cause
for the inflation of αsolid in the immersed boundary representation is the same cause for the
CFI. Ideally, one can derive a fixed inflation ratio for both phenomena.
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The research hypothesis specific to the optimisation of additively manufacturable profile
extrusion dies was

For certain scenarios, adjoint topology optimisation algorithms are a method with low
computational complexity to optimise a profile extrusion die’s flow channel geometry for
specific optimisation objectives, such as minimal pressure drop or maximal flow balance.

For the reasons already stated in Section 6.4, the algorithm performed the optimisation at
a relatively low computational cost.

Previous optimisation algorithms were based on CFD simulations that suggested a higher
flow imbalance even with the same geometry and operating point [HWK+14, Win15].
Therefore, a quantitative comparison of the results obtained by Windeck with the results
obtained in this thesis is not feasible.

WhenWindeck investigated the influence of the design features in this L‐profile geometry,
he found the following trends to achieve flow balance and minimal pressure drop [Win15]:
The design feature gatewasmost relevant for the flow resistance, i.e., the pressure drop. He
found that less aggressive convergence of the flow channel was the best strategy to reduce
flow resistance.Windeck found that the design feature bone was only relevant for the final
distribution of the melt and that widening it near the outlet can be beneficial for the melt
distribution. The design feature nose was primarily relevant to reducing transverse flows,
thus being most influential regarding the flow balance of the geometry.

During optimisation, the optimisation objectives for minimal pressure drop and maximal
flow balance were investigated in isolation. After calibration of the CFI factor, both objective
functions lead to the desired changes in the geometry. However, optimising for minimal
pressure drop came at the expense of reducing the outlet’s flow balance. This can be
explained by the fact that many design features are introduced to improve the flow balance
but happen to increase the flow resistance as a side effect. In contrast, the optimisation for
maximal flow balance improved the overall flow balance at the outlet while reducing the
pressure drop as well. In general, two approaches can be used to improve the flow balance:

1. Increase the flow resistance (and thus pressure) locally in extrusion direction to force
redirection of flow in transverse direction.

2. Reduce the flow resistance in transverse direction while keeping the flow resistance
in extrusion direction constant.

The optimisation results produced by this algorithm favour option 2, resulting in reduced
shear rates within the transverse flow and even reducing the pressure drop as a side effect.
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These observed effects of the cost functions on the optimisation objectives can be expressed
in terms of the design feature changes made by the optimisation algorithm. The differences
between the changes made by the two objective functions are highlighted in Figure 7.9,
where the changes made during the optimisation for flow balance are highlighted in blue,
the changes made during the optimisation for minimal pressure drop are highlighted in
orange and the coinciding areas remain grey.

Optimised for pressure drop

Optimised for flow balance

Figure 7.9: Difference in changes caused by the optimisation objectives.

This algorithm confirmed the proposed change for the design feature gate to delay the flow
channel’s convergence, independent of the objective function. The relevance of the design
feature bone for the final distribution of the melt was also observed in this study during the
optimisation for flow balance. In contrast, the design feature bone was also widened to a
lesser extent during optimisation for minimal pressure drop. Still, in this case, the changes
occurred across the whole transition zone to reduce the overall flow resistance. Since the
algorithm did not consider transverse flows during optimisation for minimal pressure drop,
the design feature nose was only preserved during optimisation for flow balance.

In general, Windeck observed that deformations of the flow channel, which were far from
the outlet, only had a small influence on the minimisation of the cost function. The same
effect was observed in this algorithm, where most changes occurred in the parts near the
outlet which were not fixed by the scaffold structure. Consequently, the results obtained in
this thesis confirm the use case specific research hypothesis.
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The first over‐arching research hypothesis for both use cases was

The design flexibility of additive manufacturing enables novel structures for polymer
melt flow channels. At the same time, additional constraints in the adjoint topology
optimisation algorithm ensure the manufacturability of the optimised geometries.

Although both objective functionswere able to improve the flow channel for their respective
purpose, the overall improvementwas limited. One reason for thismight lie in the DOF given
to the optimisation algorithm. While the parallel zone near the die outlet was fixed with a
scaffold structure to control for die swell effects, this also limited the DOF for pressure drop
and flow balance optimisation potential. This ties in with the findings by Lieber et al., who
investigated the potential of AM for a U‐profile extrusion die [LVTT23]. They limited their
DOF to streamlining the flow channel in the transition zone and adding fillets to the design
feature nose in the corners of the profile. These changes improved the thermal homogeneity
of the extrudate at the die outlet by reducing shear heating. However, the streamlined
transition zone reduced the cross section of the flow channel early, increasing pressure drop
and reducing the overall flowbalance. They concluded thatwhile AMenablesmanufacturing
of a streamlined die out of one piece, the benefitswere outweighedby the drawbacks of AM.
Another reason for the limited improvement might lie in the use of a well‐designed initial
flow channel geometry. The case studies by Lieber et al. as well as in this thesis were based
on flow channel geometries that had already been manually optimised, leaving relatively
few viable DOF.

The results in this thesis demonstrated an improvement in the pressure drop and
flow balance of the optimised flow channel geometries, and the resulting flow channel
geometries were additively manufacturable, thus confirming the research question
addressed in both use cases. Still, the findings of both profile extrusion die case studies
imply that simple geometries that were already designed for conventional manufacturing
with few remaining DOF, like the L‐profile, may not be the ideal use case to investigate the
full potential of the optimisation algorithm.
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8 Conclusion and Outlook

The goal of this thesis was to investigate the potential of the adjoint topology optimisation
method to optimise the flow channel geometry in extrusion dies and staticmixing elements,
exploiting the low computational complexity and high degrees of freedom enabled by the
optimisation algorithm and design flexibility of additive manufacturing.

An algorithm was developed to perform adjoint topology optimisation in the open source
software OpenFOAM. The algorithm was extended by a routine that checked additional
constraints ensuring additive manufacturability on non‐cartesian meshes. It used an
immersed boundary representation of the structure within the flow channel to enable
quick adaptation of the geometry. Different, in part newly included, optimisation objectives
facilitated the targeted optimisation for either minimal pressure drop or maximal flow
balance, maximal thermal mixing, or material mixing. The algorithm was demonstrated
in two use cases. In the first use case, a static mixer was optimised for minimal pressure
drop, maximal thermal mixing, and material mixing. The operating point dependency of the
optimisation algorithm was investigated by evaluating the performance of the optimised
static mixers at new off‐design operating points. The best candidate static mixers were
manufactured and evaluated in lab trials. In the second use case, a simple L‐profile extrusion
die flow channel was optimised for either minimal pressure drop or maximal flow balance.

In each case, the algorithm improved the flow channels’ functionality for their optimisation
objective. All optimised geometries fulfilled the manufacturing constraints for AM and
required minimal post‐processing for manufacturing. Comparing the results from the
optimisation runs forminimal pressure drop andmaximal flowbalance of the L‐profile, it was
observed that cost functions applied to the boundary conditions of the same state variable
need to be artificially inflated to impact the sensitivity for the design update significantly.

In the static mixer use case, individualised static mixers were obtained for the specific
operating point, inlet inhomogeneity and optimisation objective. All optimisation objectives
achieved a pressure drop reduction of up to 20%, which was qualitatively confirmed
and even exceeded in lab trials. The slight improvement in thermal homogeneity in the
simulations was not significant in lab trials.

During the investigation into the operating point dependency, the algorithm was found to
be relatively insensitive to throughput and polymer material. This is desirable since these
parameters of the OP are changed more frequently in an existing extrusion line than the
thermal or material inhomogeneity pattern, which is usually fundamentally linked to the
machine configuration and the extruded material. Optimisation for minimal pressure drop
displayed the lowest operating point dependency. Furthermore, in most cases where the
inlet inhomogeneity differed from the original operating point, the static mixer that was
optimised forminimal pressure drop prevailed as the optimal staticmixer. Consequently, the
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research hypotheses regarding the suitability of an adjoint topology optimisation algorithm
for additively manufacturable static mixers as well as the algorithm’s operating point
dependency were confirmed. Based on the results, it is generally recommended to focus on
the optimisation objective for minimal pressure drop, especially if the inlet inhomogeneity
is unknown.

In the extrusion die use case, both optimisation objectives reduced the pressure drop by up
to 10%, but only the optimisation for flow balance improved the flow balance, resulting in
a pressure drop improvement by 6% and a flow balance improvement by 10%. The results
confirm the research hypothesis that the newly developed algorithm can also be applied
to profile extrusion dies. However, these results were obtained using a pre‐designed initial
flow channel and are still in early stages.

Recommendations for future work can be divided into two aspects. The first concerns future
research questions regarding the nature of adjoint topology optimisation algorithms for
polymer melt flow channel design applications.

Further research into adjoint topology optimisation for plastics processing applications
should include a closer investigation of the cost function inflation phenomenon. The results
in this thesis suggest a connection between the cost function inflation and the already
established inflation of the immersed boundary representation for polymer melt flows as
a viable research hypothesis.

Both use cases in this thesis perform optimisation of a geometry that has already
been designed and optimised using other methods. Future research should consider the
minimum initial geometry required for a successful optimisation. This also includes a formal
investigation into whether the initial geometry has to already meet the criteria regarding
manufacturability or whether the algorithm is also suitable for making a non‐conforming
geometry manufacturable.

The second aspect of future work based on this thesis concerns the recommended next
features required to make this algorithm commercially viable.

For economic considerations, the geometric constraints algorithm must be modified such
that it can be run in parallel using the OpenFOAM‐native MPI.

Coupling the algorithmwith a structural mechanics solver could ensure mechanical stability
at expected operating points during run‐time. This would also reduce the need for the
scaffold structure, which was included to ensure a minimum wall thickness. The scaffold
structure’s purpose would be reduced to ensuring that the optimisation algorithm does
not remove the entire static mixer to minimise the flow resistance at all cost. This could
be circumvented using multiple approaches. One solution might be to move the entire
scaffold structure to enforce minimum wall thickness. The other solution involves avoiding
a unidirectional optimisation for minimal pressure drop and running the optimisation
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algorithm using a combination of optimisation objectives. This would result in the mixing
capability being automatically considered alongside the pressure drop, although this
increases the algorithm’s operating point dependency. Extending the optimisation algorithm
with geometric constraints of other manufacturing methods, such as milling, turning, or
casting, could improve its versatility.

The optimisation objectives in this thesis were limited to well‐documented objective
functions. However, the complex profile extrusion die design requires the conformation of
many more criteria. Optimisation objectives for the mechanical design could be embedded
in a structural mechanics solver. Similarly, this thesis does not fully exploit the possible
optimisation objectives for extrusion dies’ rheological and thermal design. This includes, but
is not limited to, optimising for a short residence time and narrow residence time spectrum,
specified shear rates and shear stresses for the polymer melt, controlled die swell, and
reducing the thermal mass of the extrusion die.

The optimisation algorithm in this thesis utilised volume sensitivities to directly affect the
flow channel geometry. However, an alternative implementation using surface sensitivities
which indicate the preferred direction of change at the structure’s surface may open the
algorithm’s applicability to new use cases that cannot exploit the full DOF. For instance, the
algorithm could be used to design the metering zones of screws in single‐screw extruders.
An alternative application could be in optimising flat film or spiral mandrel extrusion dies
where the die has already been manufactured but still has DOF through the configuration
of an adjustable die gap.



9 Zusammenfassung and Summary 99

9 Zusammenfassung and Summary

9.1 Zusammenfassung

Die Auslegung von Fließkanälen für Polymerschmelzen in Extrusionsanlagen stellt weiterhin
eine Herausforderung dar, die zu einem verstärkten Einsatz von Optimierungsalgorithmen
führt. Die additive Fertigung erhöht die Freiheitsgrade bei der Gestaltung von Fließkanälen,
doch müssen die damit verbundenen Fertigungsrestriktionen berücksichtigt werden. Ziel
dieser Arbeit ist die Untersuchung des Potenzials der adjungierten Topologieoptimierung
für die Gestaltung von Fließkanälen für Kunststoffschmelzen im Hinblick auf spezifische Op‐
timierungsziele bei gleichzeitiger Gewährleistung der additiven Fertigbarkeit. Dazu gehört
auch eine Untersuchung der Betriebspunktabhängigkeit des Optimierungsalgorithmus.

Es wird ein Algorithmus entwickelt, der eine adjungierte Topologieoptimierung in Open‐
FOAM (OpenFOAM Foundation Ltd., London, UK) durchführt. Er nutzt eine Immersed
Boundary Methode, um eine schnelle Anpassung der Geometrie zu ermöglichen. In den
Algorithmus werden zusätzliche Randbedingungen, die die additive Fertigbarkeit auf nicht‐
kartesischen Rechengittern gewährleisten, implementiert. Verschiedene Optimierungsziele
ermöglichen die gezielte Optimierung bezüglich Druckverlust, rheologischer Balanciertheit,
thermischer oder stofflicherMischwirkung. Der Algorithmus wird in zwei Anwendungsfällen
demonstriert. Im ersten Anwendungsfall wird ein statischer Mischer für minimalen
Druckverlust, maximale thermische sowie stoffliche Mischwirkung optimiert. Die Betriebs‐
punktabhängigkeit des Optimierungsalgorithmus wird untersucht, indem die Leistung der
optimierten statischen Mischer für Betriebspunkte außerhalb der Auslegung bewertet
wird. Die vielversprechendsten statischen Mischer werden gefertigt und praktisch erprobt.
Im zweiten Anwendungsfall wird der Fließkanal eines L‐Profil‐Werkzeugs auf minimalen
Druckverlust sowie auf maximale rheologische Balanciertheit optimiert.

Der Algorithmus verbessert die Funktionalität der Fließkanäle in Bezug auf ihr Optimie‐
rungsziel und stellt gleichzeitig die additive Fertigbarkeit sicher. Im Anwendungsfall des
statischen Mischers wird bei allen Optimierungszielen eine Reduktion des Druckverlusts
erreicht, was in Laborversuchen qualitativ bestätigt wird. Die Optimierungsergebnisse sind
hinsichtlich des Durchsatzes und Kunststoffs betriebspunktunabhängig, jedoch stark ab‐
hängig von der ursprünglichen thermischen und stofflichen Inhomogenität. Die Optimierung
für minimalen Druckverlust zeigt die geringste Betriebspunktabhängigkeit. Im Anwendungs‐
fall des L‐Profil‐Werkzeugs verringern beide Optimierungsziele den Druckverlust, aber nur
die Optimierung für homogene Geschwindigkeitsverteilung verbessert die rheologische
Balanciertheit.

Diese Forschungsarbeit zeigt das Optimierungspotenzial für individualisierte Mischer auf
und demonstriert das Potenzial der adjungierten Topologieoptimierung als Methode für die
rheologische Auslegung komplexer Profilextrusionswerkzeuge.
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9.2 Summary

The design of polymer melt flow channels in extrusion lines remains challenging, leading to
an increased use of optimisation algorithms. Additive manufacturing increases the degrees
of freedom in flow channel design, but its manufacturing constraints must be considered.
This thesis aims to investigate the potential of adjoint topology optimisation for designing
polymer melt flow channels for specific optimisation objectives while ensuring additive
manufacturability. This includes an investigation of the operating point dependency of the
optimisation algorithm.

An algorithm is developed to perform adjoint topology optimisation in OpenFOAM
(OpenFOAM Foundation Ltd., London, UK). It uses an immersed boundary representation
to enable quick adaptation of the geometry. The algorithm is extended with additional
constraints ensuring additive manufacturability on non‐cartesian meshes. Different opti‐
misation objectives facilitate the targeted optimisation for minimal pressure drop or
maximal flow balance, thermal mixing, or material mixing. The algorithm is demonstrated
in two use cases. In the first use case, a static mixer is optimised for minimal pressure
drop, maximal thermal mixing, and material mixing. The operating point dependency of the
optimisation algorithm is investigated by evaluating the performance of the static mixers
before and after optimisation for off‐design operating points. The best candidate static
mixers aremanufactured and evaluated in lab trials. In the seconduse case, a simple L‐profile
extrusion die flow channel is optimised for either minimal pressure drop or maximal flow
balance.

The algorithm improves the flow channels’ functionality with respect to their optimisation
objective while ensuring suitability for additive manufacturing. In the static mixer use
case, all optimisation objectives achieve a pressure drop reduction, which is confirmed
qualitatively in lab trials. The optimisation results are independent of the operating
point regarding the throughput and polymer material but highly dependent on the inlet
inhomogeneity. Optimisation for minimal pressure drop is the most reliable independent of
the operating point. In the extrusion die use case, both optimisation objectives reduce the
pressure drop, but only the optimisation for flow balance improves flow balance.

This research highlights the optimisation potential for individualised mixing elements and
demonstrates the potential of adjoint topology optimisation as a method for designing the
flow channels of complex profile extrusion dies.
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Abbreviations

Abbreviation Meaning

ALE Arbitrary Lagrangian‐Eulerian

AM Additive Manufacturing

CAD Computer Aided Design

CFD Computational Fluid Dynamics

CFI Cost Function Inflation

DOF Degrees of Freedom

EMUM Elastic Mesh Update Method

FVM Finite Volume Method

IB Immersed Boundary

LLPD Low Low Pressure Drop

LPBF Laser Powder Bed Fusion

LPD Low Pressure Drop

MFR Melt Flow Rate

MPI Message Passing Interface

NSE Navier‐Stokes Equations

NURBS Non‐Uniform Rational B‐Splines

OP Operating Point

PDE Partial Differential Equation

PE‐HD Polyethylene of High Density

PP Polypropylene

PS Polystyrene

SIMP Solid Isotropic Material with Penalty

SIMPLE Semi‐Implicit Method for Pressure Linked Equations

SLM Selective Laser Melting

SMX Static Mixers using cross bars X

SO Shape Optimisation

TO Topology Optimisation
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Abbreviation Meaning

WLF Williams‐Landel‐Ferry

Symbols

Symbol Unit Meaning

a − Parameter of local density function

A − Linear algebraic equation matrix for overhang angle
constraint

ACarreau Pa ⋅ s | m2/s Carreau parameter representing zero‐shear viscosity

b − Parameter of local density function

B − Linear algebraic equation matrix for overhang angle
constraint

BCarreau s Carreau parameter representing reciprocal transition
rate

b − Design variable

c − Parameter of local density function

C 1/m3 (Primal) Concentration of a passive scalar

Ca m5/s2 Adjoint concentration of a passive scalar

CCarreau − Carreau parameter representing slope of the viscosity
curve

cp J/(kg ⋅ K) Specific heat capacity

Ctarget 1/m3 Target concentration for optimisation

̃c 1/(m2 ⋅ s) Constant for unit consistency

d − Parameter of local density function

D − Coefficient maxtrix (system of algebraic equations)

DC m2/s Diffusion coefficient

Dϕ − Diffusivity for a scalar quantity ɸ

DT m2/s Thermal diffusivity

e − Mixing number

ematerial − Material mixing number
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Symbol Unit Meaning

ethermal − Thermal mixing number

f − Primal right hand side vector (system of algebraic
equations)

fa − Dual/adjoint right hand side vector (system of algebraic
equations)

FB − Flow balance ratio

Fp N Pressure force on a single mixing bar

Ftotal N Total force on a single mixing bar

Fz N Viscous force on a single mixing bar

g − Geometric constraints of optimisation problem

g1 − Overhang angle constraint

g2 − Minimum horizontal length constraint

g3 − Minimum horizontal length constraint under considera‐
tion of connectivity

h − Physical constraints of optimisation problem

H m Characteristic height

J − Cost function

L m Characteristic length

m − Reach of horizontal square area

M − Support set of horizontal square scheme

n − Normal

N − Sphere of influence/”Neighbourhood”

ncells − Number of cells

p bar | Pa | m2
s2 (Primal) Pressure

pa bar | Pa | m2
s2 Adjoint pressure

Qϕ − Source term for a scalar quantity ɸ

R m Radius

RC − Constraint from advection‐diffusion equation

RCa − Adjoint advection‐diffusion equation

Rp − Constraint from continuity equation
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Symbol Unit Meaning

Rpa − Adjoint continuity equation

RT − Constraint from energy equation

RTa − Adjoint energy equation

Ru − Constraint from momentum equation

Rua − Adjoint momentum equation

S − Set of cell neighbours in same and lower layer

T K (Primal) Temperature

Ta m2/(s2 ⋅ K) Adjoint temperature

Tm K Reference measure temperature fromWLF equation

tp s Process time

tr s Relaxation time

Ts K Standard temperature fromWLF equation

Ttarget K Target temperature for optimisation

u m/s (Primal) Velocity

ua m/s Adjoint velocity

ua,n m/s Normal component of adjoint velocity

ua,t m/s Tangential component of adjoint velocity

un m/s Normal component of (primal) velocity

un,target m/s Normal component of target velocity

ut m/s Tangential component of (primal) velocity

utarget m/s Target velocity for optimisation

ut,target m/s Tangential component of target velocity

V m3 Volume

V̇ m3/s Volumetric flow rate

w − Weight for intermediate density calculation

wc − Weight for optimisation objective regarding concentra‐
tion

wT − Weight for optimisation objective regarding tempera‐
ture

x m x‐coordinate of cell
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Symbol Unit Meaning

Δx − Cell size for computation of horizontal square area

x − Coordinate of cell centroid

y m y‐coordinate of cell

z m z‐coordinate of cell

α 1/s Inverse Darcy coefficient

αdiff 1/s Proposed change of inverse Darcy coefficient value
during optimisation

αfixed − Binary field denoting scaffold structure

αfluid 1/s Inverse Darcy coefficient value for fluid cell

αmax 1/s Inverse Darcy coefficient value for solid cell

αsolid 1/s Inverse Darcy coefficient value for solid cell

αT − Shift factor for temperature fromWLF equation

α0 1/s Inverse Darcy coefficient value for fluid cell

β ° Overhang angle

β̄ ° Critical overhang angle

βf − Nonlinear density filter parameter

Γ m2 Surface

γ̇ 1/s Shear rate

γr − Field relaxation factor

δ − Local inhomogeneity

ϵϵϵ 1/s Rate of strain tensor

η Pa ⋅ s Dynamic viscosity

ηf − Nonlinear density filter parameter

κ W/(m ⋅ K) Thermal conductivity

λλλ − Adjoint variables (vector of Lagrange multipliers)

λC s/m2 Sensitivity response step size for concentration

λλλ∗ − Adjoint solution (vector of Lagrange multipliers)

λT s/m2 Sensitivity response step size for temperature

λu s/m2 Sensitivity response step size for velocity



106 Abbreviations, Symbols, Indices

Symbol Unit Meaning

ν m2/s Kinematic viscosity

ξξξ − Set of parameters of local density function

ρ kg/m3 Density

̂ρ − Local density function

ρim − Intermediate density field

ρphase − Phase density field

ρphysical − Physical density field

σc m2/s2 Local sensitivity with respect to concentration

σT m2/s2 Local sensitivity with respect to temperature

σu m2/s2 Local sensitivity with respect to velocity

τ − Horizontal minimum length constraint for a single
support set

ϕ − Scalar quantity

χχχ − Primal flow variables

χχχ∗ − Primal solution vector

Ω m3 Volume

δ − Total derivative

∂ − Partial derivative

∇ − Differential operator

ℜ − Constraints of optimisation problem

Indices

Index Meaning

after Location after mixer

ave Average value

before Location before mixer

C Control volume
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Index Meaning

fluid Cell is part of polymer melt domain

i Cell index

j Cell index

k Cell index

n Time step index

neigh Neighbour cell index

r Cell index

solid Cell is part of steel domain

target Target value for optimisation
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A Appendix

A.1 Derivation of Adjoint Equations

Governing equations for primary problem:

Rp = ∇ ⋅ u ( A.1 )

Ru = ∇ ⋅ uu + ∇p − ∇ ⋅ (2νϵϵϵ (u)) + αu ( A.2 )

RT = ∇ ⋅ (uT) − ∇ ⋅ (DT∇T) − 1
cp

(2νϵϵϵ (u) ∶ ∇u) ( A.3 )

RC = ∇ ⋅ (uC) − ∇ ⋅ (DC∇C) ( A.4 )

Adjoint terms for mass conservation from Equation A.1

∫
Ω

pa ⋅ ∂Rp

∂b = − ∫
Ω

pa
∂

∂b (∇ ⋅ u) = − ∫
Ω

pa
∂

∂b (∂ui
∂xi

) ( A.5 )

= − ∫
Ω

∂
∂xi

(pa
∂ui
∂b ) + ∫

Ω

∂ui
∂b

∂pa
∂xi

= − ∫
Γ

ni (pa
∂ui
∂b ) + ∫

Ω

∂ui
∂b

∂pa
∂xi

= − ∫
Γ
n ⋅ (pa

∂u
∂b) + ∫

Ω

∂u
∂b ⋅ ∇pa

Adjoint terms for momentum balance from Equation A.2 with ϵϵϵ(u) = 1
2 (∇u + ∇uT)

∫
Ω
ua ⋅ ∂Ru

∂b = ∫
Ω
ua ⋅ (∇ ⋅ (u∂u

∂b)) + ∫
Ω
ua ⋅ (∇ ⋅ (∂u

∂bu)) ( A.6 )

+ ∫
Ω
ua ⋅ (∇∂p

∂b) − ∫
Ω
ua ⋅ (∇ ⋅ (2νϵϵϵ (∂u

∂b)))

+ ∫
Ω
ua ⋅ u∂α

∂b + ∫
Ω

αua ⋅ ∂u
∂b

First convective term of Equation A.6:

∫
Ω
ua ⋅ (∇ ⋅ (u∂u

∂b)) = ∫
Ω

ua,j
∂

∂xi
(∂uj

∂b ui) ( A.7 )

= ∫
Γ

∂uj
∂b uiua,jni − ∫

Ω

∂uj
∂b ui

∂ua,j
∂xi

= ∫
Γ

(u ⋅ n) (∂u
∂b ⋅ ua) − ∫

Ω
((u ⋅ ∇)ua) ⋅ ∂u

∂b
cont.= ∫

Γ
(u ⋅ n) (∂u

∂b ⋅ ua) − ∫
Ω

(∇ ⋅ (uua)) ⋅ ∂u
∂b
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Second convective term of Equation A.6:

∫
Ω
ua ⋅ (∇ ⋅ (∂u

∂bu)) = ∫
Ω
ua ⋅ (∂u

∂b ⋅ ∇u) ( A.8 )

= ∫
Γ

nj
∂uj
∂b ua,iui − ∫

Ω
(ui

∂ua,i
∂xj

∂uj
∂b )

= ∫
Γ

(∂u
∂b ⋅ n) (u ⋅ ua) − ∫

Ω
(∇ua ⋅ u) ⋅ ∂u

∂b

Third (pressure) term of Equation A.6:

∫
Ω
ua ⋅ (∇∂p

∂b) = ∫
Γ

(n ⋅ ua) ∂p
∂b − ∫

Ω

∂p
∂b∇ ⋅ ua ( A.9 )

Fourth (diffusive) term of Equation A.6:

− ∫
Ω
ua ⋅ (∇ ⋅ (2νϵϵϵ (∂u

∂b)))

= − ∫
Ω

ν ∂
∂xj

( ∂
∂xj

∂ui
∂b + ∂

∂xi

∂uj
∂b ) ua,i

= ∫
Γ

νnj ( ∂
∂xj

∂ui
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∂uj
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Ω
ν ( ∂

∂xj

∂ui
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∂xi

∂uj
∂b ) ∂ua,i

∂xj
( A.10 )

Second term of Equation A.10:

− ∫
Ω

ν ( ∂
∂xj

∂ui
∂b + ∂

∂xi

∂uj
∂b ) ∂ua,i

∂xj
( A.11 )
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Γ

ν (∂ui
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nj + ∂uj
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ν (∂ui
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)
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)

Thus, the diffusive term can be written as

− ∫
Ω
ua ⋅ (∇ ⋅ (2νϵϵϵ (∂u

∂b))) ( A.12 )

= ∫
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νnj ( ∂
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Adjoint terms for temperature transport diffusion from Equation A.3

∫
Ω

Ta ⋅ ∂RT

∂b = ∫
Ω

Ta
∂

∂b (∇ ⋅ (uT) − ∇ ⋅ (DT∇T) − 1
cp

(2νϵϵϵ (u) ∶ ∇u)) ( A.13 )

First term of Equation A.13:

∫
Ω

Ta
∂

∂b (∇ ⋅ (uT)) = ∫
Ω

Ta (∂u
∂b ⋅ ∇T) + ∫

Ω
Ta (u ⋅ ∇∂T

∂b) ( A.14 )

First part of Equation A.14:

∫
Ω

Ta (∂u
∂b ⋅ ∇T) = ∫

Ω
Ta

∂ui
∂b

∂T
∂xi

( A.15 )

= ∫
Ω

∂
∂xi

(Ta
∂ui
∂b T) − ∫

Ω
T ∂

∂xi
(Ta

∂ui
∂b )

= ∫
Γ

ni (Ta
∂ui
∂b T) − ∫

Ω
T ∂

∂xi
(Ta

∂ui
∂b )

= ∫
Γ

(TaTn) ⋅ ∂u
∂b − ∫

Ω
T∇Ta ⋅ ∂u

∂b ,

because ∂ ∂ui / ∂b ∂xi = 0 due to continuity equation.
Second part of Equation A.14:

∫
Ω

Ta (u ⋅ ∇∂T
∂b) = ∫

Ω
Ta (ui

∂
∂xi

∂T
∂b) ( A.16 )

= ∫
Γ

(niuiTa) ∂T
∂b − ∫

Ω

∂ (Taui)
∂xi

∂T
∂b

= ∫
Γ

(n ⋅ uTa) ∂T
∂b − ∫

Ω

∂T
∂b∇ ⋅ (Tau)

Second term in Equation A.13:

− ∫
Ω

Ta
∂

∂b (∇ ⋅ (DT∇T)) ( A.17 )

= ∫
Ω

Ta∇ ⋅ (∂DT
∂b ∇T) − ∫

Ω
Ta∇ ⋅ (DT∇∂T

∂b)

= − ∫
Γ

(Tan ⋅ ∇T) ∂DT
∂b − ∫

Ω
∇T ⋅ ∇Ta

∂DT
∂b

− ∫
Γ
n ⋅ (TaDT∇∂T

∂b) + ∫
Γ

(DTn ⋅ ∇Ta) ∂T
∂b − ∫

Ω
∇ (DT∇Ta) ∂T

∂b
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Third term in Equation A.13:

− ∫
Ω

Ta
∂

∂b ( 1
cp

(2νϵϵϵ (u) ∶ ∇u)) ( A.18 )

cp=const.
= − 1

cp
∫

Ω
Ta

∂
∂b (ν (∇u + ∇uT) ∶ ∇u)

= − 1
cp

∫
Ω

Ta
∂

∂b (ν (∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂xi

)

= − 1
cp

∫
Ω

Ta( ∂ν
∂b (∂uj

∂xi
+ ∂ui

∂xj
) ∂uj

∂xi
+ ν ( ∂

∂xi

∂uj
∂b + ∂

∂xj

∂ui
∂b ) ∂uj

∂xi

+ ν (∂uj
∂xi

+ ∂ui
∂xj

) ∂∂uj
∂b∂xi

)

First term of Equation A.18:

∫
Ω

Ta ( ∂ν
∂b (∂uj

∂xi
+ ∂ui

∂xj
) ∂uj

∂xi
) = ∫

Ω
Ta (2ϵϵϵ (u) ∶ ∇u) ∂ν

∂b ( A.19 )

Second term of Equation A.18:

∫
Ω

Ta (ν ( ∂
∂xi

∂uj
∂b + ∂

∂xj

∂ui
∂b ) ∂uj

∂xi
) ( A.20 )

= ∫
Γ

Taν (∂uj
∂b

∂uj
∂xi

ni + ∂ui
∂b

∂uj
∂xi

nj) + ∫
Ω

Taν (∂uj
∂b

∂2uj
∂xi∂xi

+ ∂ui
∂b

∂2uj
∂xj∂xi

)

= ∫
Γ

Taν (∂uj
∂b

∂uj
∂xi

ni + ∂uj
∂b

∂ui
∂xj

ni) + ∫
Ω

Taν (∂uj
∂b

∂2uj
∂xi∂xi

+ ∂uj
∂b

∂2ui
∂xi∂xj

)

= ∫
Γ

Taν∂uj
∂b (∂uj

∂xi
+ ∂ui

∂xj
) ni + ∫

Ω
Taν∂uj

∂b ( ∂2uj
∂xi∂xi

+ ∂2ui
∂xi∂xj

)

= ∫
Γ

Tan ⋅ (2νϵϵϵ (u) ⋅ ∂u
∂b) + ∫

Ω
Ta∇ ⋅ (2νϵϵϵ (u)) ⋅ ∂u

∂b
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Third term of Equation A.18:

∫
Ω

Ta (ν (∂uj
∂xi

+ ∂ui
∂xj

) ∂∂uj
∂b∂xi

) ( A.21 )

= ∫
Ω

∂
∂xi

(Taν (∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂b ) − ∫

Ω

∂Ta
∂xi

ν (∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂b

− ∫
Ω

Taν ∂
∂xi

(∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂b

= ∫
Γ

niTaν (∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂b − ∫

Ω

∂Ta
∂xi

ν (∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂b

− ∫
Ω

Taν ∂
∂xi

(∂uj
∂xi

+ ∂ui
∂xj

) ∂uj
∂b

= ∫
Γ

Tan ⋅ (2νϵϵϵ (u) ⋅ ∂u
∂b) − ∫

Ω
∇Ta2νϵϵϵ (u) ∂u

∂b − ∫
Ω

Ta∇ ⋅ (2νϵϵϵ (u)) ⋅ ∂u
∂b

Adjoint terms for advection‐diffusion problem for a passive scalar from Equation A.4

∫
Ω

Ca ⋅ ∂RC

∂b = ∫
Ω

Ca
∂

∂b (∇ ⋅ (uC) − ∇ ⋅ (DC∇C)) ( A.22 )

First term of Equation A.22:

∫
Ω

Ca
∂

∂b (∇ ⋅ (uC)) = ∫
Ω

Ca (∂u
∂b ⋅ ∇C) + ∫

Ω
Ca (u ⋅ ∇∂C

∂b) ( A.23 )

First part of Equation A.23:

∫
Ω

Ca (∂u
∂b ⋅ ∇C) = ∫

Ω
Ca

∂ui
∂b

∂C
∂xi

( A.24 )

= ∫
Ω

∂
∂xi

(Ca
∂ui
∂b C) − ∫

Ω
C ∂

∂xi
(Ca

∂ui
∂b )

= ∫
Γ

ni (Ca
∂ui
∂b C) − ∫

Ω
C ∂

∂xi
(Ca

∂ui
∂b )

= ∫
Γ

(CaCn) ⋅ ∂u
∂b − ∫

Ω
C∇Ca ⋅ ∂u

∂b ,

because ∂ ∂ui / ∂b ∂xi = 0 due to continuity equation.
Second part of Equation A.23:

∫
Ω

Ca (u ⋅ ∇∂C
∂b) = ∫

Ω
Ca (ui

∂
∂xi

∂C
∂b) ( A.25 )

= ∫
Γ

(niuiCa) ∂C
∂b − ∫

Ω

∂ (Caui)
∂xi

∂C
∂b

= ∫
Γ

(n ⋅ uCa) ∂C
∂b − ∫

Ω

∂C
∂b∇ ⋅ (Cau)
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Second term in Equation A.22:

− ∫
Ω

Ca
∂

∂b (∇ ⋅ (DC∇C)) ( A.26 )

= ∫
Ω

Ca∇ ⋅ (∂DC
∂b ∇C) − ∫

Ω
Ca∇ ⋅ (DC∇∂C

∂b)

= − ∫
Γ

(Can ⋅ ∇C) ∂DC
∂b − ∫

Ω
∇C ⋅ ∇Ca

∂DC
∂b

− ∫
Γ
n ⋅ (CaDC∇∂C

∂b) + ∫
Γ

(DCn ⋅ ∇Ca) ∂C
∂b − ∫

Ω
∇ (DC∇Ca) ∂C

∂b

As a result, there are three types of terms: volume integrals containing a partial derivative
of the primary variables χχχ = (p, u, T, C) with respect to the design variable b, which form
the adjoint equations, surface integrals containing a partial derivative of χχχ with respect to
the design variable b, which form the adjoint boundary conditions, and terms independent
from a partial derivative ofχχχ with respect to the design variable b, forming the augmented
sensitivity.

Thus, the resulting system of adjoint equations is

Rpa = ∇ ⋅ ua + ∂JΩ
∂p = 0 ( A.27 )

Rua = −∇ ⋅ (uua) − (∇ua)u + ∇pa − ∇ ⋅ (2νϵϵϵ (ua)) + αua − T∇Ta ( A.28 )

+ 1
cp

∇Ta2νϵϵϵ (u) − C∇Ca + ∂JΩ
∂u = 0

RTa = −∇ ⋅ (uTa) − ∇ (DT∇Ta) + ∂JΩ
∂T = 0 ( A.29 )

RCa = −∇ ⋅ (uCa) − ∇ (DC∇Ca) + ∂JΩ
∂C = 0 ( A.30 )

together with the adjoint boundary conditions

∫
Γ

(n ⋅ ua + ∂JΓ
∂p ) ∂p

∂b = 0 ( A.31 )

∫
Γ
(n ⋅ (u ⋅ ua) + ua (u ⋅ n) − pan − n ⋅ (2νϵϵϵ (ua)) + TaTn + CaCn ( A.32 )

− 1
cp

2Tan ⋅ (2νϵϵϵ (u)) + ∂JΓ
∂u )∂u

∂b + ∫
Γ
ua ⋅ (2νϵϵϵ (∂u

∂b) ⋅ n) = 0

∫
Γ

(n ⋅ uTa + DTn ⋅ ∇Ta + ∂JΓ
∂T ) ∂T

∂b − ∫
Γ
n ⋅ (TaDT∇∂T

∂b) = 0 ( A.33 )

∫
Γ

(n ⋅ uCa + DCn ⋅ ∇Ca + ∂JΓ
∂C ) ∂C

∂b − ∫
Γ
n ⋅ (CaDC∇∂C

∂b) = 0 ( A.34 )
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A.2 Source Code Checking Geometric Constraints

A.2.1 initDataStructure.H

I n f o << "Precomputations for geometric constraints algorithm" << end l ;

/* −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− */
s c a l a r yNeigh , zNeigh , x C e l l , y C e l l , z C e l l ;
s c a l a r yNeighNeigh , zNe ighNeigh , r ad i u s , d i s t an ce , i n i t ;
l a b e l n1 , n2 , n3 , n4 , n5 , n6 ;

/ / l i s t f o r a l l ne i ghbour s o f a l l c e l l s
Dynam i c L i s t < L i s t < l a b e l >> ne ighbour ( mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < l a b e l >> a l l N e i g h b o u r s ( mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < s c a l a r >> B_xRow (mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < s c a l a r >> B_yRow (mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < s c a l a r >> B_zRow (mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < l a b e l >> M_1 ( mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < l a b e l >> M_2 ( mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < l a b e l >> M_3 ( mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < l a b e l >> M_4 ( mesh . n C e l l s ( ) ) ;
Dynam i c L i s t < L i s t < l a b e l >> sameLayer ( mesh . n C e l l s ( ) ) ;

cons t s c a l a r F i e l d& V c e l l = mesh . V ( ) ;
Dynam i c L i s t < L i s t < s c a l a r >> we i gh t s ( mesh . n C e l l s ( ) ) ;

f o r A l l ( a lpha , c e l l i )
{

/* −−−−−−−− determine ne i ghbour s and we i gh t s o f c e l l i −−−−−−−− */
Dynami c L i s t < l a b e l > N_ i_sameLayer ;
Dynam i c L i s t < l a b e l > N_ i _ l owe r Laye r ;
Dynam i c L i s t < l a b e l > N_ i_upper Laye r ;
Dynam i c L i s t < s c a l a r > w_i_sameLayer ;
Dynam i c L i s t < s c a l a r > w_ i_ l ower Laye r ;
Dynam i c L i s t < s c a l a r > w_ i_upperLayer ;
x C e l l = mesh . C ( ) [ c e l l i ] . x ( ) ;
y C e l l = mesh . C ( ) [ c e l l i ] . y ( ) ;
z C e l l = mesh . C ( ) [ c e l l i ] . z ( ) ;

/ / f i l t e r r a d i u s ”R”
r a d i u s = 0 . 2 * Foam : : s q r t ( Foam : : s q r t ( V c e l l [ c e l l i ] ) ) ;

/ / f i n d po i n t s co r r e spond i ng to c e l l i
cons t l a b e l L i s t & c e l l P o i n t s = mesh . c e l l P o i n t s ( ) [ c e l l i ] ;
f o r A l l ( c e l l P o i n t s , p o i n t i )
{

/ / i d e n t i f y a l l c e l l s t h a t use t h i s po i n t
cons t l a b e l L i s t & p o i n t C e l l s = mesh . p o i n t C e l l s ( ) [ c e l l P o i n t s [ p o i n t i ] ] ;
f o r A l l ( p o i n t C e l l s , p o i n t C e l l i )
{

/ / check f o r each c e l l u s i n g t h i s po i n t i f . . .
/ / ( a ) . . . i t i s not a l r e a d y i n our l i s t o f ne i ghbour s o f c e l l i
/ / ( b ) . . . t h i s c e l l i s not c e l l i i t s e l f
/ / ( c ) . . . c e l l i s i n same l a y e r as c e l l i
i f (

( f i n d I n d e x ( N_i_sameLayer , p o i n t C e l l s [ p o i n t C e l l i ] ) == −1)
&& ( p o i n t C e l l s [ p o i n t C e l l i ] ! = c e l l i )
&& (mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) > ( x C e l l − SMALL ) )
&& (mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) < ( x C e l l + SMALL ) )
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)
{

N_ i_sameLayer . append ( p o i n t C e l l s [ p o i n t C e l l i ] ) ;
d i s t a n c e = Foam : : s q r t

(
sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) − x C e l l )

+ sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . y ( ) − y C e l l )
+ sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . z ( ) − z C e l l )
) ;

w_i_sameLayer . append ( r ad i u s − d i s t a n c e ) ;
}

/ / check f o r each c e l l u s i n g t h i s po i n t i f . . .
/ / ( a ) . . . i t i s not a l r e a d y i n our l i s t o f ne i ghbour s o f c e l l i
/ / ( b ) . . . t h i s c e l l i s not c e l l i i t s e l f
/ / ( c ) . . . c e l l i s i n the l a y e r below c e l l i
i f (

( f i n d I n d e x ( N_ i_ lowerLaye r , p o i n t C e l l s [ p o i n t C e l l i ] ) == −1)
&& ( p o i n t C e l l s [ p o i n t C e l l i ] ! = c e l l i )
&& (mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) < ( x C e l l − SMALL ) )
)
{

N_ i _ l owe r Laye r . append ( p o i n t C e l l s [ p o i n t C e l l i ] ) ;
d i s t a n c e = Foam : : s q r t

(
sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) − x C e l l )

+ sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . y ( ) − y C e l l )
+ sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . z ( ) − z C e l l )
) ;

w_ i_ l ower Laye r . append ( r ad i u s − d i s t a n c e ) ;
}

/ / check f o r each c e l l u s i n g t h i s po i n t i f . . .
/ / ( a ) . . . i t i s not a l r e a d y i n our l i s t o f ne i ghbour s o f c e l l i
/ / ( b ) . . . t h i s c e l l i s not c e l l i i t s e l f
/ / ( c ) . . . c e l l i s i n the l a y e r above c e l l i
i f (

( f i n d I n d e x ( N_ i_upperLayer , p o i n t C e l l s [ p o i n t C e l l i ] ) == −1)
&& ( p o i n t C e l l s [ p o i n t C e l l i ] ! = c e l l i )
&& (mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) > ( x C e l l + SMALL ) )
)
{

N_ i_upper Laye r . append ( p o i n t C e l l s [ p o i n t C e l l i ] ) ;
d i s t a n c e = Foam : : s q r t

(
sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . x ( ) − x C e l l )

+ sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . y ( ) − y C e l l )
+ sq r ( mesh . C ( ) [ p o i n t C e l l s [ p o i n t C e l l i ] ] . z ( ) − z C e l l )
) ;

w_ i_upperLayer . append ( r ad i u s − d i s t a n c e ) ;
}

}

}

/ / NOTE : we now have to remain i n the order de f i ned by sameLayer and lowe r Laye r
/ / f i r s t c e l l i n ne ighbour i s i
ne i ghbour [ c e l l i ] . append ( c e l l i ) ;
ne i ghbour [ c e l l i ] . append ( N_ i_sameLayer ) ;
ne i ghbour [ c e l l i ] . append ( N_ i _ l owe r Laye r ) ;
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a l l N e i g h b o u r s [ c e l l i ] . append ( c e l l i ) ;
a l l N e i g h b o u r s [ c e l l i ] . append ( N_ i_sameLayer ) ;
a l l N e i g h b o u r s [ c e l l i ] . append ( N_ i _ l owe r Laye r ) ;
a l l N e i g h b o u r s [ c e l l i ] . append ( N_ i_upperLaye r ) ;
we i gh t s [ c e l l i ] . append ( 0 . 0 ) ;
we i gh t s [ c e l l i ] . append ( w_i_sameLayer ) ;
we i gh t s [ c e l l i ] . append ( w_ i_ l ower Laye r ) ;
we i gh t s [ c e l l i ] . append ( w_ i_upperLayer ) ;

/ / need t h i s f o r P a r t I I o f m i n L eng t hCon s t r a i n t p recomputa t ions
sameLayer [ c e l l i ] . append ( N_ i_sameLayer ) ;

/* −−−− Assembly o f B_ i f o r ( in − p lane ) non− c a r t e s i a n mesh −−−− */

/ / a s s i g n B_xRow
/ / n1 = number o f c e l l s t h a t ge t + L abe l ( add 1 to i n c l u d e c e l l i )
n1 = N_i_sameLayer . s i z e ( ) + 1 ;
i n i t = 1 . 0 / n1 ;
L i s t < s c a l a r > B_xRow_sameLayer ( n1 , i n i t ) ;
B_xRow [ c e l l i ] . append ( B_xRow_sameLayer ) ;
/ / n2 = number o f c e l l s t h a t ge t − L abe l
n2 = N_ i _ l owe r Laye r . s i z e ( ) ;
i f ( n2 > 0 )
{

i n i t = −1 .0/ n2 ;
L i s t < s c a l a r > B_xRow_lowerLayer ( n2 , i n i t ) ;
B_xRow [ c e l l i ] . append ( B_xRow_lowerLayer ) ;

}

/ / a s s i g n B_yRow , B_zRow
n3 =0 , n4 =0 , n5 =0 , n6 =0 ;
i n i t = 0 . 0 ;
L i s t < s c a l a r > B_yRow_sameLayer ( n1 −1 , i n i t ) ;
L i s t < s c a l a r > B_yRow_lowerLayer ( n2 , i n i t ) ;
L i s t < s c a l a r > B_zRow_sameLayer ( n1 −1 , i n i t ) ;
L i s t < s c a l a r > B_zRow_lowerLayer ( n2 , i n i t ) ;
f o r A l l ( N_i_sameLayer , n e i g h i )
{

yNe igh = mesh . C ( ) [ N_ i_sameLayer [ n e i g h i ] ] . y ( ) ;
zNe igh = mesh . C ( ) [ N_ i_sameLayer [ n e i g h i ] ] . z ( ) ;

i f ( yNe igh > ( y C e l l + SMALL ) )
{

n3 ++ ;
B_yRow_sameLayer [ n e i g h i ] = 1 . 0 ;

}
i f ( yNe igh < ( y C e l l − SMALL ) )
{

n4 ++ ;
B_yRow_sameLayer [ n e i g h i ] = −1 . 0 ;

}
i f ( zNe igh > ( z C e l l + SMALL ) )
{

n5 ++ ;
B_zRow_sameLayer [ n e i g h i ] = 1 . 0 ;

}
i f ( zNe igh < ( z C e l l − SMALL ) )
{

n6 ++ ;
B_zRow_sameLayer [ n e i g h i ] = −1 . 0 ;
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}

/ / p recomputa t ions f o r m i n L eng t hCon s t r a i n t PART I
cons t l a b e l L i s t & f a c eNe i gh s = mesh . c e l l C e l l s ( ) [ c e l l i ] ;
cons t l a b e l L i s t & ne i ghFaceNe i gh s

= mesh . c e l l C e l l s ( ) [ N_ i_sameLayer [ n e i g h i ] ] ;
i f ( ( yNe igh > ( y C e l l − SMALL ) ) && ( zNe igh < ( z C e l l + SMALL ) ) )
{

i f ( f i n d I n d e x (M_1 [ c e l l i ] , N_ i_sameLayer [ n e i g h i ] ) == −1)
{

M_1 [ c e l l i ] . append ( N_ i_sameLayer [ n e i g h i ] ) ;
}
f o r A l l ( f a ceNe i ghs , f a c eNe i g h i )
{

/ / i f the c e l l i s i n f a c eNe i gh s l i s t o f both c e l l i and n e i g h i
/ / AND the c e l l has not been added to M yet
i f
(
( f i n d I n d e x ( ne i ghFaceNe ighs , f a c eNe i gh s [ f a c eNe i g h i ] ) ! = −1)
&& ( f i n d I n d e x (M_1 [ c e l l i ] , f a c eNe i gh s [ f a c eNe i g h i ] ) == −1)
)
{

M_1 [ c e l l i ] . append ( f a c eNe i gh s [ f a c eNe i g h i ] ) ;
}

}
}
i f ( ( yNe igh < ( y C e l l + SMALL ) ) && ( zNe igh < ( z C e l l + SMALL ) ) )
{

i f ( f i n d I n d e x (M_2 [ c e l l i ] , N_ i_sameLayer [ n e i g h i ] ) == −1)
{

M_2 [ c e l l i ] . append ( N_ i_sameLayer [ n e i g h i ] ) ;
}
f o r A l l ( f a ceNe i ghs , f a c eNe i g h i )
{

/ / i f the c e l l i s i n f a c eNe i gh s l i s t o f both c e l l i and n e i g h i
/ / AND the c e l l has not been added to M yet
i f
(
( f i n d I n d e x ( ne i ghFaceNe ighs , f a c eNe i gh s [ f a c eNe i g h i ] ) ! = −1)
&& ( f i n d I n d e x (M_2 [ c e l l i ] , f a c eNe i gh s [ f a c eNe i g h i ] ) == −1)
)
{

M_2 [ c e l l i ] . append ( f a c eNe i gh s [ f a c eNe i g h i ] ) ;
}

}
}
i f ( ( yNe igh < ( y C e l l + SMALL ) ) && ( zNe igh > ( z C e l l − SMALL ) ) )
{

i f ( f i n d I n d e x (M_3 [ c e l l i ] , N_ i_sameLayer [ n e i g h i ] ) == −1)
{

M_3 [ c e l l i ] . append ( N_ i_sameLayer [ n e i g h i ] ) ;
}
f o r A l l ( f a ceNe i ghs , f a c eNe i g h i )
{

/ / i f the c e l l i s i n f a c eNe i gh s l i s t o f both c e l l i and n e i g h i
/ / AND the c e l l has not been added to M yet
i f
(
( f i n d I n d e x ( ne i ghFaceNe ighs , f a c eNe i gh s [ f a c eNe i g h i ] ) ! = −1)
&& ( f i n d I n d e x (M_3 [ c e l l i ] , f a c eNe i gh s [ f a c eNe i g h i ] ) == −1)



132 A Appendix

)
{

M_3 [ c e l l i ] . append ( f a c eNe i gh s [ f a c eNe i g h i ] ) ;
}

}
}
i f ( ( yNe igh > ( y C e l l − SMALL ) ) && ( zNe igh > ( z C e l l − SMALL ) ) )
{

i f ( f i n d I n d e x (M_4 [ c e l l i ] , N_ i_sameLayer [ n e i g h i ] ) == −1)
{

M_4 [ c e l l i ] . append ( N_ i_sameLayer [ n e i g h i ] ) ;
}
f o r A l l ( f a ceNe i ghs , f a c eNe i g h i )
{

/ / i f c e l l i s i n f a c eNe i gh s l i s t o f both c e l l i and n e i g h i
/ / AND the c e l l has not been added to M yet
i f
(
( f i n d I n d e x ( ne i ghFaceNe ighs , f a c eNe i gh s [ f a c eNe i g h i ] ) ! = −1)
&& ( f i n d I n d e x (M_4 [ c e l l i ] , f a c eNe i gh s [ f a c eNe i g h i ] ) == −1)
)
{

M_4 [ c e l l i ] . append ( f a c eNe i gh s [ f a c eNe i g h i ] ) ;
}

}
}

}

f o r A l l ( N_ i_ lowerLaye r , n e i g h i )
{

yNe igh = mesh . C ( ) [ N_ i _ l owe r Laye r [ n e i g h i ] ] . y ( ) ;
zNe igh = mesh . C ( ) [ N_ i _ l owe r Laye r [ n e i g h i ] ] . z ( ) ;

i f ( yNe igh > ( y C e l l + SMALL ) )
{

n3 ++ ;
B_yRow_lowerLayer [ n e i g h i ] = 1 . 0 ;

}
i f ( yNe igh < ( y C e l l − SMALL ) )
{

n4 ++ ;
B_yRow_lowerLayer [ n e i g h i ] = −1 . 0 ;

}
i f ( zNe igh > ( z C e l l + SMALL ) )
{

n5 ++ ;
B_zRow_lowerLayer [ n e i g h i ] = 1 . 0 ;

}
i f ( zNe igh < ( z C e l l − SMALL ) )
{

n6 ++ ;
B_zRow_lowerLayer [ n e i g h i ] = −1 . 0 ;

}
}

/ / eve ry c e l l found f o r n3 ge t s a s s i g n ed +0 . 5 / n3 f o r B_yRow ,
/ / and eve ry c e l l found f o r n4 ge t s a s s i g n ed −0 .5/ n4 f o r B_yRow
/ / eve ry c e l l found f o r n5 ge t s a s s i g n ed +0 . 5 / n5 f o r B_zRow ,
/ / and eve ry c e l l found f o r n6 ge t s a s s i g n ed −0 .5/ n6 f o r B_zRow
B_yRow [ c e l l i ] . append ( B_yRow_sameLayer ) ;
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B_yRow [ c e l l i ] . append ( B_yRow_lowerLayer ) ;
f o r A l l ( B_yRow [ c e l l i ] , n e i g h i )
{

i f ( B_yRow [ c e l l i ] [ n e i g h i ] > 0 )
{

B_yRow [ c e l l i ] [ n e i g h i ] *= 0 . 5 / n3 ;
}
i f ( B_yRow [ c e l l i ] [ n e i g h i ] < 0 )
{

B_yRow [ c e l l i ] [ n e i g h i ] *= 0 . 5 / n4 ;
}

}
B_zRow [ c e l l i ] . append ( B_zRow_sameLayer ) ;
B_zRow [ c e l l i ] . append ( B_zRow_lowerLayer ) ;
f o r A l l ( B_zRow [ c e l l i ] , n e i g h i )
{

i f ( B_zRow [ c e l l i ] [ n e i g h i ] > 0 )
{

B_zRow [ c e l l i ] [ n e i g h i ] *= 0 . 5 / n5 ;
}
i f ( B_zRow [ c e l l i ] [ n e i g h i ] < 0 )
{

B_zRow [ c e l l i ] [ n e i g h i ] *= 0 . 5 / n6 ;
}

}

}

/ / p recomputa t ions f o r m i n L eng t hCon s t r a i n t PART I I ;
/ / a l r e a d y found f i r s t − l e v e l ne i gh s i n loop above ,
/ / now we need to append wi th second − l e v e l ne i ghbour s here
/ / ( can ’ t do i t e a r l i e r because t h i s r e q u i r e s a l l ne i ghbour s )
l a b e l cu r ren tNe i gh , cu r r en tNe i ghNe i gh ;
f o r A l l ( a lpha , c e l l i )
{

y C e l l = mesh . C ( ) [ c e l l i ] . y ( ) ;
z C e l l = mesh . C ( ) [ c e l l i ] . z ( ) ;
Dynam i c L i s t < l a b e l > tmp1 , tmp2 , tmp3 , tmp4 ;
f o r A l l (M_1 [ c e l l i ] , n e i g h i )
{

c u r r en tNe i gh = M_1 [ c e l l i ] [ n e i g h i ] ;
yNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . y ( ) ;
zNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . z ( ) ;
/ / these are f i r s t degree ne ighbours , now f i n d t h e i r ne i ghbour s
/ / and put them i n some tmp− s t r u c t u r e to append to M_1 l a t e r
f o r A l l ( sameLayer [ c u r r en tNe i gh ] , n e i g hNe i g h i )
{

c u r r en tNe i ghNe i gh = sameLayer [ c u r r en tNe i gh ] [ n e i g hNe i g h i ] ;
yNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . y ( ) ;
zNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . z ( ) ;
/ / c r i t e r i a 2 , 3 and 4 remove c e l l i and any d u p l i c a t e s
i f ( ( ( yNe ighNe igh > ( yNeigh −SMALL ) ) && ( zNe ighNe igh < ( zNe igh +SMALL ) ) )

&& ( cu r r en tNe i ghNe i gh != c e l l i )
&& ( f i n d I n d e x ( tmp1 , cu r r en tNe i ghNe i gh ) == −1)
&& ( f i n d I n d e x (M_1 [ c e l l i ] , c u r r en tNe i ghNe i gh ) == −1 ) )

{
tmp1 . append ( cu r r en tNe i ghNe i gh ) ;

}
}
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}
M_1 [ c e l l i ] . append ( tmp1 ) ;

f o r A l l (M_2 [ c e l l i ] , n e i g h i )
{

c u r r en tNe i gh = M_2 [ c e l l i ] [ n e i g h i ] ;
yNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . y ( ) ;
zNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . z ( ) ;
/ / these are f i r s t degree ne ighbours , now f i n d t h e i r ne i ghbour s
/ / and put them i n some tmp− s t r u c t u r e to append to M_2 l a t e r
f o r A l l ( sameLayer [ c u r r en tNe i gh ] , n e i g hNe i g h i )
{

c u r r en tNe i ghNe i gh = sameLayer [ c u r r en tNe i gh ] [ n e i g hNe i g h i ] ;
yNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . y ( ) ;
zNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . z ( ) ;
/ / c r i t e r i a 2 , 3 and 4 remove c e l l i and any d u p l i c a t e s
i f ( ( ( yNe ighNe igh < ( yNeigh +SMALL ) ) && ( zNe ighNe igh < ( zNe igh +SMALL ) ) )

&& ( cu r r en tNe i ghNe i gh != c e l l i )
&& ( f i n d I n d e x ( tmp2 , cu r r en tNe i ghNe i gh ) == −1)
&& ( f i n d I n d e x (M_2 [ c e l l i ] , c u r r en tNe i ghNe i gh ) == −1 ) )

{
tmp2 . append ( cu r r en tNe i ghNe i gh ) ;

}
}

}
M_2 [ c e l l i ] . append ( tmp2 ) ;

f o r A l l (M_3 [ c e l l i ] , n e i g h i )
{

c u r r en tNe i gh = M_3 [ c e l l i ] [ n e i g h i ] ;
yNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . y ( ) ;
zNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . z ( ) ;
/ / these are f i r s t degree ne ighbours , now f i n d t h e i r ne i ghbour s
/ / and put them i n some tmp− s t r u c t u r e to append to M_3 l a t e r
f o r A l l ( sameLayer [ c u r r en tNe i gh ] , n e i g hNe i g h i )
{

c u r r en tNe i ghNe i gh = sameLayer [ c u r r en tNe i gh ] [ n e i g hNe i g h i ] ;
yNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . y ( ) ;
zNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . z ( ) ;
/ / c r i t e r i a 2 , 3 and 4 remove c e l l i and any d u p l i c a t e s
i f ( ( ( yNe ighNe igh < ( yNeigh +SMALL ) ) && ( zNe ighNe igh > ( zNeigh −SMALL ) ) )

&& ( cu r r en tNe i ghNe i gh != c e l l i )
&& ( f i n d I n d e x ( tmp3 , cu r r en tNe i ghNe i gh ) == −1)
&& ( f i n d I n d e x (M_3 [ c e l l i ] , c u r r en tNe i ghNe i gh ) == −1 ) )

{
tmp3 . append ( cu r r en tNe i ghNe i gh ) ;

}
}

}
M_3 [ c e l l i ] . append ( tmp3 ) ;

f o r A l l (M_4 [ c e l l i ] , n e i g h i )
{

c u r r en tNe i gh = M_4 [ c e l l i ] [ n e i g h i ] ;
yNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . y ( ) ;
zNe igh = mesh . C ( ) [ c u r r en tNe i gh ] . z ( ) ;
/ / these are f i r s t degree ne ighbours , now f i n d t h e i r ne i ghbour s
/ / and put them i n some tmp− s t r u c t u r e to append to M_4 l a t e r
f o r A l l ( sameLayer [ c u r r en tNe i gh ] , n e i g hNe i g h i )
{
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cu r r en tNe i ghNe i gh = sameLayer [ c u r r en tNe i gh ] [ n e i g hNe i g h i ] ;
yNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . y ( ) ;
zNe ighNe igh = mesh . C ( ) [ c u r r en tNe i ghNe i gh ] . z ( ) ;
/ / c r i t e r i a 2 , 3 and 4 remove c e l l i and any d u p l i c a t e s
i f ( ( ( yNe ighNe igh > ( yNeigh −SMALL ) ) && ( zNe ighNe igh > ( zNeigh −SMALL ) ) )

&& ( cu r r en tNe i ghNe i gh != c e l l i )
&& ( f i n d I n d e x ( tmp4 , cu r r en tNe i ghNe i gh ) == −1)
&& ( f i n d I n d e x (M_4 [ c e l l i ] , c u r r en tNe i ghNe i gh ) == −1 ) )

{
tmp4 . append ( cu r r en tNe i ghNe i gh ) ;

}
}

}
M_4 [ c e l l i ] . append ( tmp4 ) ;

}
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A.2.2 optimiseGeometry.H

I n f o << "Running geometric constraints algorithm" << end l ;

/* −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− */
/* Use the l i n e a r d e n s i t y f i l t e r and de s i gn v a r i a b l e s to ge t the
i n t e rmed i a t e d e n s i t i e s ( Equa t i on 5 . 1 ) */

s c a l a r sum_numerator = 0 . 0 , sum_denominator = 0 . 0 , rho_m ;
l a b e l c e l lm ;

f o r A l l ( rho_im , c e l l i )
{

f o r A l l ( a l l N e i g h b o u r s [ c e l l i ] , m)
{

c e l lm = a l l N e i g h b o u r s [ c e l l i ] [m] ;
/ / a lpha i s s c a l e d to [ 0 , 1 ]
rho_m = a lpha [ c e l lm ] / alphaMax . v a l ue ( ) ;
sum_numerator += we i gh t s [ c e l l i ] [m] * V c e l l [ c e l lm ] * rho_m ;
sum_denominator += we i gh t s [ c e l l i ] [m] * V c e l l [ c e l lm ] ;

}

rho_im [ c e l l i ] = max ( min ( sum_numerator / sum_denominator , 1 . 0 ) , 0 . 0 ) ;
sum_numerator = 0 . 0 , sum_denominator = 0 . 0 ;

}

/* −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− */
/* Use the non l i n e a r d e n s i t y f i l t e r and i n t e rmed i a t e d e n s i t i e s to ge t
the p h y s i c a l d e n s i t i e s ( Equa t i on 5 . 2 ) */

/ / e ta : t h r e s ho l d parameter
s c a l a r e ta = 0 . 2 ;
/ / beta i n d i c a t e s how a g g r e s s i v e the f i l t e r i s
s c a l a r beta = 0 . 2 ;

f o r A l l ( r h o_ph y s i c a l , c e l l i )
{

/ / NOTE [ ZC20 ] i n s t r u c t s to i n c l u d e 0 and 1 as bounda r i e s f o r rho_im ,
/ / but I found t h i s l e a d s to l o c a l e r r o r s , t h i s one i s more robu s t
i f ( rho_im [ c e l l i ] <= e ta )
{

r h o _ p h y s i c a l [ c e l l i ] =
(

e ta *
(

Foam : : exp ( − beta * (1 − ( rho_im [ c e l l i ] / e ta ) ) )
− ( 1 − ( rho_im [ c e l l i ] / e ta ) ) * Foam : : exp ( − beta )

)
) ;

}
e l s e
{

r h o _ p h y s i c a l [ c e l l i ] =
(

(1 − e ta ) *
(

1 − Foam : : exp ( − beta * ( rho_im [ c e l l i ] − e ta ) / (1 − eta ) )
+ ( ( rho_im [ c e l l i ] − e ta ) * Foam : : exp ( − beta ) / (1 − eta ) )

) + e ta
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) ;
}

}

/* −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− */
/* C a l c u l a t e geomet r i c c o n s t r a i n t s u s i n g r h o _ p h y s i c a l */

/ / Overhang ang l e c o n s t r a i n t ( Equa t i on 5 . 1 0 )

s c a l a r F i e l d x i _ a ( mesh . n C e l l s ( ) , 0 . 0 ) ;
s c a l a r F i e l d x i _ b ( mesh . n C e l l s ( ) , 0 . 0 ) ;
s c a l a r F i e l d x i _ c ( mesh . n C e l l s ( ) , 0 . 0 ) ;
s c a l a r F i e l d cosAng le ( mesh . n C e l l s ( ) ) ;
s c a l a r c o s _ b e t a C r i t = Foam : : cos ( 0 . 7 8 ) ; / / 45 degrees
l a b e l ne i gh ;

f o r A l l ( a lpha , c e l l i )
{

x C e l l = mesh . C ( ) [ c e l l i ] . x ( ) ;
y C e l l = mesh . C ( ) [ c e l l i ] . y ( ) ;
z C e l l = mesh . C ( ) [ c e l l i ] . z ( ) ;
f o r A l l ( ne i ghbour [ c e l l i ] , n e i g h i )
{

ne i gh = ne ighbour [ c e l l i ] [ n e i g h i ] ;
x i _ a [ c e l l i ] += B_xRow [ c e l l i ] [ n e i g h i ] * r h o _ p h y s i c a l [ ne i gh ] ;
x i _ b [ c e l l i ] += B_yRow [ c e l l i ] [ n e i g h i ] * r h o _ p h y s i c a l [ ne i gh ] ;
x i _ c [ c e l l i ] += B_zRow [ c e l l i ] [ n e i g h i ] * r h o _ p h y s i c a l [ ne i gh ] ;

}
/ / compute cosAng le ( a lpha i n l i t e r a t u r e ) = c / s q r t ( a ² + b² + c ² )
co sAng le [ c e l l i ] =
(

x i _ a [ c e l l i ] / / we use x i _ a here because we ex t rude i n x − d i r e c t i o n
/ ( Foam : : s q r t ( s q r ( x i _ a [ c e l l i ] ) + sq r ( x i _ b [ c e l l i ] ) + sq r ( x i _ c [ c e l l i ] ) ) + SMALL )

) ;

/ / o v e r h a n g C r i t e r i o n < 0 : these are the c e l l s t h a t a re okay to be added
/ / ( based on the c u r r e n t s t r u c t u r e )
o v e r h a n g C r i t e r i o n [ c e l l i ] =
(

( co sAng le [ c e l l i ] − c o s _ b e t a C r i t )
* Foam : : s q r t ( s q r ( x i _ a [ c e l l i ] ) + sq r ( x i _ b [ c e l l i ] ) + sq r ( x i _ c [ c e l l i ] ) )

) ;
}

/ / H o r i z o n t a l minimum l eng t h and c o n n e c t i v i t y c o n s t r a i n t ( Equa t i on 5 . 2 0 )

s c a l a r F i e l d rho_phase = r h o _ p h y s i c a l ;
L i s t < s c a l a r > horLength ( 4 , 0 . 0 ) ;
s c a l a r horLength_1 , horLength_2 , horLength_3 , horLength_4 ;

f o r A l l ( a lpha , c e l l i )
{

horLength_1 = 0 , horLength_2 = 0 , horLength_3 = 0 , horLength_4 = 0 ;

/ / ( Equa t i on 5 . 1 9 )
i f ( r h o _ p h y s i c a l [ c e l l i ] <= 0 . 5 )
{

rho_phase [ c e l l i ] = 1 − r h o _ p h y s i c a l [ c e l l i ] ;
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}

f o r A l l (M_1 [ c e l l i ] , i )
{

horLength_1 += (1 − rho_phase [M_1 [ c e l l i ] [ i ] ] ) ;
}
/ / M_1 [ c e l l i ] . s i z e ( ) i s NOT a lways >= 1! ( boundary r e g i on )
horLeng th [ 0 ] = rho_phase [ c e l l i ] − ( horLength_1 /max ( 1 ,M_1 [ c e l l i ] . s i z e ( ) ) ) ;

f o r A l l (M_2 [ c e l l i ] , i )
{

horLength_2 += (1 − rho_phase [M_2 [ c e l l i ] [ i ] ] ) ;
}
/ / M_2 [ c e l l i ] . s i z e ( ) i s NOT a lways >= 1! ( boundary r e g i on )
horLeng th [ 1 ] = rho_phase [ c e l l i ] − ( horLength_2 /max ( 1 ,M_2 [ c e l l i ] . s i z e ( ) ) ) ;

f o r A l l (M_3 [ c e l l i ] , i )
{

horLength_3 += (1 − rho_phase [M_3 [ c e l l i ] [ i ] ] ) ;
}
/ / M_3 [ c e l l i ] . s i z e ( ) i s NOT a lways >= 1! ( boundary r e g i on )
horLeng th [ 2 ] = rho_phase [ c e l l i ] − ( horLength_3 /max ( 1 ,M_3 [ c e l l i ] . s i z e ( ) ) ) ;

f o r A l l (M_4 [ c e l l i ] , i )
{

horLength_4 += (1 − rho_phase [M_4 [ c e l l i ] [ i ] ] ) ;
}
/ / M_4 [ c e l l i ] . s i z e ( ) i s NOT a lways >= 1! ( boundary r e g i on )
horLeng th [ 3 ] = rho_phase [ c e l l i ] − ( horLength_4 /max ( 1 ,M_4 [ c e l l i ] . s i z e ( ) ) ) ;

/ / m i n L e n g t h C r i t e r i o n shou ld be sma l l e r than 0 f o r a t l e a s t one k !
m i n L e n g t h C r i t e r i o n [ c e l l i ] = min ( horLeng th ) ;

}

/* −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− */
/* Update de s i gn v a r i a b l e s */

o p t im i z a t i o n P r o p e r t i e s . lookup ( "lambdaU" ) >> lambdaU ;
o p t im i z a t i o n P r o p e r t i e s . lookup ( "lambdaT" ) >> lambdaT ;
o p t im i z a t i o n P r o p e r t i e s . lookup ( "lambdaC" ) >> lambdaC ;
/ / compute i n d i v i d u a l s e n s i t i v i t i e s
v o l S c a l a r F i e l d sensU = Ua & U ;
v o l S c a l a r F i e l d sensT = Ta * ( T − average ( T ) ) ;
v o l S c a l a r F i e l d sensC = Conca * ( Conc − average ( Conc ) ) ;

/ / proposed de s i gn v a r i a b l e update
a l p h a D i f f =
(

mesh . f i e l d R e l a x a t i o n F a c t o r ( "alpha" )
* (

min
(

max
(

a lpha + lambdaU* sensU + lambdaT*wT* sensT + lambdaC*wC* sensC
, ze roA lpha

)
, alphaMax

)
− a lpha
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)
) ;

/ / a u t oma t i c a l l y r e j e c t a l l changes f o r s c a f f o l d s t r u c t u r e
f o r A l l ( a lpha , i )
{

i f ( a l p h a F i x e d [ i ] == 1 )
{

a lpha [ i ] = alphaMax . v a l ue ( ) ;
a l p h a D i f f [ i ] = 0 ;

}
}

l a b e l p roposedAddedCe l l s = 0 ;
l a b e l proposedRemovedCe l l s = 0 ;
l a b e l con f i rmedAddedCe l l s = 0 ;
l a b e l con f i rmedRemovedCe l l s = 0 ;
l a b e l s i z e S o l i d = 0 ;

f o r A l l ( a lpha , i )
{

i f ( a l p h a D i f f [ i ] > 0 )
{

p roposedAddedCe l l s ++ ;
}
i f ( a l p h a D i f f [ i ] < 0 )
{

proposedRemovedCe l l s ++ ;
}
i f ( a l pha [ i ] > ( 0 . 5 * alphaMax . v a l ue ( ) ) )
{

s i z e S o l i d ++ ;
}

}
I n fo << "Number of solid cells before update: " << s i z e S o l i d << end l ;

z e r o C e l l s ( a lpha , i n l e t C e l l s ) ;
/ / z e r o C e l l s ( a lpha , o u t l e t C e l l s ) ;

/ / Use geomet r i c c o n s t r a i n t s to con f i rm or deny the proposed changes
f o r A l l ( a lpha , i )
{

i f ( a l p h a F i x e d [ i ] == 1 )
{

a lpha [ i ] = alphaMax . v a l ue ( ) ;
a l p h a D i f f [ i ] = 0 ;
cont inue ;

}

/ / s o l i d c e l l wants to s t a y s o l i d , i t i s okay to b u i l d the re
/ / and i t i s happy the re : con f i rm
/ / f l u i d c e l l wants to become s o l i d , i t i s okay to b u i l d there ,
/ / but i t was a l s o happy as f l u i d : con f i rm f o r now
i f
(

( a l p h a D i f f [ i ] > 0 )
&& ( o v e r h a n g C r i t e r i o n [ i ] < 0 ) && ( m i n L e n g t h C r i t e r i o n [ i ] <= 0 )
)
{

a l pha [ i ] = min ( a lpha [ i ] + 5 * a l p h a D i f f [ i ] , alphaMax . v a l ue ( ) ) ;
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con f i rmedAddedCe l l s ++ ;
cont inue ;

}
/ / f l u i d c e l l wants to become s o l i d , i t i s okay to b u i l d the re
/ / and i t was not happy as a f l u i d anyway : con f i rm
i f
(

( a l p h a D i f f [ i ] > 0 ) && ( a lpha [ i ] < 0 .5* alphaMax . v a l ue ( ) )
&& ( o v e r h a n g C r i t e r i o n [ i ] < 0 ) && ( m i n L e n g t h C r i t e r i o n [ i ] > 0 )
)
{

a l pha [ i ] = min ( a lpha [ i ] + 5 * a l p h a D i f f [ i ] , alphaMax . v a l ue ( ) ) ;
c on f i rmedAddedCe l l s ++ ;
cont inue ;

}
/ / s o l i d c e l l wants to become f l u i d , a l t hough AM r e s t r i c t i o n s
/ / would be f i n e wi th i t s t a y i n g s o l i d : con f i rm f o r now
/ / f l u i d c e l l wants to s t a y f l u i d and AM r e s t r i c t i o n s don ’ t ca re : con f i rm
i f
(

( a l p h a D i f f [ i ] < 0 )
&& ( o v e r h a n g C r i t e r i o n [ i ] < 0 ) && ( m i n L e n g t h C r i t e r i o n [ i ] <= 0 )
)
{

a l pha [ i ] = max ( a lpha [ i ] + 5 * a l p h a D i f f [ i ] , z e roA lpha . v a l ue ( ) ) ;
con f i rmedRemovedCe l l s ++ ;
cont inue ;

}
/ / s o l i d c e l l wants to become f l u i d , overhang was f i n e the re
/ / but i t was not happy i n hor . l e n g t h : con f i rm
i f
(

( a l p h a D i f f [ i ] < 0 ) && ( a lpha [ i ] > 0 .5* alphaMax . v a l ue ( ) )
&& ( o v e r h a n g C r i t e r i o n [ i ] < 0 ) && ( m i n L e n g t h C r i t e r i o n [ i ] > 0 )
)
{

a l pha [ i ] = max ( a lpha [ i ] + 5 * a l p h a D i f f [ i ] , z e roA lpha . v a l ue ( ) ) ;
con f i rmedRemovedCe l l s ++ ;
cont inue ;

}
/ / s o l i d c e l l wants to become f l u i d , overhang was not f i n e anyway :
/ / con f i rm f o r now
/ / f l u i d c e l l wants to s t a y f l u i d and AM r e s t r i c t i o n s are happy
/ / t h i s way : con f i rm
i f
(

( a l p h a D i f f [ i ] < 0 )
&& ( o v e r h a n g C r i t e r i o n [ i ] >= 0 ) && ( m i n L e n g t h C r i t e r i o n [ i ] <= 0 )
)
{

a l pha [ i ] = max ( a lpha [ i ] + 5 * a l p h a D i f f [ i ] , z e roA lpha . v a l ue ( ) ) ;
con f i rmedRemovedCe l l s ++ ;
cont inue ;

}
/ / s o l i d c e l l wants to become f l u i d , overhang was not f i n e the re
/ / and i t was not happy i n hor . l e n g t h : con f i rm
i f
(

( a l p h a D i f f [ i ] < 0 ) && ( a lpha [ i ] > 0 .5* alphaMax . v a l ue ( ) )
&& ( o v e r h a n g C r i t e r i o n [ i ] >= 0 ) && ( m i n L e n g t h C r i t e r i o n [ i ] > 0 )
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)
{

a l pha [ i ] = max ( a lpha [ i ] + 5 * a l p h a D i f f [ i ] , z e roA lpha . v a l ue ( ) ) ;
con f i rmedRemovedCe l l s ++ ;
cont inue ;

}
/ / r e j e c t a l l o the r changes a u t oma t i c a l l y and con t i nue

}

/ / p r i n t f i n a l number o f s o l i d c e l l s a f t e r a p p l i c a t i o n o f c o n s t r a i n t s
s i z e S o l i d = 0 ;
f o r A l l ( a lpha , i )
{

i f ( a l pha [ i ] > ( 0 . 5 * alphaMax . v a l ue ( ) ) )
{

s i z e S o l i d ++ ;
}

}
l a b e l r e j e c t e dAddedCe l l s = p roposedAddedCe l l s − con f i rmedAddedCe l l s ;
l a b e l r e j e c t edRemovedCe l l s = proposedRemovedCe l l s − con f i rmedRemovedCe l l s ;

I n fo << " "
<< proposedAddedCe l l s << " cells want to become solid. It was confirmed for "
<< con f i rmedAddedCe l l s << " cells and rejected for "
<< r e j e c t e dAddedCe l l s << " cells." << end l ;

I n fo << " "
<< proposedRemovedCe l l s << " cells want to become fluid. It was confirmed for "
<< conf i rmedRemovedCe l l s << " cells and rejected for "
<< re j e c t edRemovedCe l l s << " cells." << end l ;

I n f o << "Number of solid cells after update: " << s i z e S o l i d << "\n" << end l ;
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A.3 Additional Evaluations from Use Case ”Static Mixer”
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Figure A.1: Changes to the static mixer geometry after optimisation for minimal pressure drop.
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Figure A.2: Changes to the static mixer geometry after optimisation for maximal thermal mixing.
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Figure A.3: Changes to the static mixer geometry after optimisation for maximal material mixing.
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Geometry “C”
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Figure A.4: Comparison of velocity distribution at the outlet of the mixer for the different
objective functions.
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A.4 Lab Trial Data from Use Case ”Static Mixer”
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Table A.1: Lab trial data for static mixer geometry ”M” at 20 kg/h.
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Table A.2: Lab trial data for static mixer geometry ”M” at 40 kg/h.
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Table A.3: Lab trial data for static mixer geometry ”P” at 20 kg/h.
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Table A.4: Lab trial data for static mixer geometry ”P” at 40 kg/h.
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Table A.5: Lab trial data for static mixer geometry ”T” at 20 kg/h.
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Table A.6: Lab trial data for static mixer geometry ”T” at 40 kg/h.
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