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A B S T R A C T

In industrial thermal processing plants, metal strips are quenched in cooling zones by impingement jets, with 
convection being the dominant heat transfer mechanism. To generate the impingement jets, gas is accelerated 
through a nozzle system and directed onto the material surface, resulting in rapid and uniform cooling. The 
present work involves the experimental investigation of the heat transfer and associated flow of impingement jets 
using PIV on a single slot (W = 5 mm) and a single round nozzle (D = 25 mm). These experimental methods form 
the basis for the evaluation of numerical turbulence models. The turbulence models selected in this work are: 
SST k-ω model, Generalised k-ω (GEKO) model and the Reynolds Stress Model. The investigations are carried out 
at a nozzle exit velocity of u ≈ 51 m/s (ReSlot = 34,490, ReRound = 88.780). Compared to other studies with a 
Reynolds number of below 23,000, the prediction accuracy is less due to the high Reynolds number. The PIV 
measurement shows that the flow velocities are correctly modelled, but the turbulent kinetic energy can only be 
poorly predicted.trampe@iob.rwth-aachen.de

1. Introduction

In continuous strip processing lines and chamber furnaces for the 
heat treatment of steel, aluminium, and copper strips, nozzle systems are 
used to heat or cool the strip using high velocity gas jets. Continuous 
annealing lines have an annual capacity of up to one million tonnes of 
steel strip fed vertically through the furnace. High-quality aluminium 
and copper strips are preferably heat-treated continuously in floating 
strip furnaces. The main advantage of these systems is their horizontal 
design, in which the strip is guided through the furnace without contact 
on the air cushions generated by the nozzles [1,2]. Fig. 1 presents ex
amples of continuous annealing lines for steel strip.

In order to adjust the material properties for the subsequent appli
cation, a heat treatment following a predefined temperature over time 
cycle has to be achieved. Particular attention has to be paid on the 
necessary cooling rates. Depending on the thickness of the metal strips, 
cooling rates of up to 150 K/(s⋅mm) per millimetre of strip thickness s 
must be achieved [4]. With recirculated gas quenching (1000 mbar N2) 
maximum heat transfer coefficients of 100 – 150 W/(m2K) can be 
reached. By adjusting process parameters such as increasing the flow 
velocities, the heat transfer coefficients can approach values up to 

300 – 400 W(/m2K) [5]. This technology can therefore be flexibly 
adapted to the process. The nozzle systems are aimed at the strip in such 
a way that the resulting impingement jet ensures the highest possible 
and most homogeneous heat transfer. The heat transfer between the 
strip and the fluid is dominated by convection. To assess the heat 
transfer behaviour of the impingement jet, a heat transfer coefficient h is 
defined and represented dimensionless by the Nusselt number Nu, Eq.
(1) [6,7]. 

Nu =
h⋅Dh

λ
= f(Re,Pr,Geometry) with h =

q̇’’

TStrip − TFluid
(1) 

The Nusselt number describes the cooling or heating rate of the strip. 
A higher Nusselt number ensures a better heat transfer between the fluid 
and the strip, leading to a faster cooling or heating. A number of factors 
such as nozzle exit velocity u, strip distance H, fluid properties and 
nozzle geometry (round nozzle: diameter D, slot nozzle: nozzle width W) 
affect the heat transfer coefficient of impingement jets. Typically, nozzle 
fields consisting of round or nozzles are used in thermal processing 
plants [8].

Due to the high degree of flexibility in the application of impinge
ment jets, it has already been the subject of several studies. Experimental 
investigations on slot nozzle systems were carried out as early as 1965 
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by Hilgeroth (W = 15 – 50 mm, Re = 4,000 – 30,000) [9], and further 
investigations on the fundamentals of heat transfer from impingement 
jets to slot nozzle systems were done by Martin (W = 10 mm, Re =
3,000 – 90,000) [10]. In the context of heat transfer in industrial furnace 
technology, slot nozzle systems were investigated by Menzler (W =
6 – 25 mm, Re = 5,260 – 65,700) [11]. The focus of his work is the 
identification of geometric and fluidic influences on heat transfer in slot 
nozzle systems.

Numerous tests were carried out on round nozzle systems before the 
turn of the millennium [9,10,12–14]. More recent work has been carried 
out on round nozzle systems by Katti [15], Rao [16], O’Donovan [17]
and Alimohammadi [18]. Due to the large number of investigations, the 
effects of the H/D ratio, the s/D ratio and the different Reynolds numbers 
investigated are well known. A high-resolution method for determining 
the heat transfer of industrial nozzle systems was presented by Trampe 
and Rademacher [19]. In addition to earlier studies, it is possible to 
determine the heat transfer on the strip surface per 1.28 mm2 and to 
analyse nozzle systems with Reynolds numbers Re > 100,000 with the 
same accuracy.

The data collected in these experimental studies provide the basis for 
empirical equations to calculate the Nusselt number, which afterwards 
can be used to design nozzle systems for thermal processing plants [20]. 
However, these equations have the disadvantage that they can only be 
used in a limited Reynolds number range due to the conditions and 
parameter variations during the experiments. The experimental condi
tions are often exceeded due to the large-scale equipment used in ther
mal process technology (Re > 30,000). Another limitation is that the 
most Nusselt number relations only predict an average value, applicable 
integrally to the entire cooling zone. However, for the successful heat 

treatment of metallic strip, accurate knowledge of the local Nusselt 
number is of great importance in order to ensure homogeneous material 
properties throughout the strip.

The detailed design of these systems using numerical modelling plays 
an increasingly important role. This is confirmed by the large number of 
numerical studies that have been carried out, with the high level of 
turbulence posing a particular challenge [21]. A comprehensive sum
mary of the current state of numerical modelling of impact flows can be 
found in Zuckerman [22]. Table 1 summarises numerical investigations 
of impingement jets on single slot nozzles, while Table 2 shows the same 
for single round nozzles. The focus here is on Reynolds Averaged Navier 
Stokes (RANS) based solutions. Direct Numerical Simulations (DNS) is 
out of question due to the high Reynolds numbers and Large Eddy 
Simulation (LES) is too computationally intensive to be a suitable 

Nomenclature

D nozzle diameter [mm]
Dh hydraulic diameter [mm]
ε uncertainty [%]
H strip distance [mm]
h heat transfer coefficient [W/(m2K)]
k turbulent kinetic energy (TKE) [m2/s2]
μ dynamic viscosity [Pa⋅s]
L nozzle length [mm]
λ thermal conductivity [W/(mK)]
ν kinematic viscosity [m2/s]
Nu Nusselt number [-]
PIV particle Image Velocimetry [-]

p pressure [Pa]
ρ fluid density [kg/m3]
q̇ heat flux density [W/m2]
Q̇ heat flux [W]
Re Reynolds number [-]
s spacing, nozzle-to-nozzle distance [mm]
u fluid velocity [m/s]
T temperature [K]
t thickness [mm]
W nozzle width [mm]
Φ heat generation [W/m3]
ω specific turbulence dissipation rate [s− 1]
y wall distance [mm]
y+ dimensionless wall distance [-]

Fig. 1. Examples of continuous annealing lines for steel strip: (a) two annealing furnaces in full view and (b) detailed view of the strip accumulator [3].

Table 1 
Numerical studies on determining the heat transfer for SSN.

Author (Year) H/ 
W

Re Turbulence model

Benmouhoub (2014) 
[23]

8 10,000 – 
25,000

k-ω

Achari (2017) [24] 6 15,000 k-ε
Pawar (2018) [25] 7.5 9,900 k-ε
Kadiyala (2019) [26] 2 100 – 5,000 SST-k-ω
Barata (2023) [27] 4 20,000 k-kl-ω Transition, SST k-ω, 

Transition SST, 
Realizable k-ε, RSM

Menzler (2023) [28] 5 66,000 SST k-ω, Generalised (GEKO) 
k–ω
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method for manufacturers and operators of thermal processing plants.
The investigations listed in Table 1 show that the focus of previous 

investigations on slot nozzles has been predominantly on Reynolds 
numbers < 25,000. An exception is the investigation of a slot nozzle at 
Re = 66,000 by Menzler, which is also characterised by the fact that the 
numerical results themselves have been experimentally validated. All 
other studies were validated using results from other authors. The 
studies [23–26] show good agreement between experimental data and 
numerical results, while Barata [27] and Menzler [28] describe large 
deviations. No further studies have been found on the investigation of 
slot nozzles where the airflow directly hits a steady flat surface. As a 
result, there is still no widely accepted numerical method for predicting 
the heat transfer of single slot nozzles with high accuracy for impinge
ment jets at high Reynolds numbers.

A similar scenario is seen in the numerical analysis of single round 
nozzles. Either very low Reynolds numbers are investigated [18,29] or a 
Reynolds number of Re = 23,000. This Reynolds number is often ana
lysed numerically, as Baughn’s experimental work is always used as a 
basis for validation [30,31]. The most accurate results were obtained 
with the SST k-ω and the lowest with k-ε variants. Yüksedağ [32] went 
one step further and optimised the Generalised (GEKO) k–ω turbulence 
model by adjusting the GEKO parameters for a single round nozzle with 
Re = 23,300, resulting in higher accuracy.

The purpose of this paper is to establish and verify a RANS method 
for accurately predicting the local Nusselt number for a slot and round 
steady impinging jet, using our own experimental measurements for 
validation. The experimental validation is divided into two parts. The 
high-resolution determination of the Nusselt number and the 

visualisation of the flow with Particle Image Velocimetry (PIV). The 
overall aim is to find a turbulence model that predicts the local Nusselt 
number within 5 % of error. This is an ambitious goal in view of the 
extensive work done by other authors, but it can be achieved by modi
fying the most promising turbulence model. To do so, it is necessary to 
analyse the initial flow situation for typical boundary conditions in 
thermal process plants and to consider the advantages and disadvan
tages of the respective turbulence models.

2. Experimental methodology

The experimental investigations for a complete examination of the 
impingement jet characteristics are divided into two parts. In the first 
part, the mean and local Nusselt number of an individual nozzle are 
determined. This is followed by analysis of the flow characteristics using 
the non-contact optical measurement method PIV to visualise the 
impingement jet. The experimental setup for analysing the convective 
heat transfer of the impingement jets consists of a fan, an inlet section 
with a volume flow measurement, a distribution chamber, a variable 
nozzle array and a conductively heated strip with 0.63 x 1.16 m2, Fig. 2. 
The total size of the test rig is 8 x 5 x 4 m3 (length x width x height).

Ambient air is drawn in by the fan, which allows a maximum pres
sure increase of Δp = 22,800 Pa at a maximum fan speed of r = 3000 
min− 1. The fan is connected to the distribution chamber with a tube. A 
Wilson measurement grid for the volumetric flow measurement is 
incorporated into the tube. Various nozzle systems can be easily 
mounted on the distribution chamber to investigate different nozzle 
geometries and nozzle pitches s to the heat transfer. The distribution 
chamber has a maximum mounting area for nozzle fields of 1480 x 1560 
mm2. Above the nozzle field a conductively heated strip with an area of 
630 x 1160 mm2 representing the impingement surface is positioned. 
The strip is heated by resistance heating using three transformers with 
an electrical power of P = 12.5 kVA each until a stationary state is 
reached. The conductive heating strip is a constantan® strip (CuNi44, λ 
= 21.5 W/(mK)) which is heated up to 600 ◦C.

The distance H between the strip and the nozzle array can be 
adjusted in the range of H = 0 – 250 mm. During the measurement of 
the heat transfer, an impingement jet causes a convective heat transfer 
that cools the strip locally. This, together with the electrical resistance 
heating of the strip, creates a specific temperature field. This tempera
ture field is measured using an infrared thermal camera. Based on the 
energy balance for each pixel the heat transfer coefficient is derived, Eq.

Table 2 
Numerical studies on determining the heat transfer coefficient for SRN .

Author (Year) H/D Re Turbulence model

Draksler (2011) [33] 2 23,000 SST k-ω
Alimohammadi (2014) 

[18]
1.0 – 
6.0

6,000 – 
14,000

k-ε, RNG k-ε, k-ω, SST k-ω

Petera (2015) [34] 2, 6 23,000 SST k-ω, k-kl-ω Transition
Barbosa (2020) [29] − 2,000 SST k-ω
Chitsazan (2022) [35] 2 23,000 SST k-ω
Rasheed (2022) [36] 0.5 – 

6.0
20,000 SST k-ω, k-ω, Generalised 

(GEKO) k–ω, 
BSL k–ω, k-kl-ω Transition,

Yüksedağ (2024) [32] 2 23,300 Generalised (GEKO) k–ω

Fig. 2. Experimental setup to determine the heat transfer coefficient.
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(2). 

Q̇gen = Q̇conv,force + Q̇conv,free +
∑2

n=1
Q̇n,rad +

∑4

k=1
Q̇k,cond (2) 

The amount of power supplied is equal to the heat dissipation of each 
pixel captured by the IR camera. The complete derivation can be found 
in the Trampe and Rademacher [19]. More information on the test rig 
can be found there, including full specifications of the equipment used 
and a detailed description of the method for determining the local heat 
transfer. The uncertainty of measurement for this method is εh = ±4.4 % 
respectively εNu = ±7.6 % [19].

Table 1 summarises the test parameters used to determine the heat 
transfer and the nozzle geometries investigated. Note that the hydraulic 
diameter Dh of a round nozzle is equal to D, while for the slot nozzle, Dh 
is equal to 2 W. The nozzle exit velocity u is determined by the nozzle 
box pressure p, which is the differential pressure between the pressure at 
the nozzle exit pNozzle and the ambient pressure pAmbient. The nozzle box 
pressure is a major factor in the design of nozzle systems. It has therefore 
been kept the same for both nozzles. The slightly different nozzle exit 
velocities and Reynolds numbers are for geometric reasons. All data 
were obtained at a temperature of T = 25 ◦C.

For the PIV measurements, a second setup was built up consisting of 
similar components as the heat transfer setup on a smaller scale, but 
with full optical accessibility. At the beginning of the inlet section a fan 
draws in ambient air and accelerates it into the inlet section, creating an 
even flow to the nozzle box. A measuring orifice and various pressure 
sensors are located in the inlet section to measure the volume flow and 
its temperature. Here, the tracer particles are also introduced into the 
fluid flow. A nozzle box with a volume of 550 x 400 x 400 mm3 is 
connected to the inlet section. Various nozzles can be mounted here. A 
plate above the nozzle outlet serves as the impinged surface. The PIV 
setup consists of a double frame camera (Imager CX2-16 LaVision 
GmbH, resolution 5312 x 3024 pixels) and a double pulsed Nd:YAG laser 
(Litron LPU 550, wavelength λ = 532 nm). This setup is shown in Fig. 3. 
The PIV measurements were carried out using the nozzle geometries and 
flow conditions listed in Table 1.

Each flow state was measured for 10 s. During this period, 800 
double images were recorded, whereby the time interval Δt between two 
images at the same instant was set to Δt = 5 µs. The recorded particle 
patterns were analysed using DaVis 11 software provided by LaVision 
GmbH. From the 800 images an average image of the flow was gener
ated. The spatial resolution is 32 x 32 pixels with an overlap of 75 %.

3. Experimental results

The experimental investigation of impingement jets from slot and 
round nozzles is required for determining the Nusselt Number Nu be
tween fluid and metal strip. This parameter is used to design thermal 
processing plants. However, investigations of the heat transfer alone 

lack information about the flow. This gap is filled in this work by sup
plementing the results with visualising the flow characteristics. The 
combined results of Nusselt number and flow characteristics provide a 
more complete understanding of heat transfer on impingement jets. The 
results obtained and conclusions drawn can be used to identify the 
strengths and limitations of numerical turbulence models.

3.1. Heat transfer coefficient

The results of the heat transfer measurements are based on the test 
parameters shown in Table 3. Fig. 4 a) illustrates the locally determined 
Nusselt number per pixel, where Fig. 4 b) shows the Nusselt number in 
the longitudinal direction through a SSN in cross section A-A. The 
measured local Nusselt numbers are given with a measurement uncer
tainty of εNu = ±7.6 % (grey band).

The cross-section for the local Nusselt numbers is shown as an 
example, although it can be assumed to be the same for a slot nozzle over 
its entire length. The distribution of local Nusselt numbers of a slot 
nozzle is characterised by a maximum at the centre of the slot with Nu =
143. Thereafter, the local Nusselt number decreases continuously with 
increasing distance from the centre of the slot nozzle. The outlet flow of 
the slot nozzle is laterally symmetrical. The locally determined Nusselt 
numbers per pixel for a single round nozzle is represented in Fig. 5 a) 
while Fig. 5 b) shows these Nusselt numbers in the longitudinal direction 
through the centre of the nozzle in section A–A.

A first maximum with Nu ≈ 200 can be seen in the centre of the 
nozzle, which is subject to local fluctuations. The local fluctuations in 
the area of the stagnation point can be attributed to the oscillation of the 
impingement jet. This region is followed by a local minimum of Nu =
170 towards the nozzle wall, which is then again followed by a second 
local maximum of Nu = 210. The formation of two strong local maxima 
with increased heat transfer is typical for round nozzles. The distribution 
of the maxima and minima can be regarded as rotationally symmetrical. 
The flow corresponds to the characteristics expected from the studies for 
the single slot nozzle [10,23] and the round single nozzle [15,18,33].

Fig. 3. Experimental setup to determine the velocity distribution in impingement jets using PIV.

Table 3 
Test parameters for determining the heat transfer.

Nozzle Geometry SSN SRN

Hydraulic Diameter Dh in mm 10 25
Nozzle Length L in mm 100 80
Strip Distance H in mm 50 50
Nozzle Box Pressure p in Pa 1,520 1,550
Nozzle Exit Velocity u in m/s 51.2 52.6
Nozzle Reynold Number Re 34,490 88,780
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3.2. Flow characteristics

The velocity distribution of the impingement jets, determined by the 
PIV, shows their individual flow zones with different velocities. This 
method allows both the flow to be displayed for a defined point in time, 
e.g. to investigate the formation of vortices, and an averaged flow. The 
latter is used in this study. The time-averaged flow is more representa
tive of the industrial application, as most thermal process plants are 
subject to a continuous process. Fig. 6 a) represents the average velocity 
distribution for a slot nozzle and Fig. 6 b) that of a round nozzle. The 
strip distance H = 50 mm corresponds to Table 1.

The velocity distributions of the flow from the slot nozzle and the 
round nozzle are very similar. Immediately after the nozzle exit, a nozzle 
exit velocity of uExit,Slot = 51.2 m/s and u Exit,Round = 52.6 m/s respec
tively is reached. As the distance from the nozzle outlet increases the free 
jet mixes with the ambient air and expands. As result the flow is slowed 
down. The stagnation region is clearly visible in both cases, as is the 
subsequent wall flow. In contrast to the slot nozzle, a coherent flow 
between the free jet region and the stagnation and wall region can be 

recognised in the flow from the round nozzle. The uncertainty of the 
velocity distribution for the slot nozzle and the round nozzle is shown in 
Fig. 7. For both nozzles, the measurement standard deviation of the 
velocity is in the range of εu = ± 0 m/s to εu = ± 1.5 m/s depending on 
the flow region, calculated using DaVis 11 software.

The measurement uncertainty of the velocity when analysing the slot 
nozzle Fig. 7 a) shows that the uncertainty is εu = ± 0.8 m/s in the area 
of the mixture between the free jet and the ambient air, as well as in the 
wall jet. At the stagnation point, the uncertainty of the velocity is 
slightly higher with εu = ± 1.15 m/s, leading to the conclusion that 
areas with increased vorticity are more difficult to analyse accurately. 
Similar statements can be made about the measurement uncertainty of 
the velocity distribution of the round nozzle, Fig. 7 b). Same as before 
the highest measurement uncertainty (εu = ± 0.9 m/s) can be seen in 
the area of the mixing zone and the wall jet. However, the stagnation 
point is recorded with a significantly lower measurement deviation of 
εu = ± 0.35 m/s.

In addition to the speed-dependent measurement uncertainty, the 
specification of the measurement uncertainty in pixels is another 

Fig. 4. A) Distribution of forced local nusselt numbers and b) nusselt numbers at section A–A through the centre of a SSN W = 5 mm at p = 1,520 Pa, u = 51.2 m/s, 
Re = 34,490, T = 25 ◦C.

Fig. 5. A) Distribution of forced local nusselt numbers and b) nusselt numbers at section A-A through the centre of a SRN D = 25 mm at p = 1,550 Pa, u = 52.6 m/s, 
Re = 88,780, T = 25 ◦C.
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method for assessing the quality of PIV measurements which is an 
internationally recognise unit [37,38]. According to Wieneke, a value of 
0.01 pixels is considered excellent and a value of 0.3 pixels is considered 
poor [37]. Analogue to the measurement uncertainty of the velocity 
distribution, the largest measurement deviations per pixel of the present 
investigations are in the area of large turbulence. When analysing the 
flow from the slot nozzle, the largest value is 0.18 pixels (stagnation 
point) and for the round nozzle 0.12 pixels (mixing region). In all other 
regions, the value is below 0.05 pixels, indicating that the measurements 
are of good quality.

For impingement jet flows, the Reynolds number Re is formed from 
the nozzle exit velocity u, the hydraulic diameter Dh and the kinematic 
viscosity ν, Eq. (3), whereby Re > 100 is sufficient to describe a jet flow 
turbulent [7]. 

Re =
u⋅Dh

ν (3) 

This limit is clearly exceeded in the present work, Table 1, according 
to which it is a fully turbulent impingement jet flow. In this case, the 
turbulent kinetic energy k can be used as a quantitative measure of the 
turbulence intensity. The kinetic energy for a turbulent flow with time- 
averaged velocity components is mathematically defined as [39]: 

k =
1
2

⋅
(
u’2⋅v’2⋅w’2

)
(4) 

The information on the distribution of the turbulent kinetic energy k 
of the impingement jet expands the understanding of the flow charac
teristics and provides a second representative variable for evaluating the 
numerical turbulence models. Fig. 8 a) shows the distribution of the 
turbulent kinetic energy for the slot nozzle and Fig. 8 b) for the round 
nozzle.

The distribution of the turbulent kinetic energy of the impingement 
jet of the slot nozzle shows many areas that are characterised by a high 
turbulent kinetic energy of k > 70 m2/s2. These include the mixing re
gion, the stagnation region and the wall flow. The stagnation region is 
particularly noteworthy as the highest turbulent kinetic energy of k =
75 m2/s2 is present locally. Only in the centre area of the free jet the 
turbulent kinetic energy is k < 15 m2/s2. The jet expansion of both the 
free jet and the wall flow are clearly recognisable. In this region, the 
kinetic energy of the turbulent flow is higher within the impinging jet 
and then decreases as the contact with the ambient air increases.

The distribution of turbulent kinetic energy in the impingement flow 
of the round nozzle shows on average a lower turbulent kinetic energy. 
The free jet region without interaction is very pronounced and has a 

Fig. 6. Average velocity distribution of the a) SSN W = 5 mm and b) SRN D = 25 mm with H = 50 mm.

Fig. 7. Uncertainty in the velocity distribution of the a) SSN W = 5 mm and b) SRN D = 25 mm with H = 50 mm.
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turbulent kinetic energy of k < 10 m2/s2. The stagnation region of the 
round nozzle impingement jet is also a region with low turbulent kinetic 
energy. The mixing region has a turbulent kinetic energy of k = 30 – 60  
m2/s2. Only in the area of the wall flow at a distance of r ± 25 mm from 
the centre of the nozzle is the turbulent kinetic energy higher than k >
70 m2/s2.

4. Numerical methodology

The commercial software ANSYS Fluent 2024 R1 software is used for 
the numerical simulation of the impingement. The main focus is on the 
area close to the wall, as this is the most important area for convective 
heat transfer. The aim of this work is to demonstrate the strengths and 
weaknesses of heat transfer simulations by comparing the results with 
experimental local Nusselt numbers and flow visualisation using PIV.

4.1. Computational domain

The numerical calculations were carried out in a three-dimensional 
domain, which is shown in Fig. 9 with the corresponding boundary 
conditions. The nozzle inlet is defined as the velocity inlet (blue line), 
the two side faces as the pressure outlet (red lines). The constantan® 
strip (grey line) as well as the base and the nozzles (black lines) are all 
walls, whereby the is subjected to a constant het generation Φ analogous 
to the test rig. Therefore, the conditions described by Shukla [40] are 
met for this study.

In order to analyse the heat transfer on the constantan® strip and 
compare it with the measured data, a rake is placed over the 
constantan® strip. A rake is a fixed number of evaluation points along a 

defined distance, where a local Nusselt number is calculated for each 
evaluation point. The number and spacing of the evaluation points 
correspond to the number of the pixels of the temperature measurement 
in the experiment, so the evaluation points are spaced 1.28 mm apart. 
With a measuring range of 300 mm, this corresponds to 244 evaluation 
points to be compared.

4.2. Mesh qualities

The mesh topology is generated based on the structured approach 
with a polyhedral mesh to maintain the highest mesh quality. It is then 
refined and adapted iteratively in regions with large velocity gradients. 
The area near the wall is also of particular interest. This is the region 
where convective heat transfer takes place. For a high prediction accu
racy, it has been studied that the dimensionless wall distance y+, defined 
by Eq. (5), must be y+ ≈ 1 [11,41,42]. According to [35], the mesh even 
requires a dimensionless wall distance of y+ ≈ 0.1 in order to calculate a 
proper heat transfer. 

y+ =
ρ⋅uT⋅y

μ (5) 

The key figures of the mesh dependency study are listed in Table 4. In 
addition to the total number of cells, these also include the dimension
less wall distances achieved. The meshes are evaluated in terms of the 
predicted average Nusselt number and the Nusselt number in the stag
nation point. The minimum dimensionless wall distance y+

min is reached 
at the stagnation point. The generalised k–ω (GEKO) turbulence models 
was used for the grid dependence study.

Three meshes were investigated to find a suitable mesh that would 
provide accurate and computationally optimised numerical results. It 
was found that a stable solution was obtained with a mesh of 7.6 million 
cells. No further improvement was obtained by increasing the number of 
elements in the mesh, i.e. beyond a medium mesh size, the computa
tional time and cost increase dramatically for a very small increase in the 
mean Nusselt number. The investigation of even coarser meshes than 
those shown here was not attempted as the dimensionless wall distance 

Fig. 8. Turbulent kinetic energy distribution of the a) SSN W = 5 mm and b) SRN D = 25 mm with H = 50 mm.

Fig. 9. Sketch of the fluid domain for a SSN; black/grey: wall, blue: velocity 
inlet, red: pressure outlet.

Table 4 
Key figures of the mesh dependency study for the SSN.

Mesh Number of cells y+min y+max y+ave Nu NuStag

Coarse 4.3 Mio. 0.9 2.5 1.4 446 172
Medium 7.6 Mio. 0.7 1.9 1.1 441 171
Fine 15.3 Mio. 0.4 1.3 0.7 447 168

E. Trampe et al.                                                                                                                                                                                                                                 Applied Thermal Engineering 271 (2025) 126350 

7 



already exceeds the specifications for the coarse mesh. Therefore, the 
medium mesh of 7.6 million cells was selected for further investigation. 
The mesh refinement technique described above was also applied to the 
fluid domain of the single round nozzle.

4.3. Turbulence modelling

The different flow velocities and the associated vortex formation 
along the jet are the main challenges in modelling impingement flows. A 
pre-selection of turbulence models was based on previous Reynold- 
Averaged Navier-Stokes (RANS) simulations, Section 1. The k–ω SST 
(Shear Stress Transport) and generalised k–ω (GEKO) turbulence models 
were chosen because of their low computational cost and good agree
ment in simulating impingement jets. The k–ω SST model is based on the 
k–ω standard model in the boundary layer region. This two-equation 
model solves one transport equation, each for the kinetic energy k and 
the vortex frequency ω. In the free jet region, the k–ω SST model behaves 
like a k–ε model with good convergence rates. The combination of the 
standard k–ω and k–ε model has the advantage that both, the near wall 
region and the free jet region, can be modelled in a meaningful way. The 
GEKO turbulence model is also based on the two equations of the k–ω 
model, but has six additional independent parameters that can be 
adjusted without affecting the fundamentals of the model [43].

The Reynold Stress Model (RSM), stress - ω model combination, was 
chosen as the third turbulence model. Unlike the previous turbulence 
models, each respective Reynolds stress is described by a single equa
tion. This eliminates the generalised assumption of isotropic turbulence, 
but increases the computational effort [43].

5. Validating numerical results

The experimental data leads to a better understanding of the 
convective heat transfer of impingement jets. This serves as a basis for 
optimising the numerical modelling of impingement jets and for criti
cally reviewing numerical results. In a first step, the experimentally 
determined local Nusselt numbers of the longitudinal cross section A-A 
are compared with the calculated Nusselt numbers of the numerical 
models. Fig. 10 a) shows the local distribution of the Nusselt numbers in 
the cross-section, determined experimentally and numerically for a) a 
single slot nozzle and Fig. 10 b) a single round nozzle. Three turbulence 
models shear stress transport (SST) k-ω turbulence model, generalized 
k–ω (GEKO) turbulence model and Reynolds Stress Model (RSM), were 
selected. The experimentally determined data are given with the 
calculated measurement deviation of εNu ± 7.6 %.

The comparison of the experimentally determined Nusselt numbers 

with the numerically calculated Nusselt numbers shows that no nu
merical model completely reproduces the measured data. The average 
deviation of all numerical calculations is about 19 % for the slot nozzle 
and 34 % for the round nozzle, whereby the RSM model achieves an 
average of 11 % but incorrectly depicts the typical pattern. In particular, 
the characteristic heat transfer patterns are not reproduced by any 
model, so that the SST k-ω turbulence model specifies a second sec
ondary maximum for the slot nozzle that does not even exist.

The SST k-ω and GEKO turbulence models tend to overestimate the 
solution. In the present study, the deviation is greater than in the 
comparative studies [23,27], which may be due to the significantly 
higher Reynolds number. In contrast to Barata’s study [27], the RSM 
model in this study achieves a high degree of accuracy at the stagnation 
point. Thereafter, the solution is underestimated, which is also not 
observed in Barata’s study [27]. The prediction accuracy of the SST k-ω 
and GEKO turbulence models is in good agreement with Menzler’s re
sults [28]. It can be concluded that the prediction accuracy is strongly 
dependent on the Reynolds number and tends to decrease at high Rey
nolds numbers.

In agreement with the present results, [18,32,34,36] represent that 
the numerical turbulence models overestimate the solution overall. All 
investigations show a decrease in heat transfer at the stagnation point 
for the SST k-ω and GEKO turbulence models. This is not observed for 
the RSM model with the stress - ω model combination [34], which is 
consistent with the available results. Analogous to the results for the 
single slot nozzle, it can be seen that the prediction accuracy decreases 
with increasing Reynolds number.

The preliminary finding, based on the investigative work under
taken, indicates that the outcomes of the research field are predomi
nantly validated. Nevertheless, it is evident that the predictive precision 
of numerical models is diminished at elevated Reynolds numbers. A 
comparison is made between the flow patterns exhibited by the nu
merical calculations and the measured velocity and turbulent kinetic 
energy distributions obtained from the PIV measurements. This is un
dertaken to comprehend the reasons why the turbulence models are 
unable to accurately replicate the patterns of the local Nusselt number. 
Fig. 11 shows the comparison between the calculated velocity distri
butions of the different numerical turbulence models and the experi
mental PIV measurement of the single slot nozzle. Both the experimental 
and numerical results demonstrate that the existing impingement flows 
can be assumed to be symmetrical. Therefore, only the results along the 
positive longitudinal direction are compared in the following.

The simulated velocities of the impingement jet by the GEKO and 
turbulence model are very similar and are similar to those of the PIV 
measurement. The RSM model predicts all velocities significantly higher 

Fig. 10. Local distribution of Nusselt numbers in the cross-section determined experimentally and numerically for a) SSN W = 5 mm at p = 1,520 Pa, u = 51.2 m/s, 
Re = 34,490, T = 25 ◦C and b) SRN D = 25 mm at p = 1,550 Pa, u = 52.6 m/s, Re = 88,780, T = 25 ◦C with H = 50 mm.
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than the PIV measurement shows. The transition between free jet and 
wall flow is also modelled differently, here the transition appears to be 
smoother than in the PIV and GEKO or SST k-ω turbulence model. The 
flow characteristics of the PIV measurement are qualitatively consistent 
with Senter’s [44] and Benmouhoub’s [23] observations. The turbulent 
kinetic energy distribution of the slot nozzle impingement jet is 
compared in Fig. 12 for the numerical turbulence models and the PIV 
measurement. The scaling of the TKE was subsequently limited to k =
60 m2/s2, as the predicted turbulent kinetic energies of the turbulence 
models are significantly lower. A visual comparison is only possible with 
a lower scaling, even if the turbulent kinetic energy of the PIV mea
surement exceeds these values, compare Fig. 8.

The GEKO and SST k-ω turbulence models reproduce the turbulent 
kinetic energy of the impingement jet most accurately compared to the 
PIV measurement. Both numerical turbulence models calculate a lower 
turbulent kinetic energy at the stagnation point and an equally high 
turbulent kinetic energy in the free jet and in the wall jet, compared to 
the PIV measurement. Before the turbulent kinetic energy decreases in 

the direction of the ambient air, there is a narrow band with maximum 
turbulent kinetic energy in the wall jet region. A clear difference in the 
calculation of the turbulent kinetic energy can be seen in the turbulence 
model RSM with only one fifth of the energy. On average, the turbulent 
kinetic energy in the impingement jet is in this case only k ≈ 10 m2/s2, 
but there is a local maximum of k = 20 m2/s2 at the stagnation point. It 
might be assumed that the RSM turbulence model would predict a 
higher heat transfer, as it calculates higher velocities in the wall jet. 
However, this is not the case. This may be due to the under-calculated 
turbulent kinetic energy, which is only one fifth of the PIV measurement.

The results of the numerical and experimental investigations of the 
round nozzle are presented in the same way as those of the slot nozzle. 
The distribution of the mean velocity based on the numerical turbulence 
models and the PIV measurement is presented comparatively in Fig. 13.

There are no noticeable differences between the results of the 
different turbulence models, Fig. 13 a) - c), and those of the PIV mea
surement, Fig. 13 d). The studies by Rasheed [36] and Dairay [45]
indicate the same flow characteristics as shown here. This leads to the 

Fig. 11. Comparison between the average velocity distribution of the a) GEKO b) RSM c) SST k–ω turbulence model and d) PIV measurement for the SSN W = 5 mm 
at p = 1,520 Pa, u = 51.2 m/s, Re = 34,490 with H = 50 mm.

Fig. 12. Comparison between the turbulent kinetic energy distribution of the a) GEKO b) RSM c) SST k–ω turbulence model and d) PIV measurement for the SSN W 
= 5 mm at p = 1,520 Pa, u = 51.2 m/s, Re = 34,490 with H = 50 mm.
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conclusion that it is not a challenge for turbulence modelling to correctly 
reproduce the flow velocities and directions even at high Reynolds 
numbers. Fig. 14 shows the distribution of the turbulent kinetic energy 
of the impingement jet of a round nozzle calculated by the numerical 
turbulence models, Fig. 14 a) – c), and the PIV measurement, Fig. 14 d).

In contrast to the calculation of the velocity distribution, there are 
clear differences between the individual numerical turbulence models 
for the calculation of the turbulent kinetic energy of the round nozzle. 
The PIV measurement shows that the highest turbulent kinetic energy is 
always in the mixing region and merges smoothly into the wall flow. The 
stagnation point does not show any increased turbulent kinetic energy. 
This observation was also made by Dairay [45].

The GEKO turbulence model, Fig. 14 a), predicts a homogeneous 
distribution of turbulent kinetic energy in the mixing zone. After the 
impingement jet has passed through the stagnation zone, the turbulent 
kinetic energy increases in the transition to the wall flow, where it 
reaches its maximum of k ≈ 60 m2/s2. Comparing this pattern with the 
results of the SST k–ω turbulence model, Fig. 14 c), the same structure 

can be seen. However, the maximum turbulent kinetic energy in the wall 
flow is only k ≈ 40 m2/s2. The RSM turbulence model, Fig. 14 b), cal
culates the turbulent kinetic energy in the free jet and in the mixing 
region as k = 6.5 m2/s2 and is therefore significantly lower than the 
results of the GEKO and SST k–ω turbulence models and the PIV mea
surement. However, the turbulent kinetic energy in the near wall region 
from the stagnation point to the pronounced wall flow is predicted to be 
k ≈ 20 m2/s2 at all locations.

Dairay [45] and Yüksekdağ [32] also observed that there are areas of 
high turbulent kinetic energy at the edge of the jet and also at the 
widening of the wall jet. The zone of high turbulent kinetic energy in the 
wall jet is more pronounced in this study and the difference between the 
turbulent kinetic energy in the mixed zone of the free jet and the wall jet 
is greater than in Dairay’s study [45].

6. Conclusion

In industrial thermal processing plants, metal strips are quenched in 

Fig. 13. Comparison between the average velocity distribution of a) GEKO b) RSM c) SST k–ω turbulence model and d) PIV measurement for the SRN D = 25 mm at 
p = 1,550 Pa, u = 52.6 m/s, Re = 88,780 with H = 50 mm.

Fig. 14. Comparison between the turbulent kinetic energy distribution of the a) GEKO b) RSM c) SST k–ω turbulence model and d) PIV measurement for the SRN D 
= 25 mm at p = 1,550 Pa, u = 52.6 m/s, Re = 88,780 with H = 50 mm.
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cooling zones by impingement jets, with convection being the dominant 
heat transfer mechanism. To generate the impingement jets, gas is 
accelerated through a nozzle system and directed onto the material 
surface, resulting in rapid and uniform cooling. The present work in
volves the experimental investigation of the local Nusselt number and 
PIV measurements to visualise the flow of impingement jets. A single slot 
(W = 5 mm) and a single round nozzle (D = 25 mm) are used.

These experimental methods form the basis for the evaluation of 
numerical turbulence models. Turbulence models are used to approxi
mate the flow of the impingement jet with the following models dis
cussed in this work: SST k-ω model, Generalised k-ω (GEKO) model and 
the Reynolds Stress Model. The investigations are carried out at a nozzle 
exit velocity of u ≈ 51 m/s (ReSlot = 34,490, ReRound = 88.780), being a 
typical exit velocity of industrial nozzle systems used for the heat 
treatment. Compared to other studies, the prediction accuracy is lower 
due to the high Reynolds numbers. The flow velocities are correctly 
modelled, but the turbulent kinetic energy is poorly predicted compared 
to the PIV measurement.

This method has proved its utility in demonstrating the strengths and 
limitations of each turbulence model. Comparison with other studies 
using comparable geometries but lower Reynolds numbers showed 
similar flow characteristics. However, this study has shown that the 
prediction accuracy deteriorates at higher Reynolds numbers, indicating 
the need for further research. In order to be able to make reliable 
statements about the prediction accuracy of different turbulence models 
at high Reynolds numbers, it is therefore necessary to build up a larger 
database with different flow velocities.

This database must be in particular used to improve the prediction of 
secondary peaks in the numerical modelling and their agreement with 
the measurement results of impingement jets. The occurrence of the 
typical flow pattern with different peaks has not yet been conclusively 
clarified from a phenomenological point of view. The approach taken in 
this work to describe the occurrence of secondary peaks in terms of 
turbulent kinetic energy is promising but requires further investigation 
[35,46,47]. This approach can also be used to further develop existing 
turbulence models and adapt them to the requirements of impingement 
jet modelling.
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