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 A B S T R A C T

Public opinion on artificial intelligence (AI) plays a pivotal role in shaping trust and AI alignment, ethical 
adoption, and the development equitable policy frameworks. This study investigates expectations, risk–benefit 
tradeoffs, and value assessments as determinants of societal acceptance of AI. Using a nationally representative 
sample (N = 1100) from Germany, we examined mental models of AI and potential biases. Participants 
evaluated 71 AI-related scenarios across domains such as autonomous driving, medical care, art, politics, 
warfare, and societal divides, assessing their expected likelihood, perceived risks, benefits, and overall value. 
We present ranked evaluations alongside visual mappings illustrating the risk–benefit tradeoffs. Our findings 
suggest that while many scenarios were considered likely, they were often associated with high risks, limited 
benefits, and low overall value. Regression analyses revealed that 96.5% (𝑟2 = 0.965) of the variance in 
value judgments was explained by risks (𝛽 = −0.490) and, more strongly, benefits (𝛽 = +0.672), with no 
significant relationship to expected likelihood. Demographics and personality traits, including age, gender, and 
AI readiness, influenced perceptions, highlighting the need for targeted AI literacy initiatives. These findings 
offer actionable insights for researchers, developers, and policymakers, highlighting the need to communicate 
tangible benefits and address public concerns to foster responsible and inclusive AI adoption. Future research 
should explore cross-cultural differences and longitudinal changes in public perception to inform global AI 
governance.
1. Introduction

Rapid advancements in Artificial Intelligence (AI) and Deep Learn-
ing (DL), particularly in large language models (LLMs)s, have generated 
widespread interest and concern across multiple domains. Although 
the roots of AI date back many decades (McCarthy et al., 2006; Hop-
field, 1982; Rumelhart et al., 1986), recent progress has been driven 
by increased computational power, the growing availability of digital 
training data (Deng et al., 2009), more sophisticated algorithms (Lecun 
et al., 2015), and a significant rise in funding (Statista, 2022). AI is 
now increasingly integrated into sectors ranging from education (Chen 
et al., 2020) and healthcare (Amunts et al., 2023) to journalism (Di-
akopoulos, 2019), forestry and agriculture (Holzinger et al., 2024), and 
manufacturing (Brauner et al., 2022).

AI promises numerous benefits, including enhanced efficiency, con-
venience, and innovation (Bouschery et al., 2023). However, it also 
raises concerns about privacy, labor displacement (Acemoglu and Re-
strepo, 2017), and complex ethical dilemmas affecting individuals, 
organizations, and society at large (Awad et al., 2018). Consequently, 
expectations regarding AI are polarized. While some view it as a 
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transformative force capable of improving various aspects of life (Bryn-
jolfsson and McAfee, 2014; Makridakis, 2017; Bouschery et al., 2023), 
others emphasize its ethical challenges and societal risks (Cath, 2018; 
Bostrom, 2003; Crawford, 2021).

Researchers have long recognized that computing technologies and 
algorithms are not inherently value-neutral; rather, they often reflect 
and reinforce underlying social values and biases (Forsythe, 1993; 
Friedman and Nissenbaum, 1996; Nissenbaum, 2001). These embedded 
values can influence decisions and outcomes, potentially perpetuating 
inequalities or exacerbating existing social disparities (Budish, 2021; 
Garcia, 2024; Mittelstadt et al., 2016). Critically examining public 
perceptions of AI and its broader social implications is thus essential. 
A central issue in this context is the so-called alignment problem: the 
challenge of ensuring that AI systems align with human values such 
as fairness, transparency, and accountability (Gabriel, 2020; Hristova 
et al., 2024).

As concerns about AI’s ethical and societal impacts grow,
researchers and policymakers increasingly emphasize the need for 
deliberate design choices and anticipatory governance to mitigate 
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negative consequences (Gursoy and Kakadiaris, 2023). Understanding 
how the public perceives AI—particularly the trade-offs between per-
ceived risks and benefits—is crucial, as these perceptions shape policy 
decisions, innovation trajectories, and public acceptance (Sadek et al., 
2024).

While prior research has typically examined either specific AI appli-
cations or general attitudes towards AI, this study adopts an integrative 
perspective. We investigate how individuals evaluate a wide range of 
projected AI scenarios. Using an online survey of a nationally represen-
tative sample in Germany, participants assessed many AI-related sce-
narios anticipated over the next decade in terms of expected likelihood, 
perceived risks and benefits, as well as overall attributed value.

Our analysis proceeds on two levels. At the individual level, we 
explore how demographic characteristics and personality traits influ-
ence AI perceptions. At the scenario level, we examine how assessments 
of risk and benefit inform value judgments. We also employ risk–
benefit maps to visualize where public expectations converge or di-
verge. Results show that overall perceived value is primarily shaped by 
perceived benefits, with perceived risks playing a significant, but sec-
ondary role. Demographic variables further influence these evaluations, 
though increasing AI literacy may help reduce disparities.

By identifying key patterns of alignment and divergence in public 
perception, this study offers new insights into potential tensions in 
societal acceptance of AI. It provides practical guidance for researchers, 
developers, policymakers, and educators aiming to align AI develop-
ment with public values and improve communication and engagement 
strategies.

The remainder of the article is structured as follows. Section 2 re-
views literature on public perceptions of AI and relevant findings from 
technology and risk perception research. Section 3 outlines the survey 
methodology and introduces the micro-scenario approach. Section 4 
presents the findings, beginning with scenario evaluations and visual 
mappings, followed by an analysis of individual-level differences. Sec-
tion 5 discusses the broader implications and limitations of the study. 
Section 6 concludes with policy recommendations and suggestions for 
future research.

2. Related work

Liu (2021) categorizes social science research on AI into three 
perspectives: (1) the scientific perspective, which analyzes AI as a 
research domain; (2) the technical perspective, which considers AI as a 
meta-technology embedded across various technological systems and 
artifacts; and (3) the cultural perspective, which examines AI as a 
socio-cultural phenomenon shaped by and shaping individual, social, 
economic, and political contexts. This study aligns with the cultural 
perspective, as it explores public perceptions of AI technologies within 
broader societal frameworks.

This section reviews current literature on public perceptions of AI. 
It begins by surveying the general landscape of research on AI per-
ception. It then considers how perceptions of risk and benefit provide 
a conceptual foundation for analyzing public responses to emerging 
technologies, including AI. The following subsection explores how the 
application context influences public attitudes towards AI. Finally, 
the section reviews how individual-level differences—such as demo-
graphics and personality traits—shape these perceptions. The section 
concludes by identifying gaps in existing research and introducing the 
research questions guiding this study.

2.1. General AI perception

Recent studies on public perceptions of AI reveal a diverse and 
fragmented landscape, both in terms of methodological approaches and 
empirical findings. Fast and Horvitz (2017) conducted a longitudinal 
media analysis of The New York Times and identified a notable increase 
in public interest in AI since 2009. This shift was marked by a mix of 
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optimism and concern, with generally more favorable than unfavorable 
coverage. However, recent trends indicate a growing emphasis on risks 
such as loss of control and ethical dilemmas, especially in contrast to 
earlier optimism, particularly surrounding AI’s applications in health-
care. The study also noted that public expectations of AI are often 
inflated or unrealistic, influenced by optimistic portrayals in news and 
entertainment media.

Building on this line of inquiry, Sanguinetti and Palomo (2024) in-
troduced an ‘‘AI Anxiety Index’’ to assess how major newspapers frame 
public apprehension about AI. Their analysis of headlines before and 
after the release of ChatGPT showed a significant uptick in AI-related 
coverage, accompanied by increasingly negative sentiment. Notably, 
regional media played a disproportionate role in amplifying AI-related 
anxiety by portraying AI as an autonomous and opaque force beyond 
human control.

Despite the rising media attention, public understanding of AI re-
mains limited. Survey data from Ipsos indicates that many individu-
als struggle to distinguish between AI and related concepts such as 
robotics, automation, and machine learning (Ipsos, 2022). Similarly, 
Pew Research found that only a minority of Americans could accu-
rately identify AI technologies in everyday contexts, underscoring a 
widespread lack of clarity about AI’s capabilities and boundaries (Pew 
Research Center, 2023). This knowledge gap may hinder informed 
public discourse and exacerbate misconceptions about AI’s societal and 
ethical implications. The Alan Turing Institute further highlighted the 
contextual variability of public understanding, noting that concerns 
often focus on employment and security-related automation, and are 
influenced by education level and media framing (Anon, 2023).

Public discourse around AI often combines vague fears with overly 
optimistic expectations, particularly regarding artificial general intel-
ligence (AGI), which remains a largely speculative concept (Jungherr, 
2023). Cave et al. (2019) explored AI narratives in the UK and iden-
tified eight dominant themes—four positive and four negative. Their 
study found that many participants viewed AI through a lens of anxiety 
and uncertainty, with only two narratives suggesting that the benefits 
outweigh the risks. A substantial proportion of respondents expressed 
feelings of disempowerment, viewing AI development as driven by gov-
ernments and corporations. Approximately half could provide plausible 
definitions of AI, while 25% associated the concept primarily with 
robots.

In a prior study, we examined laypersons’ expectations (perceived 
likelihood) and sentiment (positive or negative outlook) regarding AI-
related scenarios, using a younger, convenience-based sample (Brauner 
et al., 2023). The findings revealed notable variation in public per-
ception. In particular, scenarios involving cybersecurity threats were 
considered both highly likely and least desirable, indicating heightened 
concern in this domain.

Growing awareness of biased algorithms and discriminatory out-
comes has further intensified public concern about the ethical use of 
AI (O’Neil, 2016). Scholars increasingly emphasize the importance of 
transparency, accountability, and fairness in fostering public trust in 
AI systems (Floridi et al., 2018; Binns, 2018; Mittelstadt et al., 2016).

While media interest and academic scrutiny of AI have grown, pub-
lic perception remains highly heterogeneous. Moreover, the diversity 
of methodological approaches across studies complicates comparison 
and synthesis. In the following section, we examine risk and benefit 
perception as a conceptual framework for assessing public evaluations 
of emerging technologies, including AI.

2.2. Risk and benefit perception and the psychometric model

Human decision-making does not follow purely rational or utility-
maximizing principles (Gigerenzer and Brighton, 2009). Rather than 
relying solely on objective calculations or classical economic models of 
decision-making (e.g., Neumann and Morgenstern, 1944; Bartholomae 
and Wiens, 2024), individuals’ attitudes and judgments about risks and 
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benefits are shaped by affective, cognitive, cultural, and emotional fac-
tors (Kahneman and Tversky, 1984; Witte and Allen, 2000; Hoffmann 
et al., 2015; Huang et al., 2020). This tendency is particularly evident in 
the context of emerging technologies such as artificial intelligence (AI), 
where public attitudes are often informed more by narratives, heuris-
tics, and sociocultural framing than by technical understanding or 
direct experience (Cave et al., 2019). Consequently, public perceptions 
of the risks and benefits of AI often reflect broader individual or social 
hopes or anxieties, rather than an (impartial) assessment of empirical 
evidence. These perceptions, in turn, influence how individuals engage 
with, accept, or resist AI in everyday contexts.

Although risk can be formally defined in probabilistic terms—as the 
expected utility of adverse events and their potential consequences—
this definition is of limited practical use in the context of emerging 
technologies and lay evaluations (Aven and Renn, 2009; Kahneman 
and Tversky, 1984; Fischhoff et al., 1978). Instead, researchers have 
emphasized the role of perceived risk, measured through subjective 
ratings of threat and concern. Slovic’s psychometric model of risk per-
ception (Slovic et al., 1979, 1986), along with related work (Fischhoff 
et al., 1978), provides a widely adopted framework that accounts 
for cognitive, affective, and experiential dimensions of risk judgment. 
This model has been applied across various domains, including ge-
netic engineering (Connor and Siegrist, 2010), genetically modified 
food (Verdurme and Viaene, 2003), nuclear energy (Slovic et al., 
2000), climate change (Pidgeon and Fischhoff, 2011), vaccination hesi-
tance (Wong and Yang, 2021), and carbon capture technologies (Arning 
et al., 2020).

However, risk perception constitutes only one side of the evaluative 
process. Perceived benefit—defined as individuals’ subjective assess-
ment of positive outcomes associated with a technology—serves as 
the conceptual counterweight. Across many domains, research con-
sistently demonstrates an strong but not perfect inverse relationship 
between perceived risks and perceived benefits (Alhakami and Slovic, 
1994; Efendić et al., 2021): technologies viewed as risky tend to 
be perceived as offering fewer benefits, while those considered safe 
are typically seen as more beneficial. This inverse association un-
derscores the importance of assessing both dimensions together to 
understand the psychological balancing process involved in technology 
evaluation. This dual-framework approach is particularly valuable for 
assessing emerging technologies whose implications are not yet fully 
understood and may be difficult for laypersons to evaluate using ob-
jective criteria. In such cases, early-stage public perceptions—however 
fragmented or incomplete—can offer valuable insights into potential 
societal responses and policy needs.

Recent empirical work supports the relevance of this framework in 
the AI context. In a study of AI applications in healthcare, both risk and 
benefit perceptions emerged as strong predictors of preferences for AI 
adoption (Kerstan et al., 2024). Trust in AI was found to reduce per-
ceived risk, while objective knowledge was positively associated with 
perceived benefits. Similarly, Said et al. (2023) found that increased 
knowledge of AI may lead to a reduced perception of its risks, although 
this relationship is nuanced and potentially moderated by factors such 
as trust or media exposure. These findings align with the broader 
literature, which confirms the general inverse relationship between 
perceived risks and benefits for AI technologies (Alessandro et al., 
2024). Importantly, this study also highlighted the role of application 
context: perceptions of AI varied significantly across scenarios involv-
ing law enforcement, propaganda, and entertainment, suggesting that 
domain-specific framings shape public evaluations of AI technologies.

2.3. AI in different contexts

Luhmann’s system theory (‘‘Systemtheorie’’) suggests six major sub-
systems (or functions) in today’s society: economy, law, science, poli-
tics, religion, and education (Luhmann, 1989). Each subsystem fulfills 
a main function and cannot be replaced by another system (Peterson 
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et al., 2004). Some researchers describe technology as a social system 
itself, but even without this approach, technology undoubtedly plays a 
huge role in today’s society affecting each subsystem (Reichel, 2011). 
This view is reflected for AI research in the work of Liu (2021), in which 
the author states that research on AI can be categorized into three 
perspectives: scientific, technical and cultural AI research. The cultural 
perspective encompasses research on AI and its interaction with eco-
nomic, cultural, social and political contexts, demonstrating that AI 
plays a role in multiple subsystems as proposed by Luhmann. This 
interaction and its characteristic of being a conglomerate of both older 
(digitalization, neural networks, machine learning, . . . ) and currently 
evolving technologies (big data, deep learning, large language mod-
els (Aghion et al., 2018; Surden, 2019; Van Noorden and Perkel, 2023; 
Tahiru, 2021) warrants a cross-sectional exploration of its impact.

The perception of AI is being explored and discussed in numer-
ous individual contexts, scenarios, and therefore subsystems (Shinners 
et al., 2022; Henestrosa et al., 2023; Ragot et al., 2020), however, the 
current literature lacks a thorough understanding of how the perception 
of AI compares across the contexts and the scenario in which AI is 
envisioned.

Alessandro et al. (2024) conducted an extensive cross-context study 
on AI perception, covering 25 AI applications. The results showed that 
the perception of the applications varied significantly, from medical 
applications being perceived as highly risky with moderate value to 
society, to an intelligent chess game with low risk and value attributed, 
and political propaganda chatbots being perceived as highly valuable 
to society with minimal risk. Novozhilova et al. (2024) explored per-
ceptions of ability and benevolence of AI across different domains such 
as healthcare, education, and creative arts, with healthcare often seen 
as more beneficial than the other domains.

With an experimental approach Liehner et al. (2021) studied the 
willingness to delegate morally sensitive tasks to automated AI-agents 
and found that, again, context and reliability (i.e., risk of an error) of 
the automation shapes the perception of and trust in AI. In this instance, 
reliance on the agents for the health context was lower compared to an 
urban and warehouse context.

Araujo et al. (2020) explored how individual differences relate to 
the perceptions of automated decision-making by AI, and how percep-
tions of risk, fairness, and usefulness of AI differ across three contexts: 
media, (public) health, and justice. While no difference was found for 
associated risk across the three contexts, the usefulness and fairness of 
automated decision-making by AI in the health and judicial context was 
perceived higher than in the media context. Furthermore, individual 
knowledge of AI had a positive impact on perceived usefulness and 
fairness of AI, while privacy concerns were associated with perceived 
risks.

Although these studies show that the perception of AI is indeed 
context-dependent, results are scarce and, especially in the context of 
health applications, contradictory. Therefore, we highlight the need 
to (a) further expand the set of contexts in which AI is assessed and 
compared, and (b) increase the number of studies making such a 
comparison to identify common themes. In addition to the influence 
of context, Araujo et al. (2020) showed that individual differences also 
play a role and are therefore explored in the next section.

2.3.1. Individual differences and sociocultural factors
A growing body of research suggests that individual differences—

ranging from demographic characteristics such as age and gender to 
levels of AI-related knowledge and experience—significantly influence 
public perceptions of artificial intelligence (Yigitcanlar et al., 2022). In 
general, individuals with higher technological competence and greater 
familiarity with AI tend to express more trust in and acceptance of AI 
systems (Novozhilova et al., 2024; Crockett et al., 2020).

Personality traits have also been shown to shape AI attitudes. In a 
study conducted with a Turkish sample, Kaya et al. (2022) found that 
frequent computer use and greater knowledge about AI were associated 
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with more positive attitudes towards the technology. Conversely, per-
sonality factors such as higher Agreeableness, AI learning anxiety, and 
configuration anxiety were linked to more negative attitudes.

Recent work by Winter et al. (2024) further underscores the impor-
tance of personality in AI adoption. Investigating ChatGPT usage, they 
found that perceived effectiveness and concerns about the technology 
predicted actual use frequency. Additionally, intention to use the tool 
was positively associated with Machiavellianism, a personality trait 
characterized by manipulative behavior and strategic thinking. These 
findings highlight that personality dimensions can influence not only 
general attitudes but also specific usage behaviors in AI contexts.

Cultural and national context is another factor in shaping AI per-
ception. A large-scale cross-national survey of over 10,000 participants 
by Kelley et al. (2021) revealed notable geographic differences. Respon-
dents from high-income countries such as the United States, Canada, 
and Australia often expressed ambivalence, combining concerns about 
AI’s ethical implications with futuristic expectations. In contrast, partic-
ipants from lower-income countries such as India, Brazil, and Nigeria 
tended to report greater enthusiasm and optimism regarding AI’s po-
tential. South Korean respondents emphasized AI’s utility and practical 
applications, reflecting the country’s high level of technological devel-
opment. Despite regional variation, there was broad consensus that AI 
will have a profound societal impact, though the specific nature of this 
impact remains unclear.

These cultural patterns may be partly attributable to underlying 
social values. For instance, Kanzola et al. (2024) demonstrated that in 
a Greek sample, social identity factors such as altruism and openness 
to cultural change significantly influenced attitudes towards AI. Such 
findings support the broader claim that public perceptions of emerging 
technologies are mediated by both individual-level dispositions and 
broader sociocultural orientations.

2.4. Technology forecasting through scenario-based methods and socio-
technical imaginaries

To better anticipate public responses to emerging technologies, 
researchers have increasingly turned to foresight methodologies and 
scenario analysis as tools for capturing uncertainty and exploring a 
range of plausible futures. Scenario-based approaches allow individu-
als to assess technologies not in abstract terms, but within concrete, 
contextualized use cases; thus enabling more nuanced reflections on 
potential societal impacts. Börjeson et al. (2006) propose a widely 
used typology distinguishing between predictive, explorative, and nor-
mative scenarios, each suited to different decision-making contexts. 
Popper (2008) further highlights the methodological diversity in fore-
sight practices and emphasizes the value of participatory techniques 
in understanding stakeholder perspectives. As Veenman (2013) notes, 
scenario techniques are particularly useful in policymaking for engag-
ing with complex and uncertain technological developments such as 
AI. Against this backdrop, scenario-based designs provide a structured 
framework for eliciting lay perceptions of AI, making them partic-
ularly relevant for early-stage assessments of societal readiness and 
governance needs.

2.4.1. Research gap and questions
In summary, while there is a growing body of literature examining 

public perceptions and use of AI, several critical gaps remain. One key 
limitation concerns the contextual specificity of AI perception: public 
attitudes often vary substantially depending on the domain of appli-
cation, yet this variation remains insufficiently understood. Without a 
nuanced understanding of how people perceive AI across different con-
texts, policymakers and researchers face challenges in prioritizing areas 
for development, regulation, and public communication. Furthermore, 
understanding the underlying reasons for these perceptual differences 
is essential for tailoring AI technologies to user needs—an important 
factor in promoting acceptance and responsible adoption.

Against this backdrop, the present study investigates the following 
research questions:
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1. In which domains and application areas is AI perceived as value-
aligned (i.e., viewed positively or negatively)?

2. To what extent is overall sentiment towards AI driven by per-
ceived benefits versus perceived risks?

3. Is the trade-off between perceived risks and benefits consistent 
across contexts, or does it vary depending on the application?

4. How do individual-level factors—such as age, gender, and
technology-related personality traits—influence perceptions of 
AI in terms of risk, benefit, and overall value?

3. Method

This study examines public perceptions of AI, focusing on perceived 
benefits, risks, and overall value judgments. It also analyzes how indi-
viduals navigate trade-offs among these perceptions and investigates 
the influence of personal characteristics on these evaluations.

3.1. Risk–benefit tradeoff using micro scenarios

A common approach to studying technology perception involves 
asking participants to evaluate a specific scenario (or a limited set 
of scenarios) using comprehensive battery of rating scales (Veenman, 
2013; Börjeson et al., 2006). While effective for analyzing specific 
applications, this method offers limited insight into general attitudes 
towards AI, given its wide-ranging applications and their individual, 
organizational, and societal implications. To address this, we adopted 
a multi-scenario approach in which participants evaluated a broad 
set of potential AI developments and societal impacts over the next 
decade, using brief, single-sentence micro scenarios (Brauner, 2024). 
Participants responded to short AI-related statements (e.g., ‘‘AI raises 
living standards’’) using a concise set of single-item scales.

This approach enables analysis from two distinct but complemen-
tary perspectives:

1. User-level analysis (individual differences): Each participant’s 
average evaluations across all topics are treated as reflective 
indicators of an underlying latent construct. This allows exami-
nation of how individual differences—such as demographics or 
attitudes towards technology—influence overall AI perception.

2. Topic-level analysis (scenario-level analysis): By averaging re-
sponses across all participants for each scenario, we derive topic-
specific perception scores. These can be visualized on risk–
benefit maps and used to identify perception clusters, outliers, 
or areas of consensus.

To create the list of topics and statements, we drew on existing 
research literature and insights from workshops with domain experts. 
Through multiple rounds of refinement, we optimized the selection, 
eliminated redundancies, and revised the statements for clarity and 
conciseness. The topic selection also reflects elements of Luhmann’s sys-
tems theory (‘‘Systemtheorie’’), which identifies six core subsystems—or 
functions—within modern society: economy, law, science, politics, re-
ligion, and education (Luhmann, 1989). The final set comprised 71 
statements, ranging from widely accepted to more speculative claims—
for example, that AI creates jobs, fosters innovation, operates according 
to moral principles, or perceives humans as a threat. Each participant 
evaluated a randomly selected subset of 15 scenarios, presented in ran-
domized order to mitigate order effects and reduce cognitive fatigue. 
The full list of items is provided in Table  A.1 in Appendix.

For the evaluation, we build on Slovic’s psychometric model (Slovic 
et al., 1986) (see also Related Work). Rather than relying on objective 
cost-benefit analyses or probabilistic risk assessments, this study em-
phasizes participants’ subjective perceptions of risk, benefit, and overall 
value. This approach is particularly well-suited to the present study for 
several reasons. First, AI, as an emergent technology, is characterized 
by uncertainty, complexity, and ethical ambiguity. Slovic’s model is 
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designed to capture how individuals intuitively process such factors 
through affective attributions. This is especially relevant given the 
diverse AI contexts examined, with different applications (e.g., au-
tonomous weapons, predictive policing, autonomous driving) likely to 
evoke varying emotional responses. Second, the psychometric approach 
recognizes the interplay between perceived risks and perceived bene-
fits, acknowledging that these dimensions, while related, are not strictly 
inverse (Alessandro et al., 2024). Third, the model enables the analysis 
of variation in risk and benefit perceptions across population groups. 
Given that AI perceptions differ by age, gender, and levels of technolog-
ical readiness, a framework that supports systematic comparison across 
user characteristics enables a more nuanced understanding. Finally, 
Slovic’s model has been validated across a wide range of technologies 
and societal risks, demonstrating its robustness, generalizability, and 
influence on real-world attitudes and behaviors (Wong and Yang, 2021; 
Shin et al., 2022).

Each topic was evaluated using five dependent variables mea-
sured on a single 6-point semantic differential item: (1) expectation 
of occurrence within the next decade (will not happen—will happen), 
(2) perceived personal risk (low risk—high risk), (3) perceived benefit 
(useless—useful), (4) perceived social risk (socially harmful—socially 
harmless), but excluded from the analysis (see below), and (5) general 
valuation or sentiment (negative—positive).1

The final item builds on the Value-based Adoption Model by Kim 
et al. (2007) and serves as the target variable for investigating how 
perceived risks and benefits shape overall evaluations of AI technology. 
The use of single-item measures is justified in this context, as the 
constructs are clearly defined and theoretically grounded (Rammstedt 
and Beierlein, 2014; Fuchs and Diamantopoulos, 2009), particularly 
drawing on prior work on the psychometric risk–benefit model (Slovic 
et al., 1979; Alhakami and Slovic, 1994).

3.2. Demographics and exploratory personality traits

In addition to the micro scenario evaluations, we collected de-
mographic data from participants, including age (in years), gender 
(following Spiel et al. (2019) with the closed-choice options: male, 
female, diverse, and no response), current occupation, and highest level 
of educational attainment.

We also assessed several exploratory personality traits. Although 
we did not formulate specific hypotheses regarding the magnitude or 
direction of these effects, we expected these variables to influence both 
the perception of and attitudes towards AI.

Interpersonal Trust: Given that people tend to perceive technology 
as social actors (Fogg and Tseng, 1999; Reeves and Nass, 1996), we 
assume this perception may extend to AI, leading individuals to view 
it as a social actor. Since trust plays a critical role in mediating social 
relationships, we hypothesize that interpersonal trust is related to AI 
perception, and we measured it using the three-item KUSIV3 short 
scale (Nießen et al., 2021).

Technology Readiness (or Technology Commitment): This trait
refers to an individual’s propensity to embrace and effectively use 
new technologies. We hypothesize that higher technology readiness 
positively influences attitudes towards AI, and we assessed it using a 
subset of the Technology Commitment Scale (Neyer et al., 2016).

Openness: In the Big Five personality model, the trait openness is 
characterized by imagination, curiosity, and a preference for novelty, 
creativity, and diverse experiences. This trait has been linked to greater 
curiosity and more favorable attitudes towards technology, including 
AI (Kaya et al., 2022).

1 In the Werturteilsstreit, Weber (1904) argued that science should remain 
objective and value-neutral, while acknowledging that values, norms, and 
ideals could themselves be valid subjects of research.
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General Self-Efficacy: Self-efficacy refers to a person’s belief in 
their ability to successfully perform tasks and handle challenges across 
various situations. Individuals with higher self-efficacy may feel more 
capable of understanding and engaging with AI technologies, which can 
positively shape their attitudes. We measured general self-efficacy using 
the General Self-Efficacy Short Scale-3 (GSE3) (Doll et al., 2021).

Risk Propensity: Risk propensity reflects an individual’s tendency to 
take or avoid risks and indicates their comfort with uncertain outcomes. 
We expect that higher risk propensity is associated with more favorable 
attitudes towards AI, particularly regarding risk perception: individuals 
more tolerant of risk may view AI as a source of opportunity and 
innovation, while more risk-averse individuals may focus on potential 
threats such as job loss, privacy concerns, or loss of control. We 
measured risk propensity using a single-item scale (Nießen et al., 2020).

AI Readiness: Lastly, we assessed AI readiness using a subset of 
the Medical Artificial Intelligence Readiness Scale for Medical Students 
(MAIRS-MS; referred to here as AIRS) (Ozan Karaca and Demir, 2021). 
Although originally developed for medical contexts, we assume this 
scale is applicable in broader settings and may serve as a stronger 
predictor of positive attitudes towards AI than general technology 
readiness. We included it based on the assumption that greater AI-
related knowledge and self-efficacy are associated with more favorable 
AI perceptions.

The survey opened with an informed consent form, informing par-
ticipants that participation was voluntary, no personal data would be 
collected, and that the data would be made publicly available as open 
data. The questionnaire was administered in German. Fig.  1 illustrates 
the structure of the questionnaire.

3.3. Sample acquisition, data cleaning, and data analysis

The sample was recruited via an independent online research partic-
ipant pool and was representative of the German population in terms of 
age, gender, and location. The study was approved by our university’s 
institutional review board (IRB) under ID 2023_02b_FB7_RWTH 
Aachen.

We analyzed the data using both parametric and non-parametric 
procedures, including the Bravais–Pearson correlation coefficient (𝑟), 
Spearman’s 𝜌, Chi-square (𝜒2), Kendall’s Tau (𝜏), and multiple linear 
regression analyses. We assessed the assumptions underlying each test 
and reported any violations. Missing responses were excluded on a per-
test basis. In line with common practice in the social sciences, we set 
the Type I error rate at 5% (𝛼 = .05) for statistical significance (Andy 
Field, 2009).

We filtered the data to exclude incomplete or low-quality responses 
using the following criteria: the participant must (1) have fully com-
pleted the survey, (2) have passed the attention item (i.e., ‘‘please 
select ‘rather agree’’’), and (3) not have been classified as speeders 
(i.e., completing the survey in less than one-third of the median sur-
vey duration). These thresholds are typically sufficient for identifying 
low-quality responses in surveys (Leiner, 2019)). The median survey 
duration was 9.8 min. and the cutoff criterion therefore set at < 3.3
minutes. After filtering, the data included 1100 of original 1354 cases 
(dropout rate: 18.8%).

The scales demonstrated acceptable to high reliability: technology 
readiness (𝛼 = .883), interpersonal trust (𝛼 = .850), general self-efficacy 
(𝛼 = .830), openness from the Big Five model (𝛼 = .730), and the AI 
readiness scale AIRS (𝛼 = .920). We excluded the assessment dimension 
‘‘perceived harmfulness’’ and focused on the dimension of perceived 
risk, as both dimensions are too highly correlated for meaningful 
inferences (𝑟 = .928, 𝑝 < .001).

All materials, raw and unfiltered data, reproducible analyses, and 
assumption checks are publicly accessible in the open data repository 
on OSF (https://osf.io/gt9un/).

https://osf.io/gt9un/
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Fig. 1. Survey design: After obtaining informed consent, questions on demographics and explanatory user factors participants evaluated 15 out of 71 micro-scenarios related to 
potential AI capabilities.
3.4. Description of the sample

By using an online research participant pool, we ensured that the 
sample represents the population of Germany across key demographic 
variables such as age, gender, education, employment status, and geo-
graphical background. The final sample consists of 1100 participants 
(570 (51.8%) women; 524 (47.8%) men, 5 (0.5%) diverse or non-
binary, 1 (0.1%) person did not disclose their gender identity). The 
age ranged from 18 to 85 years with a median age of 51 years. There 
is no association between age and gender in the sample (𝜏 = −.031, 
𝑝 = .210 > .05).

The participants in the sample report to have a diverse range of 
educational backgrounds. The majority of participants have completed 
their education at the university level, with 27.1% having an academic 
degree and 20.4% having a university entrance certificate (‘‘Abitur’’ or 
‘‘Fachabitur’’). Another significant portion of participants completed a 
high school diploma (‘‘Realschulabschluss’’) (23.5%) or have vocational 
training (18.4%). A smaller percentage of participants have completed 
a secondary school certificate (‘‘Hauptschulabschluss’’, 10.5%), while 
only a few participants have no formal education (0.2%).

Participants reported different current employment statuses. The 
largest proportion of participants are currently employed full-time 
(48.2%), followed by those who are retired (22.5%). 14.8% of partici-
pants are employed part-time, while a smaller percentage are currently 
unemployed (7.8%) or in other employment relations, such as vo-
cational training (0.7%), study programs (2.5%), or parental leave 
(1.3%). A very small percentage of participants are engaged in vol-
untary military or social services (0.1%), have irregular or mini jobs 
(1.9%), or are currently in school (0.2%). Overall, the sample consists 
of individuals with a wide range of employment statuses, reflecting 
different stages in their professional lives and personal circumstances. 
The characteristics of the sample are presented in Table  1.

In the sample, higher age was significantly associated with lower 
technical readiness (𝑟 = −.224, 𝑝 < .001) and lower AI-readiness 
(𝑟 = −.250, 𝑝 < .001), but not significantly with interpersonal trust 
(𝑟 = .067, 𝑝 = .114), general self-efficacy (𝑟 = .061, 𝑝 = .131), or 
openness (𝑟 = −.071, 𝑝 = .114). Gender was associated with lower 
technology readiness scores (𝑟 = −0.210, 𝑝 < .001) and AI-readiness 
(𝑟 = −.156, 𝑝 < .001), with women reporting lower technology readiness 
and experience with AI, and openness (𝑟 = .093, 𝑝 = .014), with women, 
on average, reporting slightly higher openness scores than men. No 
significant associations were found between gender and interpersonal 
trust (KUSIV3) (𝑟 = .008, 𝑝 = .779), or gender and general self-efficacy 
(𝑟 = −.048, 𝑝 = .218).

4. Results

First, we present average evaluations across the four assessment 
dimensions—Expectancy, Perceived Risk, Perceived Benefit, and overall 
attributed Value—aggregated across topics and participants. These av-
erages offer insight into the general public perception of AI. Second, 
6 
Table 1
Description of the nationally representative sample from Germany (N = 1100).
 Variable N Percent 
 Age  
  18–85 years (median: 51 years) 1100 100.0% 
 Gender  
  Female 570 51.8%  
  Male 524 47.6%  
  Diverse 5 0.5%  
  Not Specified 1 0.1%  
 Education  
  No formal education 2 0.2%  
  Lower secondary school diploma 115 10.5%  
  Intermediate secondary school diploma 259 23,5%  
  Higher education entrance qualification 224 20,4%  
  University degree 298 27,1%  
  Vocational Training 202 18.4%  
 Employment  
  Full time employed 530 48,2%  
  Part time employed 163 14,8%  
  Early retiree, retiree, pensioner 248 22.5%  
  Currently unemployed 86 7.8%  
  Student 27 2,5%  
  other 46 4.2%  

we analyze how individual topics were rated across these four dimen-
sions and examine how the dimensions relate to one another. Finally, 
we investigate individual-level trade-offs between perceived risks and 
benefits, with a focus on how user diversity and personality-related 
differences shape AI evaluations.

4.1. Overall assessment of AI

On average, participants rated the expectancy that these AI develop-
ments will materialize as slightly above neutral (+12.7%), suggesting a 
general belief that most projections are likely to become reality within 
the next decade. Perceived risk is relatively high (+34.7%), as shown 
by the gray distribution in Fig.  2; only a few topics are viewed as 
relatively safe, falling below the neutral point. Perceived benefit is close 
to neutral (−5.2%), but with considerable variation: some AI projec-
tions are seen as highly beneficial, while others are considered largely 
unhelpful. Overall attributed value (or general sentiment towards AI) is 
somewhat negative (−19.7%), though a subset of topics received clearly 
positive evaluations. Fig.  2 illustrates these distributions, and the left 
panel of Table  2 summarizes the average scores across all topics and 
participants.

4.2. Evaluations of the queried AI statements

Given the large number of topics included in the study, we do 
not provide a detailed discussion of each individual statement and its 
evaluation here. Readers interested in the full set of results can refer to 
Table  A.1 in the Appendix, which lists the average ratings for all items. 
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Fig. 2. Average evaluation of the 71 micro scenarios on the four assessment dimensions Expectancy, Perceived Risk, Perceived Benefit, and overall Value. N = 1100 participants as 
box- and violin plot. The gray area illustrates the distribution of the topic evaluations regarding the respective dimension.
Instead, we focus on reporting the three highest- and lowest-rated 
topics for each of the four evaluation dimensions.

Regarding the anticipated likelihood of AI-related developments, 
the three most expected statements were: ‘‘AI will independently drive 
automobiles’’ (+68.9%), ‘‘AI is misused by criminals’’ (+67.7%), and 
‘‘AI learns faster than humans’’ (+60.5%). Conversely, the three least 
expected statements were: ‘‘AI helps us to have better relationships’’ 
(−46.3%), ‘‘AI is a family member’’ (−43.0%), and ‘‘AI has a sense of 
responsibility’’ (−40.7%).

For perceived risk, the most concerning statements were: ‘‘AI is mis-
used by criminals’’ (+68.4%), ‘‘AI supervises our private life’’ (+67.1%), 
and ‘‘AI determines warfare’’ (+66.4%). On the other end of the spec-
trum, the safest-rated statements were: ‘‘AI is humorous’’ (−22.5%), ‘‘AI 
creates valuable works of art that are traded for money’’ (−11.2%), and 
‘‘AI serves as a conversation partner in elderly care’’ (−5.9%).

Concerning the perceived benefit of the various AI-related concepts, 
the three most positively rated statements were: ‘‘AI carries out medical 
diagnoses’’ (+32.3%), ‘‘AI promotes innovation’’ (+31.7%), and ‘‘AI 
improves our health’’ (+31.1%). In contrast, the statements considered 
least useful were: ‘‘AI reduces our need for interpersonal relationships’’ 
(−36.7%), ‘‘AI creates valuable works of art that are traded for money’’ 
(−37.6%), and ‘‘AI decides about our death’’ (−43.2%).

Finally, participants rated the overall value (or valence or senti-
ment) of each projection—i.e., whether they attributed a more positive 
or negative overall value to it (Kim et al., 2007). The most positively 
valued statements were: ‘‘AI improves our health’’ (+23.8%), ‘‘AI serves 
as a conversation partner in elderly care’’ (+18.1%), and ‘‘AI supports 
me as a helper in my tasks’’ (+17.6%). The most negatively rated state-
ments were: ‘‘AI is misused by criminals’’ (−66.1%), ‘‘AI decides about 
our death’’ (−51.4%), and ‘‘AI supervises our private life’’ (−50.6%).

While this univariate analysis offers a foundational understanding 
of participants’ perceptions of AI, we now shift to a bivariate perspec-
tive, examining the relationships between the evaluation dimensions 
through correlation analyses, followed by regression modeling.

4.2.1. Relationships among the topic evaluations
We examined whether evaluations of the AI-related topics across 

the different assessment dimensions were interrelated. The right panel 
of Table  2 displays the correlations among these dimensions.

The average expectancy that a given AI-related development will 
occur within the next decade was not significantly associated with 
its perceived risk (𝑟 = .150, 𝑝 = .632), perceived benefit (𝑟 = .277, 
𝑝 = .077), or overall value (𝑟 = .054, 𝑝 = .449). This suggests that 
the anticipated likelihood of AI projections becoming reality neither 
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Table 2
Correlation matrix showing strong associations among perceived risk, perceived benefit, 
and overall value (sentiment) of the N = 71 topic evaluations. Expectancy, i.e., whether 
participants believe the depicted AI scenarios are likely to occur within the next decade, 
shows no significant correlations with the other dimensions. Asterisks (***) indicate 
statistically significant correlations at 𝑝 < .001; values in parentheses represent non-
significant correlations.
 M SD Expectancy Risk Benefit Value

 Expectancy 12.7% 66.7% – (+0.150) (+0.277) (+0.054)
 Perceived Risk 34.7% 56.4% – −0.524 *** −0.800 ***
 Perceived Benefit −5.2% 59.0% – +0.904***
 Overall Value −19.7% 57.8% –

drives nor is substantially influenced by participants’ risk, benefit, or 
value evaluations. In other words, the perceived temporal distance or 
feasibility of AI developments does not appear to affect how risky or 
beneficial they are seen to be.

In contrast, perceived risk was negatively correlated with both 
perceived benefit (𝑟 = −.524, 𝑝 < .001) and overall value (𝑟 = −.800, 𝑝 <
.001). That is, topics perceived as more risky were also viewed as less 
beneficial and received more negative overall evaluations. Conversely, 
perceived benefit was strongly positively correlated with overall value 
(𝑟 = +.904, 𝑝 < .001), indicating that AI applications considered more 
useful were also evaluated more positively (and vice versa).

Since both perceived risk (negatively) and perceived benefit (posi-
tively) influence the overall attributed value of the topics—and given 
that risk and benefit themselves are interrelated—we conducted a mul-
tiple linear regression analysis. This approach allowed us to disentangle 
and quantify the unique contributions of perceived risk and perceived 
benefit in predicting the overall perceived value of each topic, which 
served as the dependent variable.

The regression model, which included both perceived risk (𝛽 =
−.490, 𝑝 < .001) and perceived benefit (𝛽 = +.672, 𝑝 < .001), identified 
both predictors as strong and statistically significant contributors to the 
overall perceived value. In contrast, the interaction term between risk 
and benefit (𝛽 = +.138, 𝑝 = .305), as well as the intercept (𝐼 = 0.014, 𝑝 =
.265), were not statistically significant. The model exhibited excellent 
fit (𝑅2 = .965, 𝐹 (3, 67) = 612.3, 𝑝 < .001), indicating that perceived risk 
and benefit together explain the vast majority of the variance in overall 
sentiment. Importantly, multicollinearity was not a concern, with all
VIF values below 1.5. Table  3 presents the detailed regression coef-
ficients. These results highlight that, even when accounting for their 
intercorrelation, both risk and benefit independently and substantially 
shape the perceived value of AI.
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Fig. 3. Average evaluation of the 71 micro scenarios along the dimensions of Perceived Value (𝑥-axis) and Expectancy (𝑦-axis), based on responses from 𝑁 = 1100 participants. While 
there is no significant correlation between the two assessment dimensions across topics (𝑟 = .054, 𝑝 > .999), a substantial number of scenarios fall into the quadrant representing 
outcomes that are expected yet evaluated negatively.
Table 3
Multiple regression analysis predicting the average overall value of the 71 AI-related 
topics from perceived risk and perceived benefit. The model is statistically significant 
and explains 96.5% of the variance in overall value (𝑅2 = .965).
 Variable Std. 𝛽 = B SE T 𝑝

 (Intercept) 0.012 0.011 1.125 .265
 Perceived Risk −0.490 0.033 −14.722 < .001
 Perceived Benefit 0.672 0.046 14.564 < .001
 Perc. Risk × Benefit 0.138 0.134 1.035 .305

4.2.2. Expectancy and perceived value of the queried topics
Fig.  3 visualizes all 71 AI-related projections, plotting their aver-

age perceived value on the 𝑥-axis against their expectancy, i.e., how 
likely participants believe the projection is to materialize within the 
next decade, on the 𝑦-axis. The chart can be interpreted as follows: 
Horizontally, points on the left represent AI projections evaluated more 
negatively, while points on the right indicate more positive assess-
ments. Vertically, points near the top reflect projections perceived as 
more likely to occur, whereas those closer to the bottom are seen 
as less likely. This results in four meaningful interpretive quadrants: 
(a) positive and expected developments, (b) positive but unexpected 
projections, (c) negative and unlikely scenarios, and (d) negative yet 
expected outcomes.

Additionally, points that lie along or near the diagonal suggest an 
alignment between expectancy and evaluation: participants perceive 
these projections as both likely and positive or unlikely and negative, 
indicating a degree of consensus. In contrast, points that deviate sub-
stantially from this diagonal reveal areas of tension or controversy (and 
suggest areas with research potential and governance needs): projec-
tions that are considered likely but evaluated negatively, or unlikely yet 
viewed positively. The overall scattered distribution underscores the 
absence of a systematic relationship between expectancy and perceived 
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value, reinforcing our earlier finding that the anticipated likelihood of 
AI developments does not predict their overall evaluation.

4.2.3. Risk–benefit tradeoff of the queried topics
Fig.  4 maps each of the 71 AI-related projections according to par-

ticipants’ assessments of perceived risk (𝑥-axis) and perceived benefit 
(𝑦-axis). As with previous figure, this visualization can be interpreted 
via four quadrants: Horizontally, projections positioned towards the 
left are seen as less risky, while those on the right are perceived 
as more risky. Vertically, projections placed lower on the axis are 
considered to offer limited benefit, whereas those higher up are seen as 
more useful. This results in four interpretive zones: (a) high risk/high 
benefit—projections that may be transformative yet controversial, (b) 
high risk/low benefit—technologies largely viewed as both dangerous 
and of limited benefit, (c) low risk/low benefit, benign but unremark-
able applications, and (d) low risk/high benefit, safe and beneficial 
innovations.

As the figure shows, relatively few AI-related projections are per-
ceived as low-risk, reflected by the sparsity of points on the left side of 
the diagram. For example, the idea that AI can create valuable art is 
seen as largely harmless but also of limited practical benefit, placing it 
in the quadrant of benign yet marginally useful technologies. Similarly, 
the notion that AI can be humorous is perceived as safe but of neutral 
benefits. In contrast, the projection that AI could act as a conversational 
partner in elderly care stands out as both low-risk and highly beneficial, 
positioning it as a strong candidate for positive public adoption.

Most other AI projections are distributed along a continuum from 
moderate to high perceived risk, with varying levels of attributed ben-
efit. Unlike the previous figure (depicting expectancy vs. sentiment), 
Fig.  4 reveals a pronounced negative relationship between risk and 
benefit, illustrated by the clustering of topics along the upward-sloping 
regression line; mirroring the earlier statistical findings. This suggests 
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Fig. 4. Average evaluation of the 71 AI-related projections in terms of perceived risk (𝑥-axis) and perceived benefit (𝑦-axis) by 𝑁 = 1100 participants. Across topics, risk and 
benefit ratings are strongly and negatively correlated (𝑟 = −.524, 𝑝 < .001), indicating that projections viewed as more risky tend to be seen as less beneficial, and vice versa. The 
black line represents the linear regression fit, with the gray shaded area indicating the 95% confidence interval.
that, in public perception, potential utility and perceived threat tend 
to be inversely related, highlighting the complex trade-offs inherent in 
emerging AI technologies.

4.3. Perception of AI as individual difference

In the following, we interpret the perception of AI as an individ-
ual difference variable and investigate how demographic characteris-
tics and personality traits influence participants’ evaluations. To this 
end, we treat participants’ average ratings of the AI topics across the 
four evaluative dimensions—expectancy, perceived risk, perceived benefit, 
and overall value—as reflective indicators of the corresponding latent 
constructs (Brauner, 2024). This approach enables us to assess how 
psychological and socio-demographic factors influence individual-level 
variation in the perception of AI.

As the lower part of Table  4 illustrates, several demographic and 
personality factors are significantly associated with participants’ eval-
uations of the AI projections. Expectancy, i.e., the perceived likelihood 
that the AI projections will materialize within the next decade, is 
positively associated with participants’ openness from the Big Five 
personality model (𝑟 = .136, 𝑝 < .001) and their AI readiness (AIRS; 𝑟 =
.094, 𝑝 = .036). Participants with higher openness judged the projections 
as more likely. A weak positive trend also exists for AI readiness, 
indicating that greater hands-on exposure may elevate expectations. 
Perceived risk is positively associated with age (𝑟 = .197, 𝑝 < .001) 
and negatively associated with both technology readiness (𝑟 = −.152, 
𝑝 < .001) and AI readiness (𝑟 = −.175, 𝑝 < .001). In other words, older 
individuals tend to perceive AI as more risky, whereas those who are 
more comfortable with or knowledgeable about technology and AI tend 
to see it as less threatening. Perceived benefit is likewise associated 
with age (𝑟 = −.182, 𝑝 < .001), technology readiness (𝑟 = .233, 𝑝 < .001), 
and AI readiness (𝑟 = .274, 𝑝 < .001). Older participants tend to 
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Table 4
Significant correlations of demographic and attitudinal factors with the individual 
perceived expectancy, risk, benefit, and value towards the AI projections (N = 1100), 
‘‘⋅’’ signifies insignificant correlations).
 Variable AI expectancy AI risk AI benefit AI value
 AI Expectancy – +.212 +.143 ·
 AI Risk – −.639 −.711
 AI Benefit – +.869

 Age in Years · +.197 −.182 −.146
 Gender (dummy coded m = 1, w = 2) · · · ·
 Openness (Big 5) +.136 · · ·
 General Self-Efficacy (GSE3) · · · ·
 Technology Readiness · −.152 +.233 +.207
 AI Readiness (AIRS/MAIRS-MS) +.094 −.175 +.274 +.223

evaluate AI as less beneficial, while higher levels of readiness correlate 
with more favorable views. Interestingly, neither gender nor general 
self-efficacy was significantly related to any of the four evaluation 
dimensions.

In addition, the upper part of Table  4 shows the coupled inter-
relationships among the four evaluation dimensions (interpreted as 
personality factor): Expectancy is weakly but significantly associated 
with perceived risk (𝑟 = .212, 𝑝 < .001) and benefit (𝑟 = .143), but 
not with overall value. This supports earlier findings from the topic-
wise perspective that expectancy is decoupled from how AI topics are 
emotionally or morally evaluated. Again, perceived risk and perceived 
benefit are strongly negatively correlated (𝑟 = −.639, 𝑝 < .001), indi-
cating a clear tradeoff pattern. Finally, the individuals’ overall value 
judgments are strongly influenced by both risk (𝑟 = −.749, 𝑝 < .001) 
and benefit (𝑟 = +.869, 𝑝 < .001).

To investigate how demographic and user-related factors influence 
perceived AI risk, perceived benefit, and the overall attributed value 
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Table 5
Hierarchical linear regression results predicting perceived risk, perceived benefit, and attributed value of AI based on demographics and 
technology attitudes. Including Technology Readiness and AI Readiness improved the models’ explanatory power and decreased the influence 
of age (and to a lesser extent, gender) on the three target variables (N = 1.094). ‘‘***’’ significant at 𝑝 < .001, ‘‘**’’ significant at 𝑝 < .01, ‘‘*’’ 
significant at 𝑝 < .05.
 Independent variable Perceived risk Perceived benefit Perceived value
 Step 1: Demographics
  (Intercept) +0.074 +0.214*** +0.059
  Age in Years (𝛽) +0.198*** −0.183*** −0.149***
  Gender (𝛽, dummy coded m = 1, w = 2) +0.051 −0.055 −0.068***
  
 𝑅2 .041 .036 .026
 𝐹 (2, 1091) 23.46*** 20.19*** 14.65***
  
 Step 2: Explanatory Variables
  (Intercept) +0.332*** +0.286*** +0.390***
  Age in Years (𝛽) +0.159*** −0.109*** −0.088*
  Gender (𝛽, dummy coded m = 1, w = 2) +0.022 +0.000 +0.021
  Technology Readiness (𝛽) +0.058 +0.109* +0.108*
  AI Readiness (AIRS) (𝛽) −0.100** +0.189*** +0.141***
  
  𝛥𝑅2 +.018 +.061 +.042
  𝑅2 .059 .097 .067
  𝐹 (4, 1089) 16.92*** 29.22*** 19.85***
of AI as dependent variables, we conducted hierarchical multiple re-
gression analyses using two sequential blocks of predictors. In the first 
block, we included the demographic variables age and gender to assess 
baseline sociodemographic effects. In the second block, we added tech-
nology readiness and AI readiness as psychological user characteristics, 
based on their theoretical relevance and prior empirical associations 
with technology perception. Other potential predictors were excluded 
from the model due to their lack of significant bivariate correlations 
with the dependent variables (see Table  4).

In the first block of the hierarchical regression analyses, results 
indicated that all three models were statistically significant: perceived 
AI risk (𝐹 (2, 1091) = 23.46, 𝑝 < .001, 𝑅2 = .041), perceived AI benefit 
(𝐹 (2, 1091) = 20.19, 𝑝 < .001, 𝑅2 = .036), and overall attributed AI 
value (𝐹 (2, 1091) = 14.65, 𝑝 < .001, 𝑅2 = .026). Across all three models,
age emerged as a consistent and significant predictor: older participants 
reported higher levels of perceived AI risk (𝛽 = +.198), lower perceived 
benefit (𝛽 = −.183), and a more negative overall evaluation of AI 
(𝛽 = −.149). In contrast, gender was only a significant predictor for 
overall AI value (𝛽 = +.068), indicating that women attributed slightly 
lower overall value to AI than men, while gender did not significantly 
affect perceived risk or benefit.

The second-level models, which included both technology readiness 
and AI readiness as predictors, were also statistically significant and 
demonstrated improved model fit across all three dependent variables: 
perceived AI risk (𝐹 (4, 1089) = 16.92, 𝑝 < .001, 𝑅2 = .059), perceived 
AI benefit (𝐹 (4, 1089) = 29.22, 𝑝 < .001, 𝑅2 = .097), and overall AI 
value (𝐹 (4, 1089) = 19.85, 𝑝 < .001, 𝑅2 = .068). The inclusion of AI 
and technology readiness in the second block significantly enhanced 
the explanatory power of each model. Specifically, higher levels of AI 
readiness were associated with lower perceived risk, greater perceived 
benefit, and a more positive overall evaluation of AI. Technology 
readiness, while not significantly related to perceived risk, emerged as 
a significant positive predictor of both perceived benefit and overall 
value. Importantly, with the inclusion of these psychological readi-
ness factors, the effect of age diminished across all models, and the 
previously observed gender effect on overall AI value was rendered 
non-significant. Table  5 summarizes the hierarchical regression results 
in detail.

4.4. Desired foci of AI governance

Lastly, we asked participants to identify what they viewed as the 
primary focus for effective AI governance (single-choice response). 
10 
According to their responses, the most important priority (selected 
by 45.3% of participants) was ensuring human control and supervi-
sion over AI development and use. Other key areas included trans-
parency (13.0%), data protection and data management (11.7%), and 
promoting social and ecological well-being (9.3%). Participants also 
cited diversity, non-discrimination, and fairness (4.8%), robustness and 
security (4.7%), and accountability (4.5%) as relevant, though less 
dominant, concerns. In total, 6.7% of respondents did not answer this 
question.

5. Discussion

Artificial Intelligence (AI) may become one of the defining tech-
nologies of the 21st century. Understanding how people perceive and 
balance its risks and benefits is crucial for ensuring that AI research 
and implementation align with human values and support effective 
governance. Drawing on the psychometric paradigm (Slovic et al., 
1986), we explored how individuals assess trade-offs between perceived 
risks and benefits across various AI-related micro-scenarios, considering 
both individual and technological perspectives. Our analysis is based on 
a representative sample of 1100 participants from Germany.

Across the various topics surveyed, we observed predominantly 
negative sentiment: Most topics were perceived as relatively risky for 
individuals and of limited personal benefit. This pattern may partly re-
flect a bias in topic selection, as many statements highlighted negative 
or challenging scenarios (such as ‘‘AI will be misused by criminals’’ or 
‘‘AI determines warfare’’). However, even seemingly positive or neutral 
statements, such as ‘‘AI creates many jobs’’ or ‘‘AI will independently 
drive automobiles’’, elicited caution. Participants tended to attribute 
higher risks to these scenarios, regardless of their potential perceived 
benefits. Overall, fewer than 20% of the statements received a positive 
evaluation, and many of those were still considered risky.

Beyond absolute evaluations, we also analyzed how overall senti-
ment is formed. First, we observed an inverse relationship between 
perceived risks and perceived benefits. This finding supports previous 
research on AI perception (Alessandro et al., 2024) as well as broader 
studies on risk perception across various contexts (Alhakami and Slovic, 
1994; Efendić et al., 2021). While this relationship may appear in-
tuitive, it reflects a cognitive bias: individuals tend to downplay the 
benefits of a technology they perceive as risky (or vice versa). This 
bias can shape public attitudes and influence policy decisions regarding 
technology adoption.

We also found that overall sentiment (ranging from negative to 
positive) is shaped by both perceived risks and perceived benefits, with 
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benefits exerting a stronger influence. On one hand, higher perceived 
risk leads to more negative emotional responses to AI. On the other 
hand, perceived benefits have a significantly positive impact, often 
outweighing the negative effects of risk in shaping overall attitudes. 
This aligns with earlier findings in risk research, which suggest that 
perceptions of technology are primarily driven by perceived benefits 
rather than risks (Alhakami and Slovic, 1994; Efendić et al., 2021). 
This is particularly notable given that AI is often viewed negatively or 
with concern, especially in many Western countries (Cave et al., 2019; 
Curran et al., 2019; Kelley et al., 2021). Overall, our results suggest that 
clearly demonstrating the benefits of AI is essential to fostering more 
positive public attitudes. However, effective risk management remains 
critical, as high perceived risks can undermine even strong perceived 
benefits.

From the perspective of individual differences, our results suggest 
that both demographic factors and individual attitudes shape percep-
tions of AI’s risks, benefits, and overall evaluation. Younger respondents 
tended to view AI-related topics as less risky, more beneficial, and as-
signed them a higher overall value. Gender also played a role—though 
to a lesser extent—with women generally giving lower evaluations of 
AI than men. These findings are consistent with current research on 
AI perception, which indicates that age and gender influence attitudes 
towards AI (e.g., Yigitcanlar et al. (2022), Crockett et al. (2020)). 
Moreover, individuals with higher levels of technological or AI literacy 
tend to be less apprehensive about AI (Novozhilova et al., 2024).

However, these demographic effects diminish among individuals 
with higher levels of technology or AI readiness. This suggests that 
increasing technology and AI literacy could help reduce perceived risks, 
increase perceived benefits, and improve overall acceptance of AI in 
society. When people better understand the basic functioning of AI, the 
ethical challenges involved in building sophisticated models, and the 
broader implications of AI for individuals, organizations, and society, 
it becomes possible to engage in a robust, democratic debate about AI’s 
potential, limitations, and consequences at various societal levels. Such 
informed dialog can provide a foundation for deciding where AI should 
assume control, where it should serve in a supportive role, and which 
areas ought to remain AI-free. Efforts like free online courses for adults, 
such as ‘‘Elements of AI’’, and updated school curricula that incorporate 
digitalization and AI literacy are essential (Olari and Romeike, 2021; 
Marx et al., 2022).

Still, even after accounting for technology and AI readiness, a 
significant age-related bias remained. Given that AI development is 
largely driven by younger, mostly male developers, this raises concerns 
about whether current and future AI systems will reflect the values 
and norms of the broader population of users (Young et al., 2023; 
Brauner et al., 2024). To address this, it is vital to educate developers 
in human-centered and participatory design methods and to integrate 
ethical training into computer science education and AI development 
processes.

The visual maps offer a common ground for identifying critical 
topics, discussing research needs, and exploring the societal implica-
tions of AI. These cartographies of AI perceptions help charting areas 
considered more critical than others and represent a foundation that 
future research can build upon.

Beyond enhancing our understanding of public perceptions of AI, 
this article also contributes methodologically. By using micro-scenarios
(Brauner, 2024), we examined public perceptions from two distinct 
perspectives: as expressions of individual differences and as evaluations 
of technology. This dual approach is valuable because it provides a 
more nuanced understanding of how people perceive AI, not only 
capturing general attitudes but also uncovering factors that vary across 
individuals. These insights are particularly relevant for policymakers 
and technology developers. They demonstrate that public opinion on 
AI is multifaceted, reflecting a balance between perceived risks and 
benefits, often with benefits outweighing concerns about risk. Under-
standing these dynamics can support the development of more targeted 
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public communication strategies tailored to different usage contexts 
and audiences, as well as regulatory approaches that resonate with 
public concerns while emphasizing AI’s practical value. This method-
ological approach thus enriches theoretical perspectives and offers 
practical guidance for aligning AI development and governance with 
public sentiment.

5.1. Implications for policy and societal futures

These findings offer actionable insights for AI governance and so-
cietal foresight. Since perceived benefits have a stronger influence 
than perceived risks in shaping public evaluations, policy communi-
cation should emphasize concrete, relatable examples of how AI can 
enhance everyday life. At the same time, domains associated with 
high perceived risk, such as AI in warfare, political decision-making, 
or surveillance, require targeted regulation, public deliberation, and 
ethical oversight.

Public perception will also influence societal adoption. If AI is seen 
as threatening or lacking usefulness, its integration into healthcare, 
public services, or the workplace may encounter significant resistance. 
Therefore, forward-looking governance must foster trust through par-
ticipatory design processes, transparency requirements, and domain-
specific regulations. The risk–benefit cartographies introduced in this 
study can help policymakers identify areas of concern and prioritize 
interventions. As AI continues to shape lives, workplaces, and societies, 
success and alignment will depend not only on technical feasibility, but 
also on public legitimacy and perceived value.

5.2. Limitations

This study is not without limitations. First, although the participant 
sample was large and diverse in terms of age, gender, education, and 
employment, we surveyed only individuals from Germany. Given exist-
ing research that suggests cultural differences in AI perception (Kelley 
et al., 2021; Curran et al., 2019), future studies should extend this work 
by analyzing how cultural dimensions, such as country of origin or cul-
tural heritage, influence AI perceptions and the associated risk–benefit 
trade-offs.

Second, although the selection of AI-related topics was informed 
by prior research, it may still be subject to bias, potentially resulting 
in spurious findings due to Berkson’s paradox (Berkson, 1946). Future 
work could address this by systematically designing a broader topic 
set or focusing on underexplored areas. Despite this limitation, the 
alignment between topic evaluations (perspective 2) and individual 
sentiment towards AI (perspective 1) suggests a consistent pattern. 
Because we used a representative sample, any topic selection bias is 
unlikely to translate into bias in individual differences. This supports 
the generalizability of the findings and suggests the topic selection was 
sufficiently robust.

Third, and most importantly, the study examined many statements 
about AI’s future implications using a limited number of dependent 
variables. This approach captures participants’ heuristic evaluations 
rather than in-depth, cognitively demanding assessments. Recent stud-
ies show that survey results can be influenced not only by respondents’ 
judgments, but also by linguistic properties of the items themselves, 
such as word co-occurrence (Gefen and Larsen, 2017). To address this, 
our study employed reflexive measurements across a diverse range of 
topics rather than relying solely on similarly phrased psychometric 
scales (Brauner, 2024). Despite the heuristic nature of responses, our 
results reveal strong and systematic evaluation patterns, indicating that 
the method yields reliable insights. This suggests the approach offers a 
novel perspective for triangulating cognitive phenomena in technology 
perception. Still, while our findings provide a broad overview of public 
sentiment and its link to individual differences, they offer limited 
insight into the specific motivations behind individual evaluations of 
particular topics. As AI continues to shape individual lives and society, 
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each topic warrants deeper qualitative and quantitative investigation 
to inform researchers, practitioners, and policymakers aiming to better 
align AI with human needs.

Fourth, recent anthropological research highlights how human iden-
tity is dynamically shaped through ongoing interactions with technol-
ogy (Hasse, 2022). The widespread integration of AI into everyday 
life has the potential to challenge and redefine self-perception and 
societal norms. As such, our study captures a contemporary snapshot 
shaped by current cultural contexts and norms. Future research should 
explicitly consider these evolving human-technology dynamics to better 
understand the existential dimensions of public attitudes towards AI—
and how these perceptions may vary across cultures and shift over 
time.

6. Conclusion and outlook

This study investigated how people in Germany perceive the risks, 
benefits, and societal value of artificial intelligence across a wide range 
of domains. Based on public evaluations of 71 AI-related scenarios, we 
found that while many AI applications are viewed as likely to occur, 
they are often associated with high perceived risk and limited benefit. 
Crucially, regression analyses revealed that perceived benefits play a 
stronger role than perceived risks in shaping how people value AI, while 
perceived likelihood has little to no influence.

These findings have practical implications for system design, public 
communication, and AI governance. To foster societal acceptance and 
ethical alignment, AI developers and policymakers should prioritize 
enhancing the perceived benefits of AI—particularly in domains cur-
rently viewed with skepticism—while also addressing public concerns 
and fears. Moreover, individual differences such as age, gender, and 
especially AI readiness significantly shaped participants’ perceptions. 
This highlights the importance of targeted education, public AI literacy, 
and inclusive, participatory approaches in shaping equitable AI futures.

In light of these findings, we echo calls by scholars such as Shnei-
derman (2021) and Crawford (2021) to move beyond purely technical 
narratives and towards human-centered, value-aligned AI. AI is not 
neutral: it is embedded in social structures, resource use, and labor sys-
tems, reflecting human assumptions and choices. Our study contributes 
to this discourse by offering empirically grounded maps of public 
perception, which can inform more responsible and democratically 
informed AI development.

From a regulatory perspective, our findings highlight important 
gaps in current frameworks. The EU’s 2024 ‘‘Artificial Intelligence Act’’ 
(AI Act) provides a robust structure to mitigate harmful AI practices by 
classifying applications into risk categories and imposing proportionate 
requirements (European Union, 2024). However, while the Act offers 
strong protections against unacceptable and high-risk AI (that are either 
banned or need to comply with security and transparency regulations), 
it lacks concrete mechanisms for promoting AI systems that align with 
public values and enhance well-being.

Given our finding that perceived benefits are the strongest predictor 
of AI value assessments, this gap in the AI Act is particularly conse-
quential. Without clear incentives or guidelines for maximizing public 
benefit, even legally compliant AI systems may fail to gain acceptance 
and their positive potential may remain unrealized. We therefore call 
for complementary, value-focused design guidelines that go beyond 
compliance, encouraging developers to create systems that actively 
promote human well-being, trust, and social alignment.

Our data suggest that the public currently holds a risk-oriented 
view of AI: most projections were evaluated as riskier than safe, even 
those that would generally be considered socially beneficial, such as 
job creation, social cohesion, or decision support under uncertainty. 
This underscores the need not just to mitigate harm, but to better 
communicate the value and usefulness of AI in areas where it can make 
a positive impact.
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One particularly concerning gap is the use of AI in warfare, which 
is explicitly excluded from the scope of the AI Act, yet was among the 
scenarios rated as most risky in our study. Although the EU recognizes 
the importance of human control and legal accountability in military 
AI applications (Sebastian, 2025), comprehensive legislation remains 
absent. Other scenarios, such as the effect of AI on relationships or per-
sonal identity, also fall outside current regulatory frameworks, despite 
their deep social relevance.

As Awad et al. (2018) point out, it is not enough for AI systems 
to comply with legal or ethical standards, they also require social 
legitimacy. Conversely, public preferences may not always align with 
what is ethically sound or legally permissible. In this light, our find-
ings should not be read as prescriptive guidance for bans or specific 
regulations. Rather, they can help identify domains of public concern, 
inform research priorities, and inspire extra-regulatory frameworks that 
promote human-centered AI development. As Valdez et al. (2024) 
warns, without robust methods to evaluate AI’s societal impact, ‘‘the EU 
AI Act may lead to repeating the mistakes of the GDPR and to rushed, 
chaotic, ad-hoc, and ambiguous implementation’’.

Looking ahead, we strongly encourage cross-cultural and longitu-
dinal studies to monitor how public perceptions evolve over time and 
across different societies. We also call for more nuanced research com-
paring risk–benefit tradeoffs across domains and use cases. Ultimately, 
integrating public values early in the design and regulation of AI is not 
just a normative goal; it is a prerequisite for building systems that are 
both socially legitimate and broadly beneficial.
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Table A.1
Question items from the survey and average responses to each item from the participants (N = 1100) ordered by attributed value.
 In 10 years, AI will... Expectancy Risk Benefit Value

 be misused by criminals. 67.7% 68.4% −27.0% −66.1%
 decide about our death. −33.3% 50.5% −43.2% −51.4%
 supervise our private life. 55.6% 67.1% −27.6% −50.6%
 determine warfare. 23.8% 66.4% −23.0% −50.6%
 make political decisions. −17.0% 62.8% −31.3% −50.2%
 reduce our need for interpersonal relationships. −0.1% 44.5% −36.7% −48.6%
 know everything about me. 43.8% 60.8% −22.0% −47.0%
 no longer be controllable by humans. 18.1% 57.2% −23.8% −45.8%
 know my secrets. 18.2% 46.0% −35.4% −45.7%
 decide on hiring, promotions, and terminations. 24.5% 58.0% −29.7% −45.5%
 lead to personal loneliness. 25.9% 39.8% −29.8% −43.5%
 destroy humanity. −19.8% 42.3% −29.4% −43.4%
 administer justice in legal matters. −28.7% 64.6% −26.0% −43.3%
 consider humans as a threat. −11.6% 39.3% −30.1% −42.8%
 control what messages we receive. 51.9% 56.4% −18.2% −40.7%
 divides society. 42.4% 46.7% −22.6% −40.1%
 be influenced by an elite. 27.8% 45.1% −21.1% −39.7%
 have its own consciousness. −10.7% 51.0% −15.1% −37.1%
 make society lazy. 26.8% 38.2% −22.4% −35.7%
 run companies. −7.1% 48.6% −17.3% −34.2%
 recreate itself. 21.2% 51.8% −12.7% −33.9%
 destroy many jobs. 45.7% 48.7% −13.6% −33.5%
 decide who gets an important financial loan. 35.7% 42.1% −13.4% −32.9%
 conduct international diplomacy. −25.7% 49.5% −20.4% −32.6%
 prefer certain groups of people. 13.0% 38.2% −21.2% −32.5%
 be a family member. −43.0% 28.7% −24.4% −32.3%
 help us to have better relationships. −46.3% 32.5% −33.8% −31.6%
 occupy leadership positions in working life. −3.1% 40.8% −6.1% −30.1%
 make independent decisions that affect our lives. 33.6% 52.8% −10.4% −28.7%
 threaten my professional future. −17.8% 15.1% −20.0% −27.7%
 threaten my private future. −15.8% 14.2% −15.6% −26.2%
 control hybrids of humans and technology. −0.4% 40.9% −7.4% −24.1%
 independently write news. 55.5% 50.3% −4.3% −23.2%
 be more intelligent than humans. 17.6% 49.0% 4.8% −22.3%
 supervise our behavior in public. 55.2% 45.8% 4.1% −21.9%
 become part of the human body. −13.5% 48.8% 0.9% −21.2%
 determine our leisure time activities. 17.4% 18.4% −9.6% −17.1%
 control what and how we learn. 33.2% 37.6% 3.7% −16.7%
 control our search for partners. 24.0% 21.2% −14.3% −16.3%
 create valuable works of art that are traded for money. 14.8% −11.2% −37.6% −16.0%
 have a sense of responsibility. −40.7% 39.0% −7.0% −15.4%
 decide on medical treatments. 29.7% 45.9% 5.8% −15.1%
 have the ability to recognize, understand and empathize with emotions. −3.7% 29.1% −6.3% −14.8%
 be ahead of humans in its abilities. 29.5% 43.3% 10.2% −14.6%
 act according to moral concepts. −32.1% 34.0% −8.1% −13.6%
 teache students. 24.0% 26.9% 9.2% −12.4%
 be omniscient. −14.6% 38.1% 13.7% −11.0%
 independently write scientific articles. 44.0% 33.6% 8.5% −10.2%

 (continued on next page)
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Table A.1 (continued).
 In 10 years, AI will... Expectancy Risk Benefit Value

 be able to optimize itself. 45.0% 43.0% 11.6% −9.5%
 increase the wealth of many people. −18.4% 25.0% 4.3% −9.5%
 increase social justice. −38.8% 28.3% −6.2% −8.6%
 autonomously take off, fly, and land airplanes. 25.2% 37.0% 14.2% −7.2%
 create many jobs. −30.5% 29.0% 2.0% −4.9%
 learn faster than humans. 60.5% 34.6% 21.6% −3.6%
 control food production. 25.6% 19.9% 10.0% −0.4%
 contribute to solving complex social problems. 6.4% 28.3% 12.2% 2.0%
 advise me in uncertain times. 16.4% 19.6% 13.4% 3.1%
 raise our standard of living. 11.5% 18.1% 16.7% 3.4%
 independently drive automobiles. 68.9% 36.1% 22.3% 3.6%
 explain its decisions. −0.1% 11.3% 15.9% 5.6%
 always be subordinate to us in working life. −4.7% 13.4% 15.9% 6.6%
 determine the construction and infrastructure of our cities. 21.5% 14.3% 19.9% 7.7%
 make our society more sustainable. −3.2% 7.2% 15.1% 8.3%
 be humorous. −18.0% −22.5% −6.9% 9.6%
 prevent crimes. −5.6% 15.3% 25.1% 11.5%
 improve the security of people. 18.1% 13.4% 25.2% 12.4%
 carry out medical diagnoses. 47.0% 20.9% 32.3% 16.0%
 promotes innovation. 45.7% 11.8% 31.7% 16.3%
 support me as a helper in my tasks. 39.4% 2.3% 29.4% 17.6%
 serve as a conversation partner in elderly care. 34.0% −5.9% 25.9% 18.1%
 improve our health. 19.7% 5.2% 31.1% 23.8%
 AVERAGE 12.7% 34.7% −5.2% −19.7%

Note: Measured on 6 point semantic differentials and rescaled to −100% to +100%. Negative values indicate a negative evaluation of the 
dimension (i.g., low value, low perceived risk, low perceived benefit, or low expectancy) and positive values indicate a high evaluation. 
Permission to translate, use, and adapt the items is—of course—granted.
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decision-making processes. His research focuses on how cognitive and social factors 
shape public attitudes towards artificial intelligence, with an emphasis on risk assess-
ment, trust, and societal acceptance. He has contributed to interdisciplinary studies on 
AI governance, ethical technology adoption, and user experience design.
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