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Abstract. Magnetohydrodynamic fault arc model calibration presents a key challenge. The current
literature lacks efficient approaches to calibrate and validate these models. A global sensitivity analysis
of the ablation model is conducted to reduce the number of calibration parameters, using the Elementary
Effect and Morris method. By analyzing sensitivities of calibration parameters, combined with the
model outputs’ standard deviation uncertainty quantification is achieved. The results help reduce
uncertain parameters and improve calibration efficiency.
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1. Introduction

Complex model structures, high computational costs,
and non-quantified effects, as well as interactions be-
tween modeling approaches, present challenges in mag-
netohydrodynamic (MHD) fault arc model calibration
(see, e.g., [1]). Today, the uncertainty quantification
of simulation results affected by changes in bound-
ary conditions (BCs) plays a subordinate role in the
development process of MHD fault arc models. The
literature lacks efficient approaches for calibration.
However, it has been shown that MHD fault arc mod-
els are capable to depict fault arc behavior and the
effects on the system [2]. Nevertheless, uncertainty
quantification may increase efficiency in the calibra-
tion. Global sensitivity analysis allows for the inves-
tigation of uncertain inputs and model parameters
to evaluate their effects and combined effects on the
predicted arc behavior (see, e.g., [3, 4]).

To enable efficient model calibration, we have tested
the feasibility of the Elementary Effect Method com-
bined with the Morris Method for polymer ablation
modeling in MHD fault arc models. We character-
ized the sensitivity of the effective ablation enthalpy,
the emissivity of the polymer surface, the Schmidt
number, and the turbulent Schmidt number on the
arcing energy, the pressure build-up and the polymer
ablation rate using an MHD fault arc model.

This paper contributes to the quantification of data
uncertainty in MHD fault arc models through global
sensitivity analysis. The primary objective is to eval-
uate the suitability of the proposed method for exten-
sive sensitivity analysis, including the main modeling
approaches in MHD fault arc models. Furthermore,
the method may support the uncertainty estimation
within fault arc predictions focusing on the influence
of various boundary conditions.

2. Uncertainty in Models

Generally, a system can be described in implicit form
by a model function f

fu,y,z,m,...)+0f(...)=0. (1)

The model includes inputs wu, internal variables y,
model outputs z, and model parameters m. To ac-
count for uncertainty, a model discrepancy function
0f(...) is defined. Different types of uncertainty, in-
cluding data, model, and structural uncertainty, are
incorporated into the discrepancy function and impact
the prediction capability of the simulation model [5].

Data uncertainty can be either objective, based on
the intrinsic randomness of a phenomenon, or sub-
jective, based on a lack of knowledge or incomplete
data [6]. Data uncertainty plays a crucial role in the
calibration and validation of MHD fault arc models,
as it affects both model parameters and inputs.

Model uncertainty is connected to the numerical
approach itself. Usually, it occurs on a comparable
small scale, as missing or incomplete physical or em-
pirical relations are more severe than numerical errors
resulting from discretization [7]. Hence, to account
for model uncertainty, a discretization study was con-
ducted prior to this study.

Structural uncertainty focuses on the overall simula-
tion model, which is incomplete in the sense that not
all possible approaches in predicting fault arc behav-
ior can be considered. An example is the stochastic
behavior of arcs, which contrasts with the determin-
istic nature of conventional MHD simulations. In
comparison to data and model uncertainty, structural
uncertainty is not directly connected to the solution
quality [5]. Hence, structural uncertainty will not be
considered in this study.

In the context of this study, data uncertainty refers
to two main aspects. First, it arises from the lack
of precise knowledge about inputs, and model pa-
rameters, which are often based on measurements or
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estimates. Second, it stems from the simplified mod-
eling approach that treats certain inputs and model
parameters as constant, even though these parameters
may vary over time or with environmental conditions.
For the purpose of this study, we define uncertainty
as a combination of (i) an input or model parameter
that exhibits high relative sensitivity with respect to
the outputs, and (ii) a substantial standard deviation
in the output due to variability in that input or model
parameter. This definition links sensitivity and out-
put variance to identify parameters whose uncertainty
has a significant impact on model predictions.

3. Simulation Framework
3.1. MHD Arc Model

Under the assumption of thermal plasma and local
thermodynamic equilibrium, the Navier-Stokes equa-
tions are considered, together with the Maxwell equa-
tions in quasi-static approximation for the electric and
magnetic vector potential (see, e.g., [8]). To account
for the non-linearity introduced by ferromagnetic ma-
terials, the finite-element method is employed along
with the finite-volume method with time-step sizes
of 1 x 107" s and 5 x 10~"s, respectively. The time-
dependent equation for the magnetic vector potential
is solved in the quasi-static regime, which requires the
finite-element time-step size to be minimized. This
approach avoids instabilities caused by large time gaps
between finite-volume time steps.

The solution variables are decomposed into their
mean and fluctuating components to obtain the
Reynolds-Averaged Navier-Stokes equations. The real-
izable k-¢ model is employed in a two-layer approach.
The two-layer approach is used to account for near-
wall effects [9, 10].

The equations are coupled in the source term for the
Lorentz force density, the temperature, pressure, and
mixture dependencies of the material data, as well as
the ohmic heating source density. Four source terms
represent the mass and energy sources of the evaporat-
ing materials polyamide 6.6 (PA 6.6) and copper (Cu),
respectively. Additionally, a momentum source term
for Cu after the state transition is included [11, 12].

Thermodynamic properties, transport coefficients,
and spectral data for air, PA 6.6, and Cu are provided
in [13]. The transport coefficients for electrical con-
ductivity, thermal conductivity and dynamic viscosity
are calculated as a function of temperature, pressure,
and gas mixture. The specific heat is calculated as
a function of temperature to represent the impact of
dissociation and ionization. An ideal gas is assumed;
thus, gas density is calculated as a function of temper-
ature, pressure and velocity using the ideal gas law.
The convective heat transfer between gas and solids
is considered at the polymer and electrode interfaces.
Otherwise, a constant wall temperature of 300K is
assumed.
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Band Ao /nm A\ /nm

1 33.3332 85.3057
2 85.3057 91.1754
3 91.1754 102.0489
4 102.0489 160.4930
) 160.4930 194.4596
6 194.4596 324.8474
7 324.8474  100000.82

Table 1. Band limits for Air-PA 6.6-Cu-mizture [14].

Effects at the arc roots, such as anode and cathode
fall voltages, are accounted for using a fractional ra-
tional function defining the current density-dependent
fall voltage, as stated in [11].

The source term for radiation heat flux is calculated
using the Discrete Ordinate Method (see, e.g., [15]),
employing a seven-band approximation of the absorp-
tion spectrum, as outlined in table 1 [14]. The first and
third band characterizes radiation processes in air [16].
At 7.725¢eV and 13.6 eV, the fundamental ionization
of hydrogen and copper atoms occurs, respectively
[17, 18]. Therefore, band limits of 160.4930 nm and
91.1754nm are introduced. Further ionization pro-
cesses for copper are characterized by 3.82eV and
6.38eV. Hence, the boundaries at 324.8474nm and
194.4596 nm are introduced, respectively [19]. The
hybrid mean is used to calculate the absorption co-
efficients for each band [20]. The arc is initialized as
a cylindrical channel of an increased electrical con-
ductivity profile and a Gaussian distribution with the
highest value of ¢ = 5.7 x 10"Sm~! in the center.
Except the magnetic vector potential, all conservation
equations are solved for finite volumes. Due to the fer-
romagnetic material of the vessel, the magnetic vector
potential is solved for finite elements. The solution
quantities are interpolated between the meshes via
the method of least squares.

The model is implemented in the numerical frame-
work of Simcenter STAR-CCM+ (2406.0001).

3.2. Ablation Model

Polymer vapor released during fault arcs alters the
gas composition, affecting the gas properties. Neglect-
ing processes in the Knudsen layer, the mass source
Sm,pa6.6 is calculated in each cell at the interface
between the gas volume and the polymer panels, with

Qw

. 2
Veen Aheg @

Sm,PA6.6 =
The power @, accounts for the balance between radia-
tive and convective heat flux, as well as heat conduc-
tion into the polymer. To account for the polymer’s
properties, the effective ablation enthalpy Aheg is
introduced and multiplied by the cell volume Vg
[12]. The energy source term Se pa¢.¢ is calculated
considering the enthalpy increase of PA 6.6 during



vol. 12 no. 2/2025

Global sensitivity analysis for MHD fault arc models

I Copper M Steel PA 6.6 ]l Epoxy

Figure 1. Simulation model

evaporation. The transport equation for PA 6.6 is

p¢dV+j{ popvda

j{,]daJr/ Sm,pas.6dV,

where ¢ is the mass fraction of PA 6.6, V' is the volume,
a is the area vector, v is the velocity vector, and j is
the diffusion flux, which is calculated as

. M Ht
J=\=+ ) Vo. 4
<Sc Sc,t ( )
v and py represent the viscosity and turbulent viscos-
ity, respectively. S, and S¢; are the molecular and

turbulent Schmidt numbers. Additionally, equations
(3) and (4) are solved for Cu mass fraction.

3)

3.3. Test Setup

To limit computational costs, a geometrical reduced
arrangement is implemented (Figure 1). It is based on
the experimental setup published in [21]. Two horizon-
tal busbars are placed in a hermetically sealed steel
vessel (Figure 1). The vessel’s inner length, width,
and height are 0.31m, 0.105m, and 0.19m, respec-
tively, resulting in an inner volume of 6.18 x 1073 m3.
The arrangement is discretized by 2.99 x 10° finite
volume and 1.36 x 106 finite element cells. The arcing
current is set to a constant value of I, = 10kA and
implemented as a current density source on the outer
surface of the upper busbar. The vessel and the outer
surface of the lower busbar are at ground potential.
The arc duration is limited to 1 ms to further limit
computational costs. Due to this time restriction, we
limit the investigations to the arc movement between
the busbars. This circumstance must be taken into
account when evaluating the results.

4. Methodology

To assess uncertainty, a global sensitivity analysis is
conducted by defining multiple trajectories in a prede-
fined parameter space (Section 4.2). With each set of

Parameter Type min; max;
Set m 0.001  100.0
€ U 0.01 0.99
Se m 0.001  100.0
Aheg / MIkg™! w 5.0 50.0

Table 2. Model parameters m and inputs u used and
their minimum and mazimum value.

trajectories, the convergence of sensitivity measures
is calculated to define a termination criterion. Using
the Elementary Effect Method, the sensitivities and
interaction effects are obtained (Section 4.3). Taking
the nature of each parameter, its sensitivity, and the
impact of sensitivity on the model output into account,
the uncertainty is evaluated.

4.1. Investigation Parameters

The presented ablation model and its associated un-
certainty, resulting from two inputs and two model
parameters, are evaluated. We acknowledge the cir-
cumstances that the parameter taken into account are
not exclusively responsible for uncertainty in MHD
models and the ablation approach. Nevertheless, a full
characterization of all inputs and model parameters
would not be feasible within this study.

Equation (2) considers radiative and convective
heat flux, which is calculated using the conservation
equations for energy and radiation. Furthermore, Ve
is given through discretization. The effective ablation
enthalpy Aheg is input to the simulation and is usually
assumed to be constant or pressure-dependent, as
Aheg decreases with pressure (see, e.g. [22]). To
evaluate the influence of variable effective ablation
enthalpy, Aheg is included in the sensitivity analysis.

Absorption of polymer surfaces is subject to wave-
length and optical properties, which can be influenced
either non-reversible or transient during arcing [23].
To account for absorption, the surface’s emissivity e
is implemented, influencing the radiative heat flux.
The emissivity can be implemented either constant or
dependent on absorption band, temperature, and pres-
sure. Furthermore, various processes can impact ¢,
including degradation, surface roughness, and heating
of the polymer. Thus, ¢ is included in the sensitivity
analysis.

The diffusion flux included in equation (3) is based
on the material specification of p and uy as well as the
two model parameters S. and S¢¢. In the literature,
both are set to 1, as they are usually close to unity [24].
As the correct estimation is not sufficiently possible
for fault arc events, both parameters are included in
the sensitivity analysis.

In this study, the outputs of interest are lim-
ited to arcing energy [Ea..| = kJ, pressure build-up
[Ap] = kPa, and ablation rate of the polymer panels
[Mrate] = ng J 1 (Fig. 1). Focusing on fault arcs, the
arc energy and pressure build-up are fundamental
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parameters for the later application and safety con-
siderations. Furthermore, the ablation rate is directly
related to the ablated mass and, thus, to the pres-
sure rise. The inputs’ and model parameters’ space
is defined in table 2. The effective ablation enthalpy
Aheg is assumed to range from 5 to 50 MJ kg ™!, re-
flecting typical values for thermoplastics under high-
temperature degradation [22]. The emissivity ¢ is
varied from 0.01 to 0.99 to capture the full range of
surface absorption behavior. For S;; and S., we se-
lected a wide logarithmic range from 0.001 to 100.
These values encompass possible variations due to
local arc-induced effects, while still respecting the
commonly assumed value near unity [24].

4.2. Sampling Strategy

The parameter space of a model with k& parameters
can be defined as a k-dimensional unit cube

OF = {(@1,...,2) [0< 2 <1, i=1,...,k}. (5)

We utilize the Morris method for sampling the input
and model parameters x;, by constructing r matrices
B* [25]. Each row in B* contains the value of k
parameters. B* is calculated as

A
B* = (J,HMJT +5 [(2B" — Jjy1) D
(6)
+Jk+1,k]>P*a

with

B = (B - Jea ) D+ Tiesl. ()
The calculation utilizes a lower triangular matrix
B = (k+1) x k, where B’ is either equal to B or
its negative, —B. Furthermore, a diagonal matrix
D* =k x k, taking values of +1 or —1 with equal
possibility. Jg41,% = (k+1) x k is defined, taking
values of +1 and P* = k x k containing in each
column and row only one +1 which is randomly dis-
tributed. Starting with a random basis vector q*, B*
is derived. Overall, r matrices B* are calculated to
examine sensitivities in the entire parameter space.

4.3. Elementary Effect Method

Due to the linear dependence of the model evaluation
on the number of parameters, the Elementary Effect
Method is chosen [4]. Sensitivity and interaction eval-
uation are carried out by statistical evaluation of the
elementary effects. The elementary effect of the it"
parameter in the j** matrix B*, is defined as

2 (x7 4 ;) — z(x7)

EE! (x7) = Y : (8)

where x7 contains the values for each parameter z;
with

r;€{0,1/(p—1),2/(p—1),...,1}. (9

102

The perturbation A; = [0, 1] of a parameter is defined
by the discretization levels p and e; as the unit vector
with value one at position i.

To estimate the first- and higher-order sensitivities,
the modified mean g, and the standard deviation
o; are calculated for each parameter x; and model

output 2
I ;
e J
Hi =5 Z ‘EEl ’ (10)
j=1
1 < . N 2
oi= | = 2 (BB —ui) . (11)
j=1

The modified mean (] assesses the overall first-order
influence of the i-th parameter on the model output z
[26]. As one of the inputs is dimensional, a comparison
between all four parameters and their sensitivities on
various model outputs is not suitable with the given
measures. As proposed in [27], a scaled, dimensionless,
and normalized measure, based on existing measures,
is taken into account

*
HijCi
.

i1 M€

where ¢; = max; — min;. To be unit conformal, A;
is replaced by A; in equation (8), which is the unit-
sensitive variation in the interval A; = [min;, max,],
such that [2] = [u;c].

A relatively high value of p implies a significant
influence on the resulting model output, whereas a rel-
atively low value implies a minor or even negligible in-
fluence. The standard deviation o; estimates whether
sensitivities are first-order or include higher-order in-
fluences [25, 26]. Higher-order influences translate
to interaction effects with other inputs and model
parameters. o; close to zero implies first-order sensi-
tivity without interaction effects. In contrast, high
values of o; imply higher-order sensitivity and, hence,
interaction effects with other parameters. The scale
ratio o;/pf is used to decide if o; is close to zero. By
introducing Su;‘» the sensitivities can be compared
and put into perspective to the variability of the sim-
ulation results. Therefore, the standard deviation of
the outputs across all simulations g, is introduced.

If the target quantity is a time-dependent value, a
dynamic sensitivity analysis is carried out. Whereby
the definition of the elementary effects is adjusted
that for ¢t € {t1,...,t,} let z (¢,x) be the result of the
model f at time ¢ with input and model parameters
z;. The sequential elementary effect EE(x7,t) are
added to the sensitivity measures in equations (10),
(11) and (12).

Sy (1,) = (12)

5. Results

The result section is divided into three parts. First,
the sensitivity measures are checked for convergence
(Section 5.1), as sufficient convergence is necessary to
analyze the resulting sensitivities and uncertainties
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Figure 2. Sensitivity measures p; as a function of
trajectory number r. The four graphs include the sensi-
tivity measures for Earc, AD, Mrate,back, ANd Mrate,end
(from top to bottom,).

reliably. Second, the global first-order sensitivity of
each input and model parameter is evaluated using u;
and S+ (Section 5.2). In section 5.2.3, the focus is on
the ablation rates for the end panel. The difference
in sensitivity for all parameters between the end and
back panel is negligible and, thus, will be excluded
from the discussion. Third, higher-order sensitivity
will be assessed by evaluating o; (Section 5.3).

5.1. Convergence of Sensitivity Measures

In total, 50 individual simulations are performed,
whereby each trajectory r consists of five simula-
tions. FEach simulation consumed approximately
4600 CPU-h of computational time. Sufficient conver-
gence of the sensitivity measures p is achieved at a
comparable low number of iterations. For all output
parameters, a minimum of r = 8 is needed to reach
sufficient convergence (Fig. 2). The mean deviation
of the last three sensitivity measures compared to the
sensitivity measure at r = 10 are 13.01 %, 12.45 %,
2.03%, and 4.65% for the four output parameters
Earc; Apa Mrate,backs and Mrate,end respectively.

5.2. Evaluation of Sensitivities and
Uncertainty

5.2.1. Arcing Energy

The uncertainty of investigated parameters on the arc-
ing energy is negligible during the acceleration along
the busbars, as the sensitivity of all four parameters
have a nominal influence on the standard deviation
of E,.. (Fig. 3, upper graph). At ¢t = 0.8ms, the arc
reaches the busbars’ end, widens in the direction of
the polymer panels, and subsequently, the influences
increase. The increase in variability can be seen in

—Ser € =S Aher
I : ‘ |
o] 2 [ ) ‘V‘/_,:-
<] Bape £ 0088~ i
S |
0.5 [ e
| ‘ ‘ ‘ W

0 0.2 0.4 0.6 0.8 1
t /ms

Figure 3. Ewvolution of the first-order sensitivity mea-
sure p; over time. The black dash-dotted line repre-
sents the mean arc energy, and the shaded area denotes
the corresponding standard deviation across all simu-
lations. The lower graph shows the evolution of S,
over time. '

wf and oout. This increase may be explained by the
arc reaching the busbars’ end, resulting in a higher
degree of freedom for the arc movement and direct
interactions with the polymer vapor in front of the
PA 6.6 panels.

Generally, the ablation process itself has more in-
fluence on the arcing energy than the distribution of
polymer vapor in the gas volume. The inputs are
responsible for the phase shift and increase in PA 6.6
vapor, compared to the model parameters affecting
only the vapor distribution. During the entire simula-
tion time the influence of € and Ah.g are above 25 %
(Fig. 3, lower graph).

Still, the influences of all four investigated parame-
ters on the arcing energy are negligible. The standard
deviation at t = 1ms is 0.124kJ at E.. = 2.2kJ,
which is a relative deviation of 5.67 %. Furthermore,
the increase in sensitivity over time is minor, even
after the arc widens. However, with increasing arcing
time and decreasing distance between polymer and
arc, the sensitivities become more volatile. Hence,
outgassing is becoming more important as the arc
duration gets longer.

5.2.2. Pressure Build-up
The arc’s energy dissipation into the filling gas and
the evaporation of solid components, adding mass to
the filling gas, are responsible for the pressure build-
up during fault arcs. Hence, uncertainty in pressure
build-up is not only subject to the influence of the
ablation model’s inputs and model parameters but
also propagates from the uncertainty in arcing energy.
The standard deviation of the mean pressure build-up
at t = 1ms is 8.1kPa at Ap = 82.47kPa, which is
a relative deviation of 9.82% (Fig. 4, upper graph).
Similar to the mean arcing energy, the mean pressure
build-up and its standard deviation increase with the
arc reaching the busbars’ end.

Throughout the entire simulation time, £ and Aheg
have the greatest influence on the pressure build-up
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Figure 4. FEvolution of the first-order sensitivity mea-
sure p; over time. The black dash-dotted line repre-
sents the mean pressure build-up, and the shaded area
denotes the corresponding standard deviation across
all simulations. The lower graph shows the evolution
of Syux over time.

(Fig. 4, lower graph). At ¢t = lms, ¢ and Aheg ac-
count for 39.62 % and 31.32% of the overall influence,
respectively. The comparably high sensitivity may be
explained by the influence on evaporation combined
with the influence on F,,c, as both affect the pressure
build-up. As the arc reaches the polymer plates, the
sensitivity of € and Aheg increase, as the heat flux into
the PA 6.6 panels increases by the direct arc exposure.

5.2.3. Ablation Rates

The uncertainty in ablation rate is the highest com-
pared to the other model outputs. The standard
deviation at t = 1ms is 0.035pgJ~" at Mrate,end =
0.046 g J—', which is a relative deviation of 76.09 %
(Fig. 5). Since the influence on E,,. is negligible, the
influence on Myate,end is solely based on the ablation
itself.

€ and are the most sensitive parameter as their
influences are at 52.20 % and 40.07 %, respectively.
Whereas, the influences of S¢ ¢ and S¢ take up values
of 3.02% and 4.71 %, respectively.

It must be noted that the absolute ablation rates
predicted by the model are comparable lower than
those reported in experimental fault arc investigations,
where values around 2 to 10 pg J=! are observed [28].
This discrepancy can be attributed to the short arcing
time frame, which does not fully capture the long-term
ablation behavior under high-energy arc conditions.

5.3. Interaction Effects

Generally, all sensitivities are to some extent higher-
order according to the ratio o;/u} (Fig. 6). For every
investigated parameter and model output, the ratio
is above 1, meaning that the standard deviation of
the effect is in the range and higher as the sensitivity
measure p. The higher-order sensitivities may be
attributed to interaction effects between parameters.
Dependent on the position in the parameter space QF,
the effect of a parameter varies and/or even changes
the sign.
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To evaluate the origin of higher-order sensitivities,
the study would need to be extended to the evaluation
of two parameters at a time; however, this would
exceed the scope of this study and will be part of
future investigations, focusing on a limited number of
parameters.

6. Conclusion

The Elementary Effect method, combined with the
Morris method, improves the efficiency of the calibra-
tion process for MHD fault arc models by enabling
the evaluation of sensitivities and interaction effects
with a reasonable number of simulations. Analyzing
the sensitivity measures alongside the standard devi-
ation of the model outputs is essential for assessing
the unambiguity of sensitivities and their relation to
uncertainties in given modeling approaches. While
the sensitivity measures identify the most influential
parameters, the standard deviation indicates whether
their impact needs to be considered. Hence, the num-
ber of inputs and model parameters can be reduced
efficiently.

However, the elementary effect method is only appli-
cable to parameters that are defined by a continuous
or discrete interval. Numerous publications indicate
the influence of radiation band selection and absorp-
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tion coefficient averaging on the outputs of MHD
arc models (see, e.g., [29]). As neither parameter is
describable by a continuous or discrete interval, the
method will need to be adapted in future research.

By analyzing the given ablation model, it can be
stated that the inputs Aheg and € have a greater in-
fluence than the model parameters on the evaluated
model outputs. As expected, the highest influence of
the parameters is on Mrate,end, With € having the high-
est sensitivity at more than 50 %. Thus, Aheg and ¢
have to be taken into account in further investigations
on overall model sensitivity. In future studies, Sc
and S, will be set constant, as their influence on the
evaluated outputs is negligible. It should be noted,
however, that no direct guidance for MHD fault arc
models can be derived from the present study, as the
analyzed arcing duration is too short in comparison
to real applications. A more detailed and extended
study — including longer arcing duration, higher arc-
ing current, and a broader set of inputs and model
parameters — is currently in preparation.
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