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Abstract

This work deals with the analysis of water diffusion in model and \textit{in vivo} brain tissues by means of the diffusion-weighted (DW) magnetic resonance imaging (MRI) technique. Biological tissues in general, and the human brain in particular, represent systems of highly complex architecture that give rise to very complex diffusion behaviour of water. The random movement of water molecules appears restricted or hindered, leading to a reduction in the measured molecular diffusivity and deviations from the Gaussian diffusion behaviour.

Due to the highly complex DW MRI signal response, different problems arise regarding the validation and modelling of the experimental data. Therefore, artificial systems, or “phantoms”, that mimic the relevant tissue properties, but with reduced complexity and well-known structure and physical properties, are becoming an important tool in the field.

The original research presented in this work can be divided into two parts. The first part deals with the development of new artificial diffusion phantoms that may serve as gold standard systems in the validation of DW MRI data. A new design for anisotropic fibre phantoms made of microscopic polyethylene fibres is proposed. The novel features of this design rely on the integration of several regions with different fibre architectures in a single phantom. It includes a region of nearly parallel fibres with a spatial gradient of the fibre volume fraction, a region of parallel fibres with constant volume fraction and two regions with fibres crossing at the right angles. Water diffusion in the phantom was characterized with DW MRI. Moreover, the application of the novel phantom in the validation of \textit{high angular resolution diffusion imaging} data was investigated.
Abstract

The second part of this work, deals with the investigation of the DW MRI signal in the brain at diffusion-weightings \((b\)-values\) much higher than those used conventionally. At low \(b\)-values, the DW MRI signal appears to be nearly a mono-exponential function of the \(b\)-value, characteristic of Gaussian diffusion. However, at higher \(b\)-values, clear deviations from the mono-exponential behaviour are observed. A proper theoretical relationship between the tissue structure and DW MRI signal in this regime requires differentiation of the various contributions to the average signal response and remains rather poorly understood. However, an application of various non-Gaussian models allows one to better characterize water diffusion and tissue properties of the brain. One of the important theoretical models considered in this work is the so-called two-compartment model. It was found that the fractional anisotropy (FA) from the fraction of “slow” diffusing molecules is larger than the conventional FA. It is therefore, a promising biomarker for characterising diseases affecting the fibrous structure of brain white matter. Moreover, several new map parameters based on the non-Gaussian behaviour of the DW MRI signal were proposed as new biomarkers.

Other theoretical models considered here include the diffusion kurtosis imaging (DKI) and the log-normal distribution function imaging (LNDFI). These models allow one to quantify the degree of the deviations from the Gaussian model and provide useful biomarkers of the tissue condition. In particular, DKI and LNDFI have been shown to enhance the contrast between the healthy tissue and ischaemic lesions in the animal stroke model.
Zusammenfassung

Diese Arbeit befasst sich mit der Analyse der Diffusion von Wasser in Hirngewebe im Modell und in vivo bei Anwendung von diffusionsgewichteter (DW) Kernresonanz-Bildgebung (MRI). Im Allgemeinen sind biologische Gewebe, und insbesondere das menschliche Gehirn, komplexe Systeme in welchen das Verhalten der Wasser-Diffusion ein hohes Maß an Komplexität aufweist. Die Zufallsbewegungen der Wassermoleküle werden eingeschränkt oder behindert, was sich in einer Verringerung der messbaren molekularen Diffusionsfähigkeit und Abweichungen vom Gauß’schen Diffusions-Verhalten äußert.


Die Diffusion von Wasser innerhalb des Phantoms wurde mit DW MRI charakterisiert. Ferner wurde das neuartige Phantom für die Auswertung von Daten aus *high angular resolution diffusion imaging* genutzt.
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Chapter 1

Introduction

Attenuation of the water nuclear magnetic resonance (NMR) signal by molecular diffusion in biological tissue provides valuable information regarding its microstructure and physiological condition. In particular, diffusion-weighted (DW) MRI gave rise to outstanding opportunities in brain diagnostics and has become an indispensable tool in clinical practice. Unique applications refer to the diagnostics of acute stroke, tumours and various neurological disorders [1–3]. A remarkable success is associated with the diffusion tensor imaging (DTI) model which utilizes anisotropy of the water diffusion in white matter (WM) to estimate neuronal fibre pathways and connectivity [4–6]. DTI was reported to be important in the assessment of various neurodegenerative diseases such as multiple sclerosis, epilepsy, or Alzheimer’s disease [7,8] and other cognitive disorders (schizophrenia, dementia) [9,10]. More recently, DTI studies were applied to characterization of WM structural changes accompanying brain maturation [11,12] and normal ageing [13–15]. Many advanced techniques have been recently suggested for the reconstruction of the diffusion orientation distribution function with an enhanced angular resolution [16–20]. DTI also offers promising perspectives in accessing brain function in combination with functional studies [21].

Neuronal tissue is highly heterogeneous on multiple length scales. Establishing a proper picture of the relationship between dynamics and structure requires differentiation of the various contributions to the average NMR response, which poses some significant challenges. The conventional DTI approach suffers from intrinsic limitations from the fact
that it is based on the assumption of Gaussian free diffusion, characteristic of non-confined isotropic liquids. Usually, DTI studies are performed for low diffusion weightings ($b$-values) using a mono-exponential approximation for the DW MRI signal. However, a clear departure from a mono-exponential behaviour in the range of higher diffusion weightings has been reported [22–24], including our own work [25]. The underlying mechanisms of these deviations are far from being well understood and remain controversially discussed in the literature. Potentially, the propagation of water molecules in the brain is affected by multiple factors such as compartmentalization, restrictions and anisotropy imposed by the cellular microstructure [1]. Interfacial interactions with the cell membranes ("bound water") and membrane permeability may further contribute to the measured response [2]. In addition, the orientation of axonal fibres on extended length scales gives rise to anisotropic diffusion which appears faster in the direction parallel to fibres than perpendicular to them.

More recently, increasing efforts [3, 26–30] have been devoted to the development of new models and empirical approaches exploiting the observed non-Gaussian diffusion patterns. Several methods of data analysis have been suggested, in particular, the biexponential function [22,31–35], diffusion kurtosis imaging (DKI) [36, 37], stretched exponential function [38], and the statistical model by D. Yablonskiy et al. [39]. Generally, the advantage of these methods is that they allow one to enhance the information obtained from DW MRI and they form the basis for the development of new tools in clinical diagnostics.

One approach that has gained substantial attention from researchers was developed on the basis of simplified geometrical models [40] that are already well established in the studies of confined diffusion in porous media. It is based on the concept of compartmentalization of water molecules within the extracellular space (ECS) and intracellular space (ICS). In the ICS, diffusion would be more restricted giving rise to the slow diffusion component. However, a serious drawback of this model is that the relative volumes of the ICS and ECS known from histology appear in very different, nearly inverted, proportions to the experimentally measured fractions of the fast and slow diffusion components. Attempts have been made to overcome this discrepancy by considering relaxation
effects and finite membrane permeability (i.e. exchange effects in terms of the Kärger two-site model [41]. An alternative interpretation [3] suggests the existence of two differently structured water pools in intermediate or slow exchange. None of the proposed models has gained general acceptance and the phenomena are still poorly understood. Therefore, more work is required to gain a better understanding of the non-Gaussian nature of diffusion in brain parenchyma.

This dissertation is organized as follows. Chapter 2 provides a general overview of the physical principles of the DW MRI technique and a short description of the different pulse sequences used in the experimental part. Chapter 3 summarizes the most established theoretical models proposed in the literature for the analysis of the DW MRI signal. The physical principles of each model are described along with their advantages and shortcomings.

The original contribution of this work starts in Chapter 4. There, a novel design for artificial anisotropic fibre phantoms has been developed which allows one to combine several significant features of the brain tissue, such as a distribution of fibre densities and regions with crossing fibres, in a single device. Characteristic properties of water diffusion in this phantom based on DW MRI experiments are described. Furthermore, the phantom has been demonstrated to be a valuable tool in the validation of high angular resolution diffusion imaging data analysis.

In Chapter 5, a detailed study of water diffusivity in the extended range of \( b \)-values is reported. The DW signal attenuation curves are analysed by means of a combined DKI and biexponential diffusion tensor analysis (BEDTA) approach. In particular, new quantitative indices are suggested as map parameters which improve the underlying structure contrast in comparison to conventional DTI maps.

Chapter 6 is devoted to the investigation on the dependence of DKI metrics on the chosen \( b \)-value range, and a subsequent optimisation approach. The voxel-by-voxel optimisation of the \( b \)-value fitting range is shown to substantially improve the evaluation of DKI metrics and reduce the amount of the related artefacts.

Finally, in Chapter 7, DKI and log-normal distribution function imaging (LNDFI) are applied to quantify the deviations of the DW MRI signal
attenuation from the mono-exponential function in animal stroke models. It has been shown that the metrics quantifying the non-Gaussianity of the diffusion behaviour show an enhanced contrast between the healthy and affected tissue.

In Chapter 8 the main conclusions of this dissertation are drawn and future prospects are discussed.
Chapter 2

Diffusion-weighted Magnetic Resonance Imaging

2.1 Introduction

The NMR phenomenon was first observed by I. Rabi in 1938 [42]. In those experiments, a beam of molecules (LiCl) traversing a magnetic field was used to directly measure the magnetic properties of nuclei. However, it was not until 1946 that E. Purcell [43] and F. Bloch [44,45] independently demonstrated the NMR phenomenon in condensed matter. Meanwhile, F. Bloch [44] proposed the phenomenological equations to describe the NMR signal, nowadays known as “Bloch equations”. Since then, NMR has become an extremely powerful technique for the investigation of physical processes and chemical structure at the atomic level in bulk samples.

The idea of spatial localization of an NMR property was first proposed by P. Lauterbur [46] in 1973. There, the superposition of a magnetic field gradient to the static magnetic field was used to spatially encode the Larmor frequency, and subsequently a technique called “backprojection” (from X-ray tomography) was used to reconstruct the image. A few years later P. Mansfield [47] proposed the echo planar imaging (EPI) technique to spatially encode the Larmor frequency in a single excitation, reducing thus the image formation to tens of milliseconds, thus starting the field of what is known today as MRI.

The first works in which the effect of particle self-diffusion on the NMR signal was taken into account, were published during the 50’s by,
among others, E. Hahn [48], H. Carr and E. Purcell [49]. Meanwhile, the
Bloch equations where extended to account for the effect of the particle
self-diffusion and flow by H. Torrey [50].

Diffusion NMR imaging experiments were first performed by D. Tay-
lor and M. Bushell in 1985 in a small bore magnet [51], and shortly after
that, D. Le Bihan obtained for the first time DW images in a whole-body
system [52,53].

The first part of this chapter provides a short description of the NMR
basics, including some of the pulse sequences commonly used in diffusion
NMR studies. The idea of spatial localization of the NMR signal for
image formation is subsequently described, and the notion of k-space
is introduced. Thereafter, the concept of diffusion characterized by the
diffusion propagator is briefly described. Here, the idea of free and re-
stricted diffusion is considered in the context of water diffusion in the
central nervous system (CNS), followed by its architectural description.
Having established the principles of the NMR/MRI experimental tech-
niques and the concept of molecular diffusion, we introduce the pulsed
field gradient (PFG) NMR technique for diffusion measurements. Finally,
we discuss experimental issues regarding sequence design and artefacts.

To cover completely the principles of diffusion NMR and MRI requires
a complete monograph, rather than a single chapter. For this, the reader
is referred to other text books and reviews such as References [41,54–58].

2.2 Nuclear Magnetic Resonance

2.2.1 Spins in a magnetic field

The NMR phenomenon is found in magnetic systems that possess mag-
netic moments and angular momentum. Atomic nuclei possess a total
magnetic moment $\mu$ and a total angular momentum $J$, which are related by

$$\mu = \gamma J,$$

where $\gamma$ is the nuclear gyromagnetic ratio, which is expressed in rad/(sT)
and is specific for each nucleus. For the case of the hydrogen nucleus $^1\text{H}$,
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which is the most abundant in nature, it is \( \frac{\gamma}{2\pi} = 42.58 \text{ MHz} \text{ T}^{-1} \) [55].

In quantum theory, \( \mu \) and \( J \) are treated as operators and the angular momentum is written proportional to a dimensionless operator \( I \), the “spin” operator, as

\[
J = \hbar I,
\]

(2.2)

where \( \hbar = 1.054 \times 10^{-34} \text{ J s} \) is the Plank’s constant divided by \( 2\pi \).

Consider independent nuclei in the presence of an external magnetic field \( B_0 \) (taken along the \( z \)-axis for simplicity), then the Hamiltonian of the interaction of the nuclei with the magnetic field takes the form

\[
H = -\gamma \hbar B_0 I_z,
\]

(2.3)

having, therefore, a quantization of the energy levels (Zeeman levels) given by the expectation value of the Hamiltonian

\[
E_m = -\gamma \hbar B_0 m,
\]

(2.4)

with \( m = -I, \ldots, I \) the eigenvalues of \( I_z \).

For the \( ^1\text{H} \) nucleus, \( I = \frac{1}{2} \) and therefore the energy levels split into two levels, usually referred as “spin-up” and “spin-down”:

\[
E = \begin{cases} 
-\frac{1}{2} \gamma \hbar B_0 \text{ spin-up} \\
\frac{1}{2} \gamma \hbar B_0 \text{ spin-down}
\end{cases}
\]

(2.5)

with a difference of \( \gamma \hbar B_0 \) between the two levels. Figure 2.1(a) schematically depicts the splitting of the energy levels.

In order to be able to detect the presence of such energy levels, one needs an interaction that can induce transitions between the two energy levels, i.e. a resonance. These transitions can be induced by the spectral absorption or emission of a photon (Figure 2.1(b)) whose frequency has to be given by

\[
\Delta E = \hbar \omega_0 = \gamma \hbar B_0.
\]

(2.6)

In other words, in order to observe a resonance, the system has to be irradiated with photons of frequency
Figure 2.1: (a) The split of the energy levels in a system of spins $I = \frac{1}{2}$, by applying a magnetic field $B_0$. (b) Absorption of a photon of energy $\Delta E = \gamma \hbar B_0$ induces a transition between the energy levels.

\[ \omega_0 = \gamma B_0, \]  

known as the Larmor frequency.

At thermal equilibrium, the population of each energy level is determined by the Boltzmann distribution [54], which can be written as

\[ \frac{N_-}{N_+} = e^{-\frac{\Delta E}{k_B T}}, \]

where $N_-$ and $N_+$ are the population of the spin-down and spin-up energy levels, respectively, $k_B = 1.38 \times 10^{-23}$ J K$^{-1}$ is the Boltzmann’s constant and $T$ is the absolute temperature. This difference in energy populations gives rise to a net magnetisation $M$, whose magnitude under the high temperature assumption is given by

\[ M = \frac{N \gamma^2 \hbar^2}{4k_B T} B_0 = \chi_0 B_0, \]

where $N$ is the total number of spins and $\chi_0$ is the nuclear susceptibility. The dependence of $\chi_0$ on $T$ is the well-known Curie law [54].

2.2.2 Bloch equations: a semi-classical description

Excitation

In this section the classical description of the motion of a net magnetisation $\mathbf{M}$ in an external magnetic field $\mathbf{B}$ is considered [44]. The field
Nuclear Magnetic Resonance

\( \mathbf{B} \) will produce a torque on \( \mathbf{M} \) proportional to the rate of change of the angular momentum \( \mathbf{M}/\gamma \):

\[
\frac{d\mathbf{M}}{dt} = \gamma \mathbf{M} \times \mathbf{B}.
\] (2.10)

Equation 2.10 holds regardless of whether or not \( \mathbf{B} \) is time-dependent. In the case of a constant field \( \mathbf{B}_0 \), which for convenience we consider along the \( z \)-axis, it predicts the precession of \( \mathbf{M} \) about \( \mathbf{B}_0 \) with the Larmor frequency \( \omega_0 = \gamma B_0 \) (Equation 2.7).

The resonant phenomenon is reached when a time-dependent, oscillatory linearly polarized field, \( \mathbf{B}_1 \), with frequency \( \omega_0 \), is applied perpendicular to the constant field. This frequency lies usually in the radio-frequency (RF) range. Expressing the linearly polarized field as the sum of two circularly polarized fields with opposite frequencies, and neglecting the field rotating in the direction opposite to the magnetisation, \( \mathbf{B}_1 \) can be approximated by

\[
\mathbf{B}_1(t) = B_1 \cos (\omega_0 t) \mathbf{e}_x - B_1 \sin (\omega_0 t) \mathbf{e}_y,
\]

with \( \mathbf{e}_i \ (i = x, y, z) \) representing the unit vectors along the \( x, y \) and \( z \) axis in the laboratory frame of reference. The solution of Equation 2.10 with \( \mathbf{B} = B_0 \mathbf{e}_z + \mathbf{B}_1 \) under the initial condition \( \mathbf{M}(0) = M_0 \mathbf{e}_z \), is given by [55]

\[
\begin{align*}
M_+ (t) &= M_0 \sin (\omega_1 t) e^{-i\omega_0 t} \\
M_2 (t) &= M_0 \cos (\omega_1 t),
\end{align*}
\] (2.11)

with \( \omega_1 = \gamma B_1 \) and \( M_+ = M_x + iM_y \). In other words, the application of the \( \mathbf{B}_1 \) field produces a magnetisation \( \mathbf{M} \) precessing simultaneously about \( \mathbf{B}_0 \) with frequency \( \omega_0 \) and about \( \mathbf{B}_1 \) with frequency \( \omega_1 \) (Figure 2.2(a)). In a frame of reference rotating about \( \mathbf{B}_0 \) with frequency \( \omega_0 \), the magnetisation simply rotates about \( \mathbf{B}_1 \) with frequency \( \omega_1 \) (Figure 2.2(b)). This frame is known as the “rotating frame of reference”. If the duration of the RF pulse is \( t \), then \( \mathbf{M} \) will rotate an angle \( \varphi = \gamma B_1 t \) around \( \mathbf{B}_1 \). An RF pulse that flips \( \mathbf{M} \) to the transverse plane, in which case \( \varphi = \pi/2 \) and \( t = \pi/(2\gamma B_1) \), is known as the “90° pulse”.

Relaxation

The effect of an RF pulse is the excitation of the spin system from its thermal equilibrium given by Equation 2.9. In terms of the magnetisation
M, after the RF pulse it will start precessing about the field $B_0$. However, it will not precess indefinitely but gradually return to its equilibrium state, $M_0$, in a characteristic time $T_1$, termed the “spin-lattice” relaxation time [44, 55]. This process involves an exchange of energy between the spin system and the reservoir, known as the “lattice”, with which it is in thermal equilibrium. The phenomenological description of this process was given first by F. Bloch [44] and can be written as

$$\frac{dM_z}{dt} = -\frac{(M_z - M_0)}{T_1}. \quad (2.12)$$

This process is also known as “longitudinal relaxation” since it involves only the longitudinal magnetisation $M_z$.

The relaxation of the magnetisation $M_+$ in the transverse plane to the field $B_0$ involves an exchange of energy among spins themselves and it is therefore known as the “spin-spin” relaxation. The exchange of energy among spins produces a loss of phase coherence that turns out in a relaxation of $M_+$ characterized by a time $T_2$, known as the transverse or spin-spin relaxation time. This process is therefore irreversible.

When the interactions among spins are weak compared to the main magnetic field [59], i.e. normally spins in the liquid state, the following

Figure 2.2: (a) The evolution of the magnetisation $M$ in the presence of a static magnetic field $B_0$ and an oscillating magnetic field $B_1$ perpendicular to $M$ at the frequency $\omega_0$, as predicted by Equations. 2.11. (b) The behaviour of the magnetisation $M$ as seen from a rotating frame of reference $(x'y'z')$ at the frequency $\omega_0$, given by Equation 2.7.
A phenomenological equation can be used to describe the process [44]:

$$\frac{dM_+}{dt} = -\frac{M_+}{T_2}. \quad (2.13)$$

Combining Equations 2.10, 2.12 and 2.13, the evolution of the total magnetisation in the laboratory frame of reference can be written as

$$\frac{dM}{dt} = \gamma M \times B - \frac{(M_x e_x + M_y e_y)}{T_2} \frac{(M_z - M_0)}{T_1} e_z. \quad (2.14)$$

Equations 2.14 are known as Bloch equations.

However, the energy exchange among spins ($T_2$) is not the only process responsible for phase coherence loss. Static field inhomogeneities, due to magnet design imperfections, will produce also phase differences among the spins experiencing different field strengths, according to Equation 2.7. This coherence loss process is usually characterized by a time $T'_2$ and is a reversible process by its nature, since no energy exchange is involved. The reversion of the effect of $T'_2$ is called spin-echo (SE) and will be discussed in the following sections.

The total transverse relaxation time is commonly expressed in the literature as

$$\frac{1}{T^*_2} = \frac{1}{T_2} + \frac{1}{T'_2}, \quad (2.15)$$

which involves both the irreversible $T_2$ and the reversible $T'_2$.

Therefore, the solution of Equations 2.14 after a 90° pulse and with the initial condition $M(0) = M_0 e_z$, can be written as [55]

$$M_+(t) = M_0 e^{-i\omega t} e^{-\frac{t}{T_2}}$$

$$M_z(t) = M_0 \left(1 - e^{-\frac{t}{T'_1}}\right). \quad (2.16)$$

### 2.2.3 Signal detection

The diagram shown in Figure 2.1 is only partially complete, since it cannot take into account the phase differences between spins. Furthermore, it is important to note that the energy of a single excitation is too small
and therefore this effect needs to be considered in the context of an ensemble of spins.

From the Faraday’s law of induction, the rotating magnetisation $M$ in the transverse plane at the frequency $\omega_0$ will induce an electromotive force (EMF) in an RF receive coil placed with its longitudinal axis perpendicular to the field $B_0$. It is important to note that one needs the transverse magnetisation in order to induce the EMF in the coil, while the longitudinal magnetisation will not induce a signal. The NMR signal is collected in the time domain as an oscillating, decaying EMF induced by the magnetisation in free precession. This is known as the free induction decay (FID) and is schematically shown in Figure 2.3.

2.2.4 Spin-echo

Following the excitation of the spin system by a 90° pulse, the longitudinal magnetisation will be recovered (by 63%) after a time $T_1$ and the transverse magnetisation will decay exponentially with a time constant $T_2'$. In 1950 E.L. Hahn [48] showed that the effect of $T_2'$ relaxation could be reversed by applying a 180°-pulse a time $\tau$ after the 90° pulse.
A schematic representation of the SE sequence is depicted in Figure 2.4. After the 90° pulse, the transverse magnetisation will show an FID with a time constant $T_2^*$. The application of the 180°-pulse after a time $t = T_E/2$ will produce a rephasing of the spins inducing an echo of the initial signal at a time $t = T_E$. The amplitude of the echo is given by

$$M_+ (T_E) = M_0 e^{-T_E/T_2},$$

where $T_E$ is the “echo time” [48]. Therefore, $T_2$ can be estimated by measuring the echo amplitude for multiple echo times. It is important to mention that the field inhomogeneities responsible of the $T_2'$ decay should be constant in the time course of a SE experiment.

### 2.2.5 Stimulated-echo

Some particular experiments, such as diffusion experiments (explained in the following sections), require long echo times. However, if the system has a short $T_2$, only a small fraction of the initial transverse magnetisation
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Figure 2.5: The schematic diagram of the STE pulse sequence (top) and the signal as measured in the laboratory frame of reference (bottom). After the 90° pulse the FID is governed by $T_2$. The dashed curve represents the signal as measured in the rotating frame of reference. After a time $T_E/2$ the second 90° pulse is applied in order to store half of the magnetisation in the longitudinal axis. During a time $T_M$ the signal relaxation is governed by $T_1$. Finally, the third 90° pulse is applied in order to flip the magnetisation back to the transverse plane and the stimulated echo is induced after a time $T_E/2$ from the third 90° pulse.

The stimulated-echo (STE) experiment [60] involves three 90° pulses, as shown in Figure 2.5. After the excitation, the spin system evolves for a time $t = T_E/2$, when the second 90° pulse is applied. The effect of the second pulse is to “store” half of the magnetisation in the longitudinal axis, and to form a primary echo with half of the initial amplitude in the transverse plane. The stored longitudinal magnetisation evolves under $T_1$ relaxation. Finally, after a time $T_M$ (mixing time), the third 90° pulse is applied which gives rise to the stimulated echo [60]. The fact that in the interval between the second and the third 90° pulses the relaxation is governed only by $T_1$, allows one to induce the echo at much longer times compared to the SE case.

The amplitude of the simulated echo in the STE sequence is given by [41,60]
\[ M_+ (T_E + T_M) = \frac{M_0}{2} e^{-\left(\frac{T_E + T_M}{T_2}ight)}. \]  

2.3 Nuclear Magnetic Resonance Imaging

In this section, the principles of the spatial localization of a given NMR property are briefly discussed. For a deeper description of the basic principles of this technique, the reader is referred to References [55, 56]. The image formation implies two main steps. The first part relates to the selective excitation of the spin system. The second step is related to the manner in which the signal is spatially encoded to be recorded. Both steps rely on the application of magnetic field gradients that produce a spatial variation of the Larmor frequency across the sample.

2.3.1 The signal equation

As discussed before, excitation RF pulses are used to flip the magnetisation, initially parallel to \( B_0 \), into the transverse plane. In the case of a homogeneous object and homogeneous field \( B_0 \), all spins in the object will be excited, and they all will have the same frequency after the excitation pulse. However, if the field has a spatial variation, i.e. \( B_0(\mathbf{r}) \), then, according to Equation 2.7, the frequency will show a spatial variation as well. The field gradients commonly used in MRI are applied independently of the main static field \( B_0 \) using specially designed coils. Since the magnitude of the varying fields is usually much less than that of the main static field, the Larmor frequency is only affected by the component along \( B_0 \). In other words, the total magnetic field can be approximated by \( \mathbf{B} = (B_0 + \mathbf{G} \cdot \mathbf{r}) \mathbf{e}_z \). Therefore, the spatially dependent Larmor frequency can be written as

\[ \omega(\mathbf{r}) = \gamma B_0 + \gamma \mathbf{G} \cdot \mathbf{r}, \]  

where \( \mathbf{r} \equiv (x, y, z) \) and \( \mathbf{G} \) is the field gradient component parallel to \( B_0 \) which may, in principle, be time-dependent. As discussed before, the signal detected in an NMR experiment is determined by the transverse magnetisation \( M_+ \) which for an inhomogeneous object in the presence of
a magnetic field gradient becomes $M_+ = M_+ (r, t)$. The same holds for the transverse relaxation time $T_2$ which becomes $T_2 = T_2 (r)$.

Using Equation 2.19 in the Bloch equation (Equation 2.14), it can be shown that in the presence of a time dependent magnetic field gradient, the transverse magnetisation is given by [56]

$$M_+ (r, t) = M_0 (r) e^{-\frac{i}{2\tau_0} t} e^{-i\omega_0 t} e^{-i\gamma \int_0^t G(\tau) \cdot r d\tau}, \quad (2.20)$$

with the initial condition $M_0 = M_{0,x} + iM_{0,y}$.

Assuming that the receive coil is uniformly sensitive to the volume-of-interest ($V$), the total signal acquired is determined by

$$S(t) = \int_V M(r, t) \, d\mathbf{r}. \quad (2.21)$$

In the following, it is assumed that the effects of $T_2$ relaxation are negligible. Furthermore, since $S(t)$ is typically demodulated in frequency by $\omega_0$ using phase sensitive detection, the term $\exp \left(-i\omega_0 t\right)$ in Equation 2.20 can be skipped. Thus, the total measured signal results in the well-known signal equation [55,56]:

$$S(t) = \int_V \rho(r) e^{-i2\pi k \cdot r} \, d\mathbf{r}, \quad (2.22)$$

where $\rho(r)$ represents the spin density in the object, proportional to the initial magnetisation according to Equation 2.9 (the proportionality factor has been dropped), and

$$k(t) = \frac{\gamma}{2\pi} \int_0^t G(\tau) \, d\tau, \quad (2.23)$$

is the reciprocal “k-space” vector [47, 55, 56].

Equation 2.22 is a fundamental relationship in MRI since it describes the relationship between the spin density and the measured MR signal through the Fourier transform. When the signal is acquired at certain positions in the k-space, the spin density $\rho(r)$ can be recovered using a discrete Fourier transform.
2.3.2 Slice selection

As discussed before, the applied RF field $B_1$ at the Larmor frequency produces a rotation of the magnetisation around the axis $B_1$. If the magnetic field is constant along the object, then all spins will be flipped. On the other hand, in order to restrict the excitation to a plane, say perpendicular to the $z$ axis, a field gradient needs to be applied along this direction, according to Equation 2.19.

The selective excitation of a slice in the object will occur provided that the RF pulse contains the necessary range of frequencies in the slice of interest, i.e. the RF pulse in the frequency domain will be a rectangular-shaped function (Figure 2.6). Therefore, the RF pulse in the time domain, given by the Fourier transform of the RF pulse in the frequency domain, will be a sinc-shaped function [55, 56], as schematically depicted in Figure 2.6. Although a complete envelope of the RF pulse

![Figure 2.6: The magnetic field gradient $G_z$, here applied along the z direction produces a variation of the Larmor frequency with z. The application of an RF pulse with a given frequency bandwidth will produce an excitation of the spin system lying only in the desired slice. In order to have a rectangular shaped RF pulse in the frequency domain, it must be sinc shaped in the time domain.](image-url)
is in practice never reached (the sinc function stretches into infinity), a good approximation of the rectangular pulse in the frequency domain is achieved by taking the central lobes of the sinc function [55].

2.3.3 Echo Planar Imaging

In conventional MRI, each line in the k-space is acquired after a separate excitation pulse, which is time consuming. In the case of diffusion MRI (described in the following sections), fast sequences covering the whole k-space in a short time are required in order to avoid motion artefacts.

The standard fast imaging technique is the echo planar imaging (EPI) introduced first by P. Mansfield [47], in which the k-space is sampled after a single excitation, during the echo formation. Here, alternating positive and negative readout field gradients ($G_{\text{read}}$) are applied to move along the $k_x$-direction in k-space. Between these gradients, small gradient ($G_{\text{phase}}$) are played out in order to change the position in the $k_y$-direction (Figure 2.7).

Moreover, since diffusion MRI relies on the application of extra field gradients between the excitation and the readout, the sampling of the k-space is done during the echo formation as schematically shown in Figure 2.7(a). In this case, the central part of the spin-echo (SE) must be located at the origin of the k-space in order to maximize the signal intensity of the low frequency part of the image ($k = 0$) (Figure 2.7(b)) [56].

Whereas EPI is less sensitive to motion artefacts, it suffers from eddy current and susceptibility artefacts [61]. Eddy currents arise in the coils as a consequence of the EPI readout in which strong field gradients are switched on and off in short periods of time. These eddy currents produce unwanted field gradients, introducing errors in the k-space encoding [61]. Several sequence modification and post-processing approaches have been proposed showing significant improvements [62–64]. Susceptibility artefacts arise when the magnetic susceptibility of the object and the surrounding medium are different, producing additional field gradients that distort the k-space trajectory.
2.4 Particle diffusion

2.4.1 The self-diffusion propagator

Molecular propagation is conventionally described with the help of the self-diffusion propagator \( P(r_0|\mathbf{r}, t) \), which is a probability density [41,55,57]. In this formalism, the probability that a particle will have moved from \( \mathbf{r}_0 \) into the volume element \( d\mathbf{r} \) centred at \( \mathbf{r} \) in the time interval \( t \), is given by \( P(r_0|\mathbf{r}, t) \, d\mathbf{r} \). Here, the molecular propagation is considered to be a stationary process and therefore the time \( t \) represents any time interval of duration \( t \).

Assuming the a priori initial condition \( P(r|\mathbf{r}_0, 0) = \delta(\mathbf{r} - \mathbf{r}_0) \), the analytical form of the diffusion propagator can be found by solving the second Fick’s law with the appropriate boundary conditions [55,65]:

\[
\frac{\partial P(r_0|\mathbf{r}, t)}{\partial t} = \nabla^T \mathbf{D} \nabla P(r_0|\mathbf{r}, t),
\] (2.24)
where $\nabla^T \equiv \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)$ and $D$ is a matrix representing the 2nd-rank diffusion tensor, which is expressed as follows

$$D = \begin{pmatrix}
    D_{xx} & D_{xy} & D_{xz} \\
    D_{yx} & D_{yy} & D_{yz} \\
    D_{zx} & D_{zy} & D_{zz}
\end{pmatrix}.$$  \hfill (2.25)

The diffusion tensor is positive definite and symmetric, which means that its eigenvalues are positive.

For unrestricted diffusion, i.e. $P(r_0|\mathbf{r}, t) \to 0$ for $\mathbf{r} \to \infty$, the solution of Equation 2.24 is the Gaussian propagator

$$P(r_0|\mathbf{r}, t) = \frac{1}{(4\pi t |D|)^{d/2}} \exp \left( -\frac{(\mathbf{r} - \mathbf{r}_0)^T D^{-1} (\mathbf{r} - \mathbf{r}_0)}{4t} \right), \hfill (2.26)$$

where $d (= 1, 2, 3)$ is the Euclidean dimension and $|\ldots|$ is the determinant \cite{41, 55, 57}. The second moment of this function is the well-known Einstein relation

$$\langle \mathbf{r} \mathbf{r}^T \rangle = 2dt D, \hfill (2.27)$$

and denotes the mean square displacement (MSD) of particles in the observation time $t$ and in the direction $\mathbf{r}^T \equiv (x, y, z)$.

### 2.4.2 Restricted diffusion

The diffusion process of water molecules in heterogeneous media such as biological tissue is restricted, hindered and, in some cases, anisotropic \cite{2, 66, 67}. The underlying cellular microstructure of biological tissue influences the mobility of water molecules due to the presence of different types of cells, organelles, axons, neurons, etc. Therefore, the particle displacement (Equation 2.27) will be a function of the bulk diffusion coefficient of the diffusing molecules, the diffusion time $t$ and the size and shape of the restricting geometry \cite{2, 66}. Thus, the diffusion coefficient measured in MRI experiments and evaluated with the help of Equation 2.27 is not equal to the bulk diffusion coefficient $D_0$. In the literature, it is therefore referred as the ADC, as first introduced by D. Le Bihan et al. in 1986 \cite{2, 53}. 
The ADC in heterogeneous environments, in contrast to $D_0$, may become dependent on the observation time. This time-dependence of the ADC provides useful information about the microstructure and microdynamics of the surrounding medium [2, 40, 67, 68]. This is schematically demonstrated by the following example (see Figure 2.8), comparing unrestricted diffusion (a) and diffusion in a closed cavity (b) with a characteristic linear size $l$. For observation times $t \ll l^2/D_0$ the particle displacement will appear to be unrestricted in both cases (compare Figure 2.8(a) and 2.8(b)), whereas for $t \gg l^2/D_0$, the molecular propagation in the cavity will be restricted by the boundaries. All molecules, irrespective of the initial position, will traverse the whole space, and the MSD will appear to be time-independent, of the order of $l^2$ [58]. The measured ADC, in turn, will be inversely proportional to $t$. In the intermediate time-scale, $t \sim l^2/D_0$, the behaviour is more complicated and depends on the detailed geometry of the system [40, 67].

**Figure 2.8:** Qualitative comparison of diffusion process in a free (a) and confined (b) environment.
2.4.3 Diffusion in the central nervous system: a brief description

A brief description of the architectural environment relevant for water diffusion in the CNS is presented in Figure 2.9. Many different factors affect the molecular diffusivity. Figure 2.9(a) shows a coronal $T_1$-weighted MR image of the human brain. There, the grey matter (GM) and the white matter (WM), the two main tissue components of the CNS can be visualized. The cortical GM appears as the grey cortex surrounding WM, that is, the bright tissue in the central part. The sub-cortical GM, on the other hand, appears as nuclei in the central part of the brain. Besides GM and WM, there are cavities filled with cerebrospinal fluid (CSF) called ventricles. The water molecules in CSF show an isotropic diffusion behaviour.

WM is composed of bundles (Figure 2.9(b)) of myelinated nerve cells connecting various GM areas (the locations of nerve cell bodies) of the brain to each other, and carry nerve impulses between neurons. The nerve fibres (Figure 2.9(c)) are made up of groups of fasciculi (also known as tracts) and blood vessels surrounded by the epineurium [70,71].

A single fasciculus is composed of a group of myelinated axons enclosed by a connective tissue called the perineurium. The diameter of the fasciculi lie in the range of 0.1-10 mm. The axon (Figure 2.9(d)) is the cylindrical projection that transmits the electrical impulses away from the cell body of the neuron. It is composed of the microtubuli ($\sim 25$ nm in diameter) and neurofilaments ($\sim 5$ nm in diameter) arranged in parallel and wrapped by the axonal membrane [70]. An axon is uniform in diameter usually showing a smooth surface. Axons are normally wrapped by a myelin sheath (Figure 2.9(d)), necessary for the insulation of electrical impulses. When myelin degrades, the conduction of signals can be disturbed or even lost. The presence of these myelin sheaths gives rise to the typical white colour observed in normal WM. The permeability of myelin sheaths is very low and they are arranged in concentric layers (Figure 2.9(d)) [2].

The axons in WM show a high packing density. Data from histology indicates volume fractions for the intra- and extra-axonal water of about 0.8 and 0.2, respectively [72]. Diffusion inside axons is highly anisotropic,
Figure 2.9: A schematic representation of the CNS from the macroscopic to the microscopic point of view: (a) a coronal $T_1$-weighted image showing the GM, WM and CSF regions. (b) White matter fibre tracts (generated with the help of the ExploreDTI toolkit [69]). (c) Geometrical description of a nerve fibre bundle and the fasciculus. (d) Description of a neuron and its components.
showing longitudinal diffusivity (along the axons) 2 to 5 time larger than the transverse diffusivity (across the axon) [2]. The exact microstructural features leading to this degree of anisotropy are still under debate. The hypothesized sources are the axonal membranes, myelin sheaths and microtubules, among others [2, 65].

Diffusion in the extra-axonal space, on the other hand, is considered to be hindered. For long diffusion times, the water displacement profile will become Gaussian and can be characterized by the tortuosity factor [40, 67].

GM consists mainly of neuronal cell bodies, dendrites and unmyelinated axons, glial cells and capillaries [70]. The distribution of dendrites and unmyelinated axons are randomly oriented in GM. Therefore, in spite of restrictions and local anisotropies, the diffusion behaviour in the macroscopic scale tends to be isotropic.

In general, diffusion of water molecules takes place in complicated multiple intracellular and extracellular compartments, leading to a highly restricted molecular movement. The Gaussian diffusion, on the other hand, occurs in systems where there is no restriction at all (Equation 2.26). Therefore, the concept of “Gaussian diffusion” in the brain tissue is to be considered only as an approximation of the underlying diffusion propagator.

2.5 Diffusion-weighted MRI

2.5.1 The Sejskal-Tanner pulse sequence

The standard pulsed field gradient (PFG) NMR sequence [73] is based on the use of the SE sequence (Section 2.2.4) with two additional PFGs, $g(t)$, as schematically shown in Figure 2.10. This sequence was first proposed by O.E. Stejskal and J.E. Tanner [73], and is known as the Stejskal-Tanner sequence. The two PFGs are placed before and after the refocusing RF 180°-pulse in the conventional SE sequence (Figure 2.4).

Let us consider two rectangular pulses of the magnetic field gradient along the $z$-direction, with duration $\delta$ and strength $g$. The separation between the two field gradient pulses is denoted by $\Delta$. Relaxation effects
Figure 2.10: A schematic representation of the PFG SE sequence. After the excitation all spins have ideally the same frequency (a). The effect of the first field gradient pulse is to spread the Larmor frequencies $\omega (z)$ (b). The colour bar represents the spatial dependence of Larmor frequencies. Following the refocusing 180°-pulse, the second field gradient pulse is applied with the same polarity (c), restoring the spin phases. If the spin positions are constant, then the complete magnetisation is recovered (d). If spin positions at the echo-time differ from the initial ones, then an attenuation of the magnetisation is observed (e).

are skipped in the following discussion. After the excitation pulse, all spins have ideally the same phase. This is schematically depicted by the arrows in the bottom line in Figure 2.10(a). The effect of the first field gradient pulse (Figure 2.10(b)), conveniently set at $t = 0$, is to shift the spin phase according to

$$\phi_0 = \gamma \int_0^\delta g (t) z (t) \, dt = \gamma g \delta z_0. \quad (2.28)$$
The phase shift produced by the second field gradient pulse (Figure 2.10(c)) is

\[ \phi_1 = -\gamma \int_\Delta^{\Delta + \delta} g(t) z(t) \, dt = \gamma g \delta z_1, \]  

(2.29)

where the change of sign in Equation 2.29 is due to the refocusing 180°-pulse.

In Equations 2.28 and 2.29, the spin positions \( z_0 \) and \( z_1 \) are assumed to be approximately constant during the application of the field gradient pulses, i.e. \( \sqrt{2D\delta} \) is negligible. This is known as the short gradient pulse (SGP) approximation [41, 65].

Therefore, the phase shift during the time \( \Delta \) is simply

\[ \phi = \phi_0 + \phi_1 = \gamma g \delta (z_0 - z_1). \]  

(2.30)

If the spin position is the same at \( t = 0 \) and \( t = \Delta \), then the phase shift is zero (Figure 2.10(d)). However, if the positions differ, there will be a net phase shift (Figure 2.10(e)), resulting in an attenuation of the transverse magnetisation.

The net NMR signal after the second gradient pulse in the SGP approximation can be written as [41, 74]

\[ S = S_0 \int V \rho (r_0) P (r_0 | r, \Delta) e^{-i \gamma g \cdot (r - r_0) \delta} \, d r_0 d r, \]  

(2.31)

where \( \rho (r_0) \) is the initial spin density, \( P (r_0 | r, \Delta) \) is the diffusion propagator defined in Section 2.4.1 and the field gradient \( g \) is generalized to an arbitrary direction. In Equation 2.31 the echo intensity is normalized to the initial signal.

### 2.5.2 The q-space model

The phase shift term in Equation 2.31 depends on the displacement \( R = r - r_0 \). In order to remove the dependence on the initial spin distribution \( \rho (r_0) \), the average propagator \( \overline{P} (R, t) \) is defined as [41]

\[ \overline{P} (R, t) = \int V \rho (r_0) P (r_0 | r_0 + R, t) \, d r_0, \]  

(2.32)

and the echo attenuation due to diffusion is
\[ S(q, t) = \int P(R, t) e^{-i2\pi q R} dR, \quad (2.33) \]

where \( q \equiv \gamma g (2\pi)^{-1} \). This means that in the SGP approximation, the echo attenuation due to particle diffusion is the Fourier transform of the average propagator defined in Equation 2.32 with the reciprocal space given by \( q \) \([55, 58]\). Therefore, the diffusion propagator can be obtained by the inverse Fourier transform of the DW signal:

\[ \overline{P}(R, t) = \int S(q, t) e^{i2\pi q R} dR. \quad (2.34) \]

In the following, the averaged diffusion propagator will be denoted simply as \( P(r, t) \).

### 2.5.3 The Bloch-Torrey equation

In 1956 H.C. Torrey \([50]\) extended the Bloch equation (Equation 2.14) to account for the effect of the particle self-diffusion and flow by adding two additional terms. In the rest of this work the flow term is skipped and only the diffusion term is considered. Combining the Bloch equation (Equation 2.14) with the Fick’s second law (Equation 2.24), the evolution of the spatial distribution of magnetisation \( M(r, t) \) after the excitation RF pulse can be written as

\[
\frac{dM}{dt} = \gamma M \times B - \frac{(M_x e_x + M_y e_y)}{T_2} - \frac{(M_z - M_0)e_z}{T_1} + \sum_{i=x,y,z} \nabla^T (D \nabla M_i) \mathbf{e}_i, \quad (2.35)
\]

where \( B(r, t) = B_0 e_3 \) is the static magnetic field \([41, 65]\).

When a PFG NMR sequence is applied, the total magnetic field can be written as \( B(r, t) = (B_0 + g(t) \cdot r) e_3 \). The analytical expression for the echo intensity is given by \([41, 65]\)

\[ S(T_E) = S_0 e^{-\frac{T_E}{T_2}} e^{-b u^T D u}, \quad (2.36) \]

where the term \( S_0 \) is the echo intensity without the effect of diffusion and relaxation, \( u \) is the unit vector pointing in the direction of \( g \), and \( b \), given by
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\[ b = \gamma^2 \int_0^{T_E} dt \left[ \int_0^t g^T(t') dt' \right] \left[ \int_0^t g(t') dt' \right], \quad (2.37) \]

is known as the \( b \)-value, in units ms \( \mu \text{m}^{-2} \). For the time diagram of the Stejskal-Tanner sequence (Figure 2.10), \( b \) is given by [41, 65]

\[ b = \gamma^2 \delta^2 g^2 \left( \Delta - \frac{\delta}{3} \right). \quad (2.38) \]

Equation 2.36 is known as the Stejskal-Tanner equation [65, 73]. In the case of Gaussian diffusion, it holds regardless of the validity of the SPG condition [74]. In conventional DW MRI, the dephasing induced by the imaging field gradients (such as those in the EPI readout) is assumed to be negligible.

Thus, assuming a Gaussian diffusion, Equations 2.36 and 2.38 allow one to estimate the diffusion tensor \( D \) (or the diffusion coefficient \( D \) in the case of isotropic diffusion) by measuring the SE amplitude for different \( b \)-values [65].

### 2.5.4 Diffusion-weighted stimulated-echo

The longest separation time between two diffusion-sensitizing field gradient pulses in the Stejskal-Tanner sequence, \( \Delta \), is limited by the \( T_2 \) of the system under investigation [41, 57]. Thus, the echo attenuation at the largest possible \( \Delta \) in systems showing very slow diffusivity may not be sufficient for a reliable estimation of the diffusion coefficient. Since the longitudinal relaxation governed by \( T_1 \) is usually longer than the transverse one, the use of the STE sequence (Figure 2.5), combined with diffusion-sensitizing gradients, has been proposed to measure the diffusivity in such systems [60]. Figure 2.11 shows the time diagram of the DW STE sequence.

For this sequence, the attenuation of the stimulated echo is given by [57, 60]

\[ S (T_E + T_M) = \frac{S_0}{2} e^{-\left(\frac{T_E}{T_2} + \frac{T_M}{T_1}\right)} e^{-bu^\top Du}, \quad (2.39) \]

with \( b \) given by Equation 2.38.
2.5.5 Twice-refocused diffusion-weighted spin-echo

The application of high intensity diffusion-weighting field gradients in PFG NMR sequences produces persistent eddy currents with a dependence on the applied field gradient direction. If the induced eddy current is sufficiently long so that residual field gradients persist during the EPI readout, this additional field gradient will produce an image distortion [62]. The twice-refocused spin-echo (TRSE) sequence was proposed by T.G. Reese et al. [62] in order to reduce the eddy current distortions in DW images. The TRSE is based on the Stejskal-Tanner sequence with an additional 180° refocusing pulse and two bipolar field gradients with equal duration, $\delta_1 + \delta_2 = \delta_3 + \delta_4$, as shown in Figure 2.12.

Figure 2.11: The time diagram of the DW STE sequence. Two diffusion-sensitizing field gradients $g$ are placed after the first and the third RF 90°-pulses. The DW stimulated echo occurs at the time $T_E + T_M$.

Figure 2.12: The time diagram of the DW TRSE sequence. The two refocusing pulses have a separation $T_E/2$. The bipolar diffusion weighting field gradients have equal duration $\delta_1 + \delta_2 = \delta_3 + \delta_4$. 
By adjusting the timing of the diffusion field gradient pulses, the effect of remaining eddy currents with single exponential decay during the EPI readout can be reduced without loss of scanning efficiency [62].

2.6 Conclusions

In this chapter, a general overview of the physical principles of the NMR technique was carried out. Some the basic NMR pulse sequences for diffusion measurements, such as the SE and the STE, were introduced. Afterwards, the idea of spatial localization of the NMR signal to reconstruct an image was discussed, together with a short description of the basic approach for the image readout commonly used in diffusion MRI, namely the EPI.

Following the introduction of NMR and MRI techniques, the concept of particle diffusion and its characterization through the diffusion propagator has been introduced. The influence of the surrounding media on molecular diffusion was discussed. Since the ultimate goal of this dissertation is the study of water diffusion in the CNS, a short anatomical description has been provided, and its influence on the molecular diffusion has been discussed.

In the last part of this chapter, the use of NMR and MRI techniques to measure molecular diffusion was shortly summarized. Finally, some of the most important pulse sequences were introduced.
Chapter 3

Models for the DW MRI signal in the brain

3.1 Introduction

A proper interpretation of DW MRI experiments relies on the development of theoretical models that relate the features of the tissue microstructure and microdynamics to the DW MRI signal. In this chapter, a summary of various theoretical models used to describe the DW signal in the human brain is presented. Due to the high complexity of the CNS (Discussed in Chapter 2, Section 2.4.3) these models are not completely perfect since they cannot capture all tissue properties affecting diffusion. However, they represent a useful framework that allows one to quantify important tissue properties such as tissue anisotropy, fibre directionality, cell integrity and permeability, among others. This Chapter also describes some selected models used in the experimental chapters of this work.
3.2 Anisotropic Gaussian diffusion: Diffusion Tensor Imaging

3.2.1 The apparent diffusion coefficient

The conventional approach to describe the DW signal attenuation in biological tissue is to use Equation 2.36 and the ADC, $D_{app}$. In the case of isotropic diffusion,

$$\ln \frac{S(b)}{S(0)} = -bD_{app},$$

with the $b$-value given by Equation 2.38. In this context, $D_{app}$ should be considered as a phenomenological parameter that incorporates integrative information on the tissue microstructure [53, 74].

Usually, $D_{app}$ is determined by measuring the DW signal for at least two $b$-values in a single gradient direction. Figure 3.1 schematically shows the approach for evaluating $D_{app}$. The DW signal is shown for a healthy human brain measured with the DW TRSE sequence, using $b$-values between 0.0 ms $\mu$m$^{-2}$ and 4.0 ms $\mu$m$^{-2}$ and two non-collinear gradient directions. In this graphic, $S(b)$ is shown for a small region-of-interest (ROI) located in WM.

One can see that Equation 3.1 represents a good approximation within the range 0.0 ms $\mu$m$^{-2}$ to 1.0 ms $\mu$m$^{-2}$. Moreover, due to the anisotropy of WM (discussed in Section 2.4.3), the slope of the signal attenuation depends on the gradient encoding direction. However, it has been demonstrated in several works [24, 25, 35, 75–77] that the DW signal attenuation in the human brain beyond $b = 1.0$ ms $\mu$m$^{-2}$ deviates from the mono-exponential behaviour. This means that at high $b$-values the Gaussian approximation is not valid, as schematically shown in Figure 3.1. In the following sections several models accounting for the anisotropy and non-Gaussianity of the DW signal are briefly discussed.
Figure 3.1: A schematic representation of the approach for the evaluation of the ADC from the DW MRI signal attenuation. The DW images are shown for an axial slice in the human brain, two gradient encoding directions and $b$-values between 0.0 ms $\mu$m$^{-2}$ and 4.0 ms $\mu$m$^{-2}$. The signal averaged for a small ROI in WM is shown in the graphic. Due to the anisotropy of WM, the attenuation slopes in different gradient directions are different. Moreover, the mono-exponential approach is shown to be valid approximately in the range $b \leq 1.0$ ms $\mu$m$^{-2}$. 
3.2.2 2nd-rank tensor model

The anisotropic behaviour of water diffusion observed in WM cannot be described by a single scalar parameter such as $D_{\text{app}}$. One of the most successful techniques describing the anisotropic diffusion is the so-called diffusion tensor imaging (DTI) proposed by P.J. Basser et al. [78, 79] in 1994. In this theory, a rigorous framework of the anisotropic Gaussian diffusion is established, providing not only a quantitative measure for the diffusion anisotropy, but also the main directions of water diffusion.

DTI is based on the extension of Equation 3.1 to the anisotropic case. For a single gradient direction $g$, Equation 2.36 can be written as

$$\ln \frac{S(b)}{S(0)} = -\gamma^2 \delta^2 \left( \Delta - \frac{\delta}{3} \right) g^2 u^T D_{\text{app}} u$$

$$= -b \sum_{i=1}^{3} \sum_{j=1}^{3} u_i u_j D_{\text{app}}^{ij}, \quad (3.2)$$

where $S(0)$ includes the relaxation factor in Equation 2.36. Therefore, the ADC for a single gradient direction is given by

$$D_{\text{app}} = u^T D_{\text{app}} u = \sum_{i=1}^{3} \sum_{j=1}^{3} u_i u_j D_{\text{app}}^{ij}. \quad (3.3)$$

Since $D_{\text{app}}$ is a 2nd-rank symmetric tensor and positive definite, the number of degrees of freedom is 6 [58]. To evaluate the apparent diffusion tensor $D_{\text{app}}$, the DW images must be acquired for $N$ non-coplanar gradient directions $g_i$ ($i = 1 \ldots N$) plus a non-DW image ($b = 0$) [58, 80]. For a set of $N = 6$ non-coplanar gradient directions, Equation 3.2 has a unique solution. However, due to the effect of noise, it is convenient to acquire the DW images for $N > 6$ directions, in which case the system of Equations 3.3 is overdetermined and must be solved using fitting approaches [81, 82]. As discussed in the previous section, in conventional DTI the $b$-value is usually set to $b = 1.0 \text{ ms} \mu \text{m}^{-2}$ [5]. This prevents one of having systematic bias the estimation of the tensor elements [83].
3.2.3 Tensor ellipsoid representation

By diagonalizing the tensor $D_{\text{app}}$, one finds the tensor eigenvalues (principal diffusivities) and eigenvectors [58, 79]. Due to the fact that $D_{\text{app}}$ is symmetric and positive definite, its three eigenvectors $v_i$ ($i = 1, 2, 3$) are orthogonal and the eigenvalues $\lambda_i$ (by convention $\lambda_1 \geq \lambda_2 \geq \lambda_3$) are positive

$$D_{\text{app}} V = \Lambda,$$  \hspace{1cm} (3.4)

with

$$V = \begin{pmatrix} v_{1,x} & v_{2,x} & v_{3,x} \\ v_{1,y} & v_{2,y} & v_{3,y} \\ v_{1,z} & v_{2,z} & v_{3,z} \end{pmatrix} \quad \text{and} \quad \Lambda = \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{pmatrix},$$  \hspace{1cm} (3.5)

where $\Lambda$ is the diagonal matrix of eigenvalues and $V$ is the matrix of orthonormal eigenvectors, arranged in columns.

As discussed before, the basis of DTI is the assumption of a Gaussian propagator $P(r_0|r',t)$ (Equation 2.26) describing molecular diffusion. An ellipsoidal shape representing the iso-probability surface of molecular diffusion can be associated to the tensor $D_{\text{app}}$ by fixing the quadratic form in the exponent of $P(r_0|r',t)$:

$$\frac{(r' - r_0)^T D_{\text{app}}^{-1} (r' - r_0)}{4t} = 1,$$  \hspace{1cm} (3.6)

which defines a surface of constant mean translational displacement of an ensemble of tagged particles diffusing from the centre of the voxel (at $r_0$), at time $t$ [79]. Changing to the principal frame of reference, the iso-probability surface can be written as

$$\left( \frac{x}{\sqrt{2\lambda_1 t}} \right)^2 + \left( \frac{y}{\sqrt{2\lambda_2 t}} \right)^2 + \left( \frac{z}{\sqrt{2\lambda_3 t}} \right)^2 = 1,$$  \hspace{1cm} (3.7)

where $r = V^T (r' - r_0)$. The main axes of the ellipsoid, are the root mean square displacements, $\sqrt{\langle x_i^2 \rangle} = \sqrt{2\lambda_i t}$, along the three principal directions in a time $t$ [79] (Figure 3.2).

Examples of diffusion tensor ellipsoids are shown for an in vivo data set in Figure 3.2. In case of prolate diffusion, the tensor appears to be
Figure 3.2: (a) A non-DW image where the diffusion tensor field is plotted for a selected ROI, zoomed in (b). The cases of prolate (c), oblate (d) and isotropic (e) diffusion are shown for three selected voxels. The tensor field was produced with the help of the ExploreDTI toolkit [69].
cigar-shaped (Figure 3.2(c)), where $\lambda_1 > \lambda_2 \approx \lambda_3$. It corresponds to the case of single ordered fibre bundles, such as the *corpus callosum* in WM (see Figure 2.9). The oblate diffusion tensor is represented by a disc-shaped surface (Figure 3.2(d)), where $\lambda_1 \approx \lambda_2 > \lambda_3$. This occurs in complex arrangements of fibre bundles in WM, such as crossing or merging fibres (see following discussion). Finally, the case of anisotropic diffusion is represented by a sphere (Figure 3.2(e)), where $\lambda_1 \approx \lambda_2 \approx \lambda_3$, corresponding to CSF and GM [58].

It is important to note that in the brain WM, the anisotropic behaviour of water diffusion in the macroscopic voxel length-scale is due to the microscopic arrangement of the tissue (Figure 2.9) [58, 79]. In particular, the eigenvector $v_1$ associated to the largest eigenvalue ($\lambda_1$) can be related to the axis of the tissue fibre track in the voxel [79]. The local orientation provided by $v_1$ has been used to connect coherently ordered fibre tracts trajectories along adjacent voxels. The mathematical procedures to accomplish this connection are known as *fibre tractography* or *fibre tracking*, which are used in the investigation of WM connectivity in the brain [1, 58, 71, 84]. A brief description of this technique will be given in Section 3.9.

### 3.2.4 Tensor scalar invariants

Besides the directional information, the diffusion tensor $D_{app}$ provides rotationally invariant scalars related to different tissue proprieties [58, 80].

One of the most important invariant scalars is the so-called mean diffusivity (MD), defined as the trace of the diffusion tensor divided by three

$$\text{MD} \equiv \frac{1}{3} \text{Tr} (D_{app}) = \frac{1}{3} (\lambda_1 + \lambda_2 + \lambda_3) = \langle \lambda \rangle,$$

where $\text{Tr}(...)$ denotes the *trace* of the tensor. According to Equation 2.27, MD is a measure of the directionally averaged square displacement of diffusing molecules in the voxel [58]. MD appears to be fairly uniform in the healthy human brain and does not give a marked contrast between GM and WM [58, 85]. An example of MD in a healthy human brain in the axial plane is demonstrated in Figure 3.3(a).
In the case of prolate diffusion, one may also define the *axial* and *radial* diffusivities [2] (also known as *longitudinal* and *transversal*), as follows

\[ \lambda_\parallel \equiv \lambda_1 \quad \text{and} \quad \lambda_\perp \equiv \frac{\lambda_2 + \lambda_3}{2}. \tag{3.9} \]

The most popular scalars characterizing the tensor anisotropy are the relative anisotropy (RA) and the fractional anisotropy (FA), defined as follows [80, 86]

\[ \text{RA} \equiv \frac{1}{\sqrt{3}} \sqrt{\frac{(\lambda_1 - \langle \lambda \rangle)^2 + (\lambda_2 - \langle \lambda \rangle)^2 + (\lambda_3 - \langle \lambda \rangle)^2}{\langle \lambda \rangle}}, \tag{3.10} \]

and

\[ \text{FA} \equiv \sqrt{\frac{3}{2}} \sqrt{\frac{(\lambda_1 - \langle \lambda \rangle)^2 + (\lambda_2 - \langle \lambda \rangle)^2 + (\lambda_3 - \langle \lambda \rangle)^2}{\sqrt{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}}}, \tag{3.11} \]

which are dimensionless parameters. In the case of isotropic diffusion \((\lambda_1 \approx \lambda_2 \approx \lambda_3)\), both FA and RA equal zero. For a cylindrically symmetric system \((\lambda_1 \gg \lambda_2 \approx \lambda_3)\), RA \(\approx \sqrt{2}/3\) and FA \(\approx 1\) [80]. Among these two parameters, FA is more frequently used since it is less sensitive to the eigenvalue noise [87]. Examples of the RA and FA maps in the healthy human brain are depicted in Figures 3.3(b) and 3.3(c).

Apart from drawing a vector field, S. Pajevic et al. [88] have proposed to assign each video channel (Red, Green, Blue) to a component of the main eigenvector \(v_1\). Furthermore, in order to distinguish between the regions of high and low anisotropy, the FA has been used to modulate the brightness, according to

\[ R = |v_{1,x}| \text{FA}, \quad G = |v_{1,y}| \text{FA}, \quad B = |v_{1,z}| \text{FA}, \tag{3.12} \]

where conventionally R, G and B are assigned to the directions perpendicular to the sagittal, coronal and axial 2D planes, respectively. An example of the colour-coded FA (CFA) is shown in Figure 3.3(d). Note that GM has low brightness indicating low FA. Therefore, orientations of \(v_1\) in GM become random and do not have a significant meaning.
Figure 3.3: Maps of MD (a), RA (b), FA (c), CFA (d) for a healthy human brain in a slice perpendicular to the axial direction. (e) The field of vectors $v_1$ for the same slice overlaid to the FA map. Each line represents a vector whose colour is determined by the RGB combination defined in Equations 3.12, related to the directions perpendicular to the sagittal, coronal and axial 2D planes, respectively (f).

3.2.5 Limitations of DTI

Although DTI has established itself as a valuable tool in brain research, it has some limitations. One limitation relates to the fact that it is valid only at low $b$-values, where the Gaussian assumption holds. However, as one increases the strength of the $b$-value, the Gaussian assumption is not valid any longer. In that case, the DW signal attenuation curve becomes non-mono-exponential [24, 25, 35, 75, 77] and cannot be adequately described by DTI, as schematically shown in Figure 3.1. As demonstrated by E.S. Hui et al. [83], the use of DTI to describe the DW signal at high $b$-values leads to a systematic bias in the DTI metrics.

Another limitation of DTI is related to its inability to differentiate complex patterns of fibre arrangements. While DTI can accurately
characterize the fibre direction and anisotropy in bundles of coherently aligned fibres, it fails in regions with complex fibre architecture such as “crossing fibres” and “merging fibres” [16, 89]. This is because DTI provides only one main diffusion direction (v₁), since it is based on a 2nd-rank tensor. Therefore, the main directions of two or more non-parallel fibre bundles remain undetermined, and the estimated FA values appear artificially reduced [65, 89].

3.3 The two-compartment model

The biexponential diffusion model has been proposed to describe the non-mono-exponential behaviour of the DW signal in the brain [25, 31, 32, 34, 75, 90]. In this model, the DW signal is assumed to originate from two non-exchanging water pools and represents the superposition of two mono-exponential functions [75]

\[
\frac{S(b)}{S(0)} = f_f e^{-bD_f} + (1-f_f) e^{-bD_s},
\]

where \(D_f\) and \(D_s\) are the “fast” and “slow” diffusivities and \(f_f\) is the fraction of fast diffusing molecules. For the case of anisotropic diffusion, one needs to define the fast and slow diffusion tensors, \(D_f\) and \(D_s\). Consequently, the DW signal for a given gradient-encoding direction \(u\) is modelled as [25, 65]

\[
\frac{S(u, b)}{S(0)} = f_f e^{-bu^T D_f u} + (1-f_f) e^{-bu^T D_s u}.
\]

Equations 3.13 and 3.14 have been shown to fit the DW signal in the brain tissue in the extended range of \(b\)-values (up to 7.0 ms \(\mu\)m\(^{-2}\)) with high accuracy. The most common interpretation of two water pools refers them to water in the intracellular space (ICS) and the extracellular space (ECS) [24, 32, 75]. In the ICS, diffusion would be more restricted, giving rise to the slow diffusion component, whereas the fast diffusion component would be dominated by water in the ECS. However, it should be noted that the relative volumes of the ICS and ECS known from histology appear in different proportions to the experimentally measured fractions of the fast and slow diffusion components. Nevertheless, the
model provides an instructive tool for the analysis of the DW MRI signal in the extended range of $b$-values. Other approaches consider, instead, bound and free water as the origin of the biexponential behaviour [3]. In Chapter 5, a comprehensive analysis on the use of the biexponential model to describe the DW signal in the human brain tissue is carried out.

### 3.4 The statistical approach

The ADC, as computed from the mono-exponential model, integrates the global properties of the tissue in a single parameter, $D_{\text{app}}$. Since biological tissues are complex in various microscopic length scales, a distribution of ADCs is expected in the macroscopic length scale. The statistical model introduced by D.A. Yablonskiy [39,74] is a phenomenological model that takes into account the presence of variable length-scales for the restrictions and hindrances to the random displacement of water molecules and integrates them in a single expression for the DW signal.

In this model, the DW MRI signal is considered to be described by the sum of signals from a large number of individual spin packets from different positions in the voxel. The signal for a given gradient direction is written as [39]

$$S(b) = \int_0^\infty p(D) e^{-bD} dD \quad (3.15)$$

where $p(D)$ is the distribution of diffusivities. The ADC, which is also related to the initial slope of the DW signal attenuation curve, is given by the mean of the distribution, i.e.

$$D_{\text{app}} = -\lim_{b \to 0} \frac{\partial S(b)}{\partial b} = \int_0^\infty Dp(D) dD = \langle D \rangle. \quad (3.16)$$

The simplest realisation of such a distribution is given by a discrete sum of two exponentials. In this case, the signal behaves according to Equation 3.13.
3.4.1 Gaussian-like distribution

In complex biological tissue, the distribution \( p(D) \) is expected to be a continuous function of \( D \). Moreover, assuming a large number of “similar” ADCs in the voxel, the distribution \( p(D) \) should have a peak and the tail should decay rather rapidly. In [39], the proposed distribution is a Gaussian function with a cut-off for the negative tail

\[
p(D) = \begin{cases} 
A \exp \left( -\frac{(D-D_G)^2}{2\sigma^2} \right) & \text{for } D > 0 \\
0 & \text{for } D < 0
\end{cases},
\]

(3.17)

where \( D_G \) and \( \sigma \) are the peak and the width of the distribution. In this case, the DW signal attenuation can be written as

\[
S(b) = \frac{1 + \text{erf} \left( \frac{D_G}{\sqrt{2}\sigma} - \frac{b^2\sigma^2}{2} \right)}{1 + \text{erf} \left( \frac{D_G}{\sqrt{2}\sigma} \right)} \exp \left( -bD_G + \frac{b^2\sigma^2}{2} \right),
\]

(3.18)

where \( \text{erf}(\ldots) \) is the error function. In general, the ADC given by Equation 3.16 differs from the peak diffusivity \( D_G \).

As an example, the Gaussian-type distribution defined in Equation 3.17 and the corresponding DW signal attenuations (Equation 3.18), for \( D_G = 1.0 \, \mu m^2 \, ms^{-1} \) and \( \sigma = 0.1, 0.5 \) and \( 1.0 \, \mu m^2 \, ms^{-1} \), are depicted in Figures 3.4(a) and 3.4(b), respectively. One can see that for a narrow distribution \((\sigma = 0.1)\), the DW signal is close to the mono-exponential function. However, when the value of \( \sigma \) increases, the DW signal deviates from the mono-exponential behaviour.

It is important to note that in systems where the existence of spin packets with zero diffusivities is excluded, the condition \( p(D) \to 0 \) when \( D \to 0 \) must be true. In the case of defined distributions with a cut-off at \( D = 0 \), such as the one defined in Equation 3.17, this is obviously not satisfied. However, for narrow distributions \((\sigma \ll D_G)\), the approximation is valid. Alternatively, other functions such as the log-normal distribution can be used (See Chapter 7) [91].
3.4.2 Log-normal distribution

In order to avoid artificial truncations, the use of the log-normal distribution function [92–94], defined only for positive arguments, was proposed in Reference [91]. In this section the basics of this approach are discussed.

The log-normal distribution function is given by

\[
p(D) = \frac{1}{D\sigma\sqrt{2\pi}} \exp\left(-\frac{[\ln D - \ln D_{LD}]^2}{2\sigma^2}\right),
\]

where \(\ln D_{LD}\) and \(\sigma\) are the location and scale parameters, respectively, related to the mean and the standard deviation of the distribution.

There is no analytical solution for Equation 3.15 for the log-normal distribution. However, a numerical approach can be used to estimate \(D_{LD}\) and \(\sigma\) from the experimental data.

As an example, the log-normal distribution and the corresponding DW signal attenuations (evaluated numerically using Equation 3.15), for \(D_{LD} = 1.0 \mu m^2 ms^{-1}\) and \(\sigma = 0.1, 0.5\) and \(1.0\), are depicted in Figures 3.4(c) and 3.4(d), respectively. Again, as in the case of the Gaussian distribution, the DW signal is close to mono-exponential if the distribution is narrow \((\sigma = 0.1)\). For larger \(\sigma\), the DW signal becomes non-mono-exponential.

An application of the statistical model of diffusion based on the log-normal distribution in animal models of stroke [91] is discussed in detail in Chapter 7.
Models for the DW MRI signal in the brain

Figure 3.4: The Gaussian-like distribution defined in Equation 3.17 (a) and the corresponding DW signal attenuations (Equation 3.18) for $D_G = 1.0 \text{ } \mu \text{m}^2 \text{ } \text{ms}^{-1}$ and $\sigma = 0.1, 0.5$ and $1.0 \text{ } \mu \text{m}^2 \text{ } \text{ms}^{-1}$ (b). The log-normal distribution (Equation 3.19) (c) and the DW signal, calculated numerically according to Equation 3.15 for $D_{LD} = 1.0 \text{ } \mu \text{m}^2 \text{ } \text{ms}^{-1}$ and $\sigma = 0.1, 0.5$ and $1.0$ (d).

3.5 Diffusion Kurtosis Imaging

The diffusion kurtosis imaging (DKI) approach was introduced by J.H. Jensen et al. in 2005 [36] as the simplest model-free extension of DTI allowing to quantify the deviations from the Gaussian diffusion profile. DKI is based on the cumulant expansion of the DW signal.

3.5.1 DW signal and the diffusion kurtosis

As explained in Section 2.5.2, the DW signal in the SPG approximation is the Fourier transform of the averaged diffusion propagator (Equation 2.33). The cumulant expansion of Equation 2.33 up to fourth order in $q$ (in fact, the Taylor expansion of its natural logarithm around $q = 0$)
can be written, in the one-dimensional case, as [36]

\[
\ln S(b) = \ln S(0) - bD_{\text{app}} + \frac{1}{6} b^2 D_{\text{app}}^2 K_{\text{app}} + \vartheta(b^3),
\]

where \( b \) is given by Equation 2.38, \( D_{\text{app}} \) and \( K_{\text{app}} \) are, respectively, the ADC and the apparent diffusion kurtosis (ADK). \( D_{\text{app}} \) and \( K_{\text{app}} \) depend, in general, on the timing sequence parameters such as \( \delta \) and \( \Delta \). In Equation 3.20, it is assumed that \( b \) is changed by varying the gradient strength, with the timing parameters being kept constant. In the SPG approximation (\( \delta \to 0 \)), \( D_{\text{app}} \) and \( K_{\text{app}} \) are given by [36,95]

\[
\lim_{\delta \to 0} D_{\text{app}} = \frac{1}{2 l_d} \langle (r^T u)^2 \rangle
\]

and

\[
\lim_{\delta \to 0} K_{\text{app}} = \frac{\langle (r^T u)^4 \rangle}{\langle (r^T u)^2 \rangle^2} - 3,
\]

where \( r \) is the net displacement vector and \( u \) the unit vector along the gradient direction. In Equations 3.21 and 3.22, \( r^T u \) represents the particle displacement in the direction of the applied gradient \( g \). The averaged propagator, \( P \), is given by Equation 2.32 and its moments are given by

\[
\langle (r^T u)^n \rangle = \int_V (r^T u)^n P(r) \, dr.
\]

The diffusion kurtosis, also known as excess kurtosis or simply kurtosis [96] is a measure of the “sharpness” of the distribution [95]. When \( P \) is Gaussian, the kurtosis equals zero. If \( P \) has less weight on its centre and tails compared to a Gaussian with the same variance, then \( K_{\text{app}} \) is negative. If \( P \) has more weight on its centre and tails, then \( K_{\text{app}} \) is positive. The general lower bound is -2 [95,96].

It is worth noting that a truncation of the expansion in Equation 3.20 up to first order in \( b \) (second order in \( q \)) reduces to the well-known monoexponential approach (Equation 3.1) for the case of the Gaussian diffusion propagator. As proposed by Jensen et al. neglecting the third and higher order terms in Equation 3.20, the DW signal attenuation can be approximated by
\[
\ln S(b) \approx \ln S(0) - bD_{app} + \frac{1}{6}b^2D_{app}^2K_{app},
\]  
(3.24)

and both \(D_{app}\) and \(K_{app}\) can be estimated in a given gradient direction by measuring \(S(b)\) using at least three \(b\)-values. Thus, the cumulant expansion allows one to approximate the DW signal when it deviates from the mono-exponential behaviour. The parameter \(K_{app}\) quantifies the degree of such deviations.

Figure 3.5(a) shows three examples of distributions with identical second moment but different kurtosis values. The corresponding DW signal attenuations are demonstrated in Figure 3.5(b). Clearly, for the Gaussian distribution the corresponding DW signal attenuation is mono-exponential (black curves). The cases of positive and negative kurtosis, lead to convex and concave DW signal attenuations, respectively. However, the DW signal attenuation is expected to be concave for biological tissue, which means that the lower bound is zero.

In order to obtain an accurate estimation of \(D_{app}\) and \(K_{app}\), it is necessary to carefully choose the range of \(b\)-values. Due to the truncation of the term \(\vartheta(b^3)\), Equation 3.24 predicts an increase of the signal for \(b\)-values larger than \(b_{max}\), given by [95]

\[
b_{max} = \frac{3}{D_{app}K_{app}}.
\]  
(3.25)

Since the signal attenuation in the brain and other biological tissues is expected to be monotonically decreasing [95], the upper boundary for fitting the DW signal using Equation 3.24 is given by \(b_{max}\). As a rough estimation, typical reported average values in the brain are \(D_{app} \approx 1.0 \ \mu m^2 ms^{-1}\) and \(K_{app} \approx 1.0 [95]\), which leads to \(b_{max} \approx 3.0 \ ms \ \mu m^{-2}\). However, a more exact approach must take into account the dependence of such metrics on the gradient direction. A comprehensive investigation of this issue is carried out in Chapter 6.

### 3.5.2 Apparent Kurtosis Tensor

In general, \(D_{app}\) and \(K_{app}\) will depend on the gradient-sensitizing direction \(g = gu\). Just as the directional dependence of \(D_{app}\) is taken into account by the \(2^n\)-rank apparent diffusion tensor \(D_{app}\), the anisotropy
Figure 3.5: (a) Example of three propagators in the one-dimensional case, with excess kurtosis equal 1.5 (red), i.e. having more weight on its centre and tails; 0 (black), i.e. Gaussian; and -0.59 (blue), i.e. having less weight on its centre and tails. The second moment of all three distributions (Equation 2.27), was taken to be equal 2. (b) The corresponding DW signal attenuation curves estimated according to Equation 3.24.

of $K_{\text{app}}$ is taken into account by the 4th-rank apparent kurtosis tensor $K_{\text{app}}$ [95]. In this case, the DW signal attenuation is approximated by

$$\ln S(u, b) \approx \ln S(0) - b \sum_{i=1}^{3} \sum_{j=1}^{3} u_i u_j D_{ij}^{\text{app}}$$

$$+ \frac{b^2}{6} \left( \sum_{i=1}^{3} D_{ii}^{\text{app}} \right)^2 \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{l=1}^{3} u_i u_j u_k u_l K_{ijkl}^{\text{app}},$$

(3.26)

where $u_i$ are the components of the unit vector $u$ and $D_{ij}^{\text{app}}$ and $K_{ijkl}^{\text{app}}$ are the elements of the apparent diffusion and kurtosis tensors, respectively. The components of the kurtosis tensor are given by [36]

$$\lim_{\delta \to 0} K_{ijkl}^{\text{app}} = \frac{9}{(\mathbf{r}^T \mathbf{r})^2} \left( \langle r_i r_j r_k r_l \rangle - \langle r_i r_j \rangle \langle r_k r_l \rangle - \langle r_i r_k \rangle \langle r_j r_l \rangle - \langle r_i r_l \rangle \langle r_j r_k \rangle \right),$$

(3.27)

where $r_i$ ($i = 1, 2, 3$) indicate the components of the net particle displacement vector $\mathbf{r}$. The diffusion kurtosis tensor has a rank of 4 and therefore 81 elements. However, because it is fully symmetric with respect to the indices permutation, only 15 are independent.
The apparent kurtosis for a given gradient direction can be written as follows

\[
K_{\text{app}} = \frac{(MD)^2}{D_{\text{app}}^2} \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{l=1}^{3} u_i u_j u_k u_l K_{ijkl}^{\text{app}},
\]  

(3.28)

where MD is the mean diffusivity (Equation 3.8). Therefore, the elements of the apparent kurtosis tensor can be evaluated by measuring the apparent diffusivity, \(D_{\text{app}}\), and kurtosis, \(K_{\text{app}}\), using Equation 3.24 for \(N \geq 15\) gradient directions and solving the set of \(N\) equations, each one defined by Equation 3.28. Due to the presence of background noise, it is desirable to estimate \(D_{\text{app}}\) and \(K_{\text{app}}\) for more than 15 gradient directions.

### 3.5.3 Kurtosis tensor scalars

Due to the mathematical complexity of the 4th-rank kurtosis tensor, eigenvalues and eigenvectors are yet to be explored in terms of their physical relevance to the diffusion processes [97, 98]. However, it is intuitive to transform the kurtosis tensor from the laboratory frame of reference to the frame where the diffusion tensor is diagonal [37], as following

\[
\hat{K}_{ijkl}^{\text{app}} = \sum_{i'=1}^{3} \sum_{j'=1}^{3} \sum_{k'=1}^{3} \sum_{l'=1}^{3} v_{i'i} v_{j'j} v_{k'k} v_{l'l} K_{i'j'k'l'}^{\text{app}},
\]

(3.29)

where \(v_i\) (\(i = 1, 2, 3\)) are the eigenvectors of the diffusion tensor (See Equation 3.5).

Thus, the axial kurtosis, i.e. the ADK along the eigenvector associated to the main eigenvalue of the diffusion tensor, \(v_1\), is given by [37, 95]

\[
K_{\|} \equiv K_{\text{app}}(v_1) = \frac{MD^2}{\lambda_1^2} \hat{K}_{1111}^{\text{app}}.
\]

(3.30)

The transversal kurtosis, by analogy with Equations 3.9, is defined as the average of the ADK in the plane perpendicular to \(v_1\), i.e.

\[
K_{\perp} = \frac{1}{2\pi} \int_{\Omega} K_{\text{app}}(u) \delta(u^T v_1) d\Omega,
\]

(3.31)
where the integral is done over the sphere $\Omega$ and $\mathbf{u} = (\theta, \phi)$ represents a unit vector. Similarly, the mean kurtosis is defined as the average of the ADK over the unit sphere, i.e.

$$MK = \frac{1}{4\pi} \int_{\Omega} K_{\text{app}}(\mathbf{u}) \, d\Omega.$$  \hspace{1cm} (3.32)

However, a good approximation for $MK$ is simply given by the arithmetic average of the individual $K_{\text{app}}$ for all gradient directions \cite{37}, i.e. $MK \approx \frac{1}{N} \sum_{i=1}^{N} (K_{\text{app}})_i$.

A general definition for the anisotropy of the kurtosis tensor was proposed by D.H.J. Poot et al. in \cite{99}. It is called kurtosis anisotropy ($KA$) and is defined as follows

$$KA = \sqrt{\frac{1}{4\pi} \int_{\Omega} (K_{\text{app}}(\mathbf{u}) - MK)^2 \, d\Omega}.$$  \hspace{1cm} (3.33)

A comparison of the rotationally invariant parameters from DTI and DKI is demonstrated in Figure 3.6 for an axial slice in the human brain. In the first row the mean (a), axial (b) and radial (c) diffusivities and fractional anisotropy (d) from DTI are shown. In the second row the mean (a), axial (b) and radial (c) kurtoses and kurtosis anisotropy (d) from DKI are depicted. Parameters from GM are clearly isotropic. On the other hand, WM shows higher anisotropy. In the directions parallel to the fibre bundles, the restrictions are lower, leading to high diffusivity and low kurtosis values (Figures 3.6(b) and 3.6(f), respectively). In the directions perpendicular to the fibres, where the restrictions are higher, the diffusivity is reduced while the kurtosis is drastically increased (Figures 3.6(c) and 3.6(g), respectively).
3.6 High angular resolution diffusion imaging

In Section 3.2, the direction of preferred diffusion in single fibre bundles was identified with the eigenvector linked to the largest eigenvalue of the diffusion tensor. However, the DTI method is not capable of resolving multiple fibre orientations since the 2nd-rank diffusion tensor possesses only a single orientational maximum. The use of high angular resolution for the diffusion gradient directions was proposed in several works [16,100–102]. This experimental setup enables one to detect diffusion signals with multiple discrete maxima, associated to the presence of multiple underlying fibre populations. The use of large amount of gradient directions with high angular resolution is known as high angular
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resolution diffusion imaging (HARDI).

The main idea is to sample the sphere in a discrete manner with a set of gradient directions \( g(\theta, \phi) \). Without an \textit{a priori} knowledge of the heterogeneity of the angular signal distribution, one must sample the unit sphere uniformly. One of the most successful approaches to generate a set of \( N \) homogeneously distributed gradient directions was developed by D.K. Jones et al. [103]. It is based on the minimization of the electrostatic repulsive forces between every possible pair of charges, i.e. points in the sphere representing a gradient direction.

Another interesting geometrical approach for gradient direction generation called DISCOBALL (DIrection Scheme Obtained By ALigning points on Latitudes) was proposed by R. Stirnberg [104]. This approach provides a similar homogeneity while drastically reducing the computation time compared to the approach by Jones.

Several methods/models for HARDI data analysis have been proposed [16–18, 20, 105, 106]. In the following sections, two methods for HARDI data analysis are described, namely, the spherical deconvolution (SD) [18] and q-ball imaging (QBI) [17].

### 3.7 Spherical deconvolution

The SD [18], and, later the constrained spherical deconvolution (CSD) [105] methods, were proposed to directly estimate the distribution of fibre orientations in a single voxel from HARDI data by J.-D. Tournier.

The main assumptions of the SD method are [18]

- The DW signal from different fibre bundles is assumed to add independently in the total DW signal;

- for curved fibres, the radius of curvature is less than the typical distance travelled by the molecules in the time-course of a DW experiment (typically a few tens of micrometers);

- the DW signal attenuation from a single coherently aligned fibre population can be represented by an axially symmetric response function \( S(\theta) \), \( \theta \) being the elevation angle from the actual fibre direction.
Under these assumptions, the total DW signal $S(\theta, \phi)$ from a voxel containing $N$ fibres, is given by the sum of the response function from each fibre bundle, weighted by the corresponding volume fraction $f_i$ and rotated such that they are aligned along their respective orientations. It can therefore be written as follows

$$S(\theta, \phi) = \sum_{i=1}^{N} f_i \hat{A}(\theta_i, \phi_i) R(\theta),$$

(3.34)

where $\hat{A}(\theta_i, \phi_i)$ represents the rotation operator onto the direction $(\theta_i, \phi_i)$. In the SD method, the signal $S(\theta, \phi)$ is expressed as the convolution over the unit sphere of the response function $R(\theta)$ with the so-called fibre orientation distribution (FOD) function, as follows

$$S(\theta, \phi) = F(\theta, \phi) \otimes R(\theta).$$

(3.35)

The FOD, $F(\theta, \phi)$, contains information about the fraction of fibres aligned with a given direction. In a HARDI experiment, the DW signal attenuation, $S(\theta, \phi)$, is sampled along a large number of directions. If the response function, $R(\theta)$, is known, then the FOD can be evaluated by performing a spherical deconvolution.

For further details regarding the numerical implementation of the SD method, the reader is referred to References [18,105].

### 3.8 Orientation density function

In the context of the q-space formalism, the DW MRI signal $S(q)$ (the time dependence is omitted in this section) from a Stejskal-Tanner sequence in the SPG approximation, is the Fourier transform of the averaged diffusion propagator $P(r)$ with respect to the diffusion wave vector $q$ (Equation 2.34). In the q-space imaging (QSI) technique, a direct reconstruction of $P(r)$ is achieved by applying an inverse Fourier transformation of the 3-dimensional Cartesian lattice in q-space [55]. However, reconstruction of the diffusion propagator in vivo is not always possible since it demands high field gradient strengths and on the other hand the phase of the signal is often corrupted by biological motion.
While $P(r)$ provides all information about tissue micro-architecture, information about the orientational structure of the tissue is well described by the so-called diffusion orientation density function (ODF) $[17,58,65]$, which is defined as follows $[17]$

$$
\Psi(\hat{r}) = \frac{1}{Z} \int_0^\infty P(r\hat{r}) \, dr
$$

where $Z$ is a normalization constant.

In principle, the ODF can be directly derived from the diffusion propagator evaluated using the QSI technique. However, it requires an explicit calculation of the radial projection, Equation 3.36, and the mapping between Cartesian and spherical coordinates systems introduces artefacts in the ODFs $[16]$. Instead, it is more efficient to measure the DW signal in a spherical shell in the reciprocal q-space.

### 3.8.1 q-ball imaging

D.S. Tuch et al. $[107]$ showed that, when the DW signal $S(q, \hat{q})$ is acquired in a shell of radius $q'$, then the ODF in a direction $\hat{r}$ can be approximated by

$$
\Psi(\hat{r}) \approx \frac{1}{Z} \int S(q, \hat{q}) \delta (q^T \hat{r}) \delta (q - q') \, dq \equiv \frac{1}{Z} \Phi_{q'} [S(q, \hat{q})],
$$

where $dq = dq \, d\hat{q}$ is the differential volume element and $\hat{q}$ is the unit vector in the direction of $q$. In Equation 3.37, $\Phi_{q'}[\ldots]$ stands for the Funk-Radon transform (FRT) extended to the three-dimensional space $[17]$ evaluated at the radius $q'$. Equation 3.37 tells in particular that the integration of the DW signal over an equator is related to the diffusion probability in a direction normal to the plane of the equator $[17]$.

The exact FRT of the DW signal, shown later by D.S. Tuch et al. $[17]$, gives the radial projection of the diffusion propagator along a Bessel beam with the width defined by the zeroth-order Bessel function $J_0$ $[17]$. In that case, the FRT is given by

$$
\Phi_{q'} [S(q, \hat{q})] = 2\pi q' \int P(\rho, \theta, \phi) J_0 (2\pi q' \rho) \rho d\rho \, d\theta \, dz,
$$

where

$$
\Psi(\hat{r}) = \frac{1}{Z} \int_0^\infty P(r\hat{r}) \, dr
$$
where \((\rho, \theta, \phi)\) denote the cylindrical coordinates with the \(z\)-axis taken along the direction of interest, \(\hat{r}\). Note that in the case of \(J_0(\rho) \rightarrow \delta(\rho)\), Equation 3.36 is recovered [17].

Since the maxima of the ODFs are usually overlaid to a large baseline, a rescaling of \(\Psi(\hat{r})\) is usually performed for visualization purposes [17,65], according to

\[
\Psi'(\hat{r}) \equiv \frac{\Psi(\hat{r}) - \min \Psi(\hat{r})}{\max \Psi(\hat{r}) - \min \Psi(\hat{r})}.
\]

(3.39)

This re-scaling is known as min - max normalization.

For a detailed discussion on the accuracy of the QBI method the reader is referred to Reference [108]. A detailed description of the algorithm for QBI reconstruction can be found in Reference [17].

3.9 Fibre tractography

As discussed in Section 3.2, the measured diffusion anisotropy reflects the presence of spatially oriented microstructures as schematically depicted in Figure 2.9. Taking advantage of the spatial and orientational information provided by this anisotropic behaviour of water diffusion, the fibre pathways and consequently the anatomical brain connectivity can be reconstructed [71,109]. Such \textit{in vivo} reconstruction of the brain architecture based on the DW MRI technique is known as \textit{fibre tractography} or \textit{fibre tracking} [71,84,110,111].

All methods for fibre tracking involve two main steps: a) biophysical interpretation of DW MRI data in terms of local fibre orientation and b) solution to a mathematical problem of combining the fibre direction between voxels in a representation of long-ranged fibre bundles.

In the so-called \textit{diffusion tensor tractography} [71], the eigenvector associated to the largest eigenvalue \(v_1\) of the diffusion tensor is assumed to be aligned with the fibre bundle. Moreover, only the orientation and not the direction of \(v_1\) is relevant since diffusion is symmetric. The process of connecting consecutive voxels showing coherent alignment of \(v_1\) is repeated until certain stopping criteria are met. For instance, the tracking process stops when the anisotropy is less than a fixed threshold (usually
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3.10 Bias in the DWIs due to the background noise

3.10.1 The Rician Noise

After quadrature detection, the raw data in an MRI experiment are complex. The application of the inverse Fourier transform to obtain the voxel signal produces also a complex quantity. The voxel signal in the absence of noise is given by 

\[ S_0 = x_0 + iy_0 = m_0 \exp(i\varphi_0), \]

where \( \varphi_0 = \arctan\left(\frac{y_0}{x_0}\right) \) is the phase, \( m_0 = \sqrt{x_0^2 + y_0^2} \) is the magnitude and \( x_0 \) and \( y_0 \) are the signals from the “real” and “imaginary” channels.

In practice, the real and imaginary signal are corrupted each one by an additive Gaussian noise. Assuming the noise distributions from each channel to be independent and identically distributed, the real and imaginary parts of the signal can be represented by the stochastic variables \( X \sim N(x_0, \sigma) \) and \( Y \sim N(y_0, \sigma) \) [115, 116], where \( N(a, b) \) stands for a
Gaussian (normal) distribution with mean $a$ and standard deviation $b$. Then, the joint distribution of these random variables remains Gaussian.

However, after the magnitude transformation described above, the distribution of the magnitude of the signal is not longer Gaussian, but Rician [115,117,118], described by the following probability density function

$$p(m; m_0, \sigma) = \frac{m}{\sigma^2} \exp\left(-\frac{m^2 + m_0^2}{2\sigma^2}\right) I_0\left(\frac{mm_0}{\sigma^2}\right),$$

(3.41)

where $I_0(\ldots)$ is the zeroth order modified Bessel function and $m_0$ is the true magnitude signal. Note that Equation 3.41 is valid when signal is measured with a single receiver [116]. R.M. Henkelman [117] was the first to discuss this problem for a single receiver system in the context of MRI. The case of $n$ receivers (e.g. $n$ phased arrays) has been discussed by C.D. Constantinides [119], and the magnitude distribution is this case is given by the non-central chi distribution.

### 3.10.2 Background standard deviation

A special case of the Rician distribution is obtained in voxels where only noise is present, i.e. $m_0 = 0$. In this case, the magnitude distribution results in a Rayleigh distribution [118], described by the following probability density function

$$p(m; 0, \sigma) = \frac{m}{\sigma^2} \exp\left(-\frac{m^2}{2\sigma^2}\right).$$

(3.42)

This can be used to estimate the noise standard deviation $\sigma$ from voxels where no true MRI signal is expected. The mean and the standard deviation of the Rayleigh distribution are given by $\sigma \sqrt{\pi/2}$ and $(2 - \pi/2) \sigma^2$, respectively [118], and can therefore be used to estimate $\sigma$. Another approach is based on the maximum likelihood (ML) estimator, proposed by J. Sijbers [120]. In this case, the noise standard deviation is estimated according to the following equation

$$\sigma^2 = \frac{1}{2N} \sum_{i=1}^{N} m_i^2,$$

(3.43)
where $N$ and $m_i$ are the number and magnitude of considered samples (voxels) in the background region.

Another approach for the estimation of the noise standard deviation is based on the histogram of the MR image. It is known that the MR image is characteristic of two strongly pronounced peaks one of which is related to the background voxels and the other to the voxels with the true MRI signal \[121\]. In the so-called Brummer’s histogram approach \[121, 122\], the distribution of background voxels is fitted to the Rayleigh distribution (Equation 3.42).

### 3.10.3 Bias correction in the limit of high SNR

In the limit of high signal-to-noise ratio (SNR), i.e. $m_0 \gg \sigma$, Equation 3.41 can be approximated by the following distribution \[118\]

$$ p(m; m_0, \sigma) \approx \frac{1}{\sigma \sqrt{2\pi}} \exp \left( - \frac{(m - \sqrt{m_0^2 + \sigma^2})^2}{2\sigma^2} \right). \quad (3.44) $$

This means that for regions in the image where the signal intensity is large compared to the noise, the distribution is approximately Gaussian with mean $\sqrt{m_0^2 + \sigma^2}$ and variance $\sigma$ \[118\]. Based on this approximation, H. Gudbjartsson and S. Patz \[118\] proposed the following post-processing correction scheme to reduce the bias in the magnitude image

$$ m_c \equiv \sqrt{|m^2 - \sigma^2|}, \quad (3.45) $$

where $m$ and $m_c$ are the measured and corrected magnitudes, respectively.

### 3.10.4 The power images method

Another correction scheme has been proposed independently by A.J. Miller and P.M. Joseph \[123\] and G. McGibney and M.R. Smith \[124\], to perform quantitative analysis on low SNR images. This approach, known as the power images (PI) method, is based on the simple expression for the second moment of the Rician distribution \[116\].
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\[ \langle m^2 \rangle = m_0^2 + 2\sigma^2. \]  (3.46)

Thus, in the PI correction scheme [123, 124], the corrected magnitude is simply given by

\[ m^2_c = \langle m^2 \rangle - 2\sigma^2. \]  (3.47)

Other advanced correction schemes for noise estimation and bias reduction were proposed based on the assumption of spatially variable noise [122,125,126]. These approaches become useful when parallel imaging techniques are used, because in these cases the noise is known to be spatially dependent. Nonetheless, for simplicity, the PI method with ML estimation for the background noise standard deviation is used in the rest of this work.

3.11 Conclusions

In this chapter, the theoretical models for describing the DW signal in the brain tissue, used in the experimental part of this dissertation, were introduced. We have started with the DTI model, which is the most frequently used method in basic research and clinical applications. The physical assumptions of DTI were described and, based on that, the range of validity was discussed. It has been shown that DTI can accurately describe the DW signal in the low range of \( b \)-values. However it fails when the diffusion-weightings are strong, and a non-mono-exponential behaviour of the DW signal is observed.

Several approaches proposed in the literature to overcome the limitations of DTI were shortly described. The difference between models relies in that each one is intended to emphasize a given feature of interest. For instance, while the two-compartment model is intended to describe the DW signal at very high diffusion-weightings, the HARDI methods are developed to provide mostly directional information in anisotropic ordered structures.

Afterwards, the fibre tractography technique was shortly described and its basic principles were discussed.
Finally, some aspects related to the influence of the background noise in the analysis of the DW signal have been discussed. It was shown how the background noise leads to a bias in the DW signal. Consequently, some of the basic approaches for signal correction were introduced.
Chapter 4

Multi-section anisotropic fibre phantom for diffusion MRI

Parts of the work presented in this chapter have been published in:

4.1 Introduction

In order to enable better access to the sensitivity of the diffusion indices to the underlying microstructure in biological tissues, it is important to develop artificial model systems (“phantoms”) that exhibit a well-known structure, on the one hand, but benefit from a reduced complexity on the other hand. Artificial phantoms have become an indispensable tool for the validation of DW MRI techniques as they show well defined microstructural properties and geometrical configurations.

In the first part of this chapter, the different materials and construction approaches used for hardware diffusion phantoms published in the literature are reviewed. Subsequently, a novel multi-section design for anisotropic diffusion phantoms made of polyethylene fibres is proposed. This novel design exhibits different geometrical configurations with various packing properties giving rise to various degrees of anisotropy, including rather high values, such as the typically observed in the WM tissue. In the experimental part of this chapter, the maps of fibre density (FD)
and conventional DTI parameters are discussed in correlation with the packing geometry. Thereafter, the application of the phantom to the investigation of the time-dependent diffusion behaviour for a wide range of FDs and observation times using a DW STE pulse sequence is shown. Finally, we demonstrate the performance of the QBI and CSD approaches for the analysis of HARDI data, applied to the different regions of our phantom for different values of SNR.

In the next Section, a comprehensive review of the phantoms published in the literature is presented. This review was done in order to select the optimal material for the construction of the phantom.

### 4.2 Review of existing anisotropic diffusion phantoms

Diffusion phantoms find a broad range of applications, including calibration of DW pulse sequences and gradient directions schemes [127], optimisation of tractography algorithms and models for HARDI data analysis [128–130], validation of theoretical diffusion models and numerical simulations [131] and data comparison in multi-centre studies [132–134].

In particular, justification of theoretical diffusion models requires phantoms with different fibre densities, since fibre packing density has a strong influence on the ADC [131,135,136]. Large homogeneous ROIs with well-defined diffusion parameters such as MD, FA, and principal fibre orientations are required for calibration purposes. Validation and optimisation of tractography algorithms rely on the existence of extended regions with different fibre configurations such as parallel, diverging, crossing at different angles, etc.

Anisotropic diffusion phantoms investigated in the literature can be classified into two groups according to the material used for the construction: biological phantoms, such as plants or excised tissue, and those made of artificial materials such as fibre glass, capillaries, polyethylene, among others.

Several plant tissues have been used as biological anisotropic test objects. To name some of them, asparagus stems have been used in the validation of pulse sequences and diffusion acquisition schemes [137–139];
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4.3 Phantom construction

4.3.1 Characteristics of Dyneema fibres

The phantom was constructed using Dyneema® fibres (fibres strands of polyethylene with approximately 8 µm in radius according to specifications provided by the manufacturer). The fibre is chemically inert, hydrophobic and impermeable to water [143]. It has low surface relaxivity, that results in overall longer relaxation times [143] enabling diffusion...
measurements with higher SNR or longer echo times, which is especially important in the case of strong diffusion weightings and time-dependent studies. Flexibility is also an advantage compared to, for instance, rigid capillaries since it facilitates manufacturing of phantoms with a wide range of geometrical configurations. Another advantage of Dyneema® fibres is that they are available with fibre radii below 10 microns which makes them well suited for producing phantoms with sufficiently dense barriers to water diffusion, comparable to that of cellular structures. It is available in format of fibres bundles, each bundle containing approximately 700 fibres. Figure 4.1 shows a micrograph of a bundle of fibres (a) and a single fibre (b).

4.3.2 Platform and manufacturing process

The fibres were tightly wound around a Perspex support (Plexiglas®) in order to retain the geometrical shape of the different regions. A schematic representation of the Perspex platforms is shown in Figure 4.2.

Several layers of approximately the same amount of fibres were stacked in perpendicularly alternating directions in such a way that the resulting thickness of the cross-area was approximately 10 millimetres. Conse-
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Figure 4.2: *The acrylic “main platform” where the fibres are wound* (a), and the acrylic “auxiliary platform” needed to press the fibres in one of the phantom sides, in order to achieve the constant FD across this area (b).

sequently, after winding the fibres on the Plexiglas® support, the phantom contains two sides with one parallel- and one cross-fibre area each.

Figure 4.3(b) shows a schematic side-view representation of the phantom and its dimensions. The parallel-area on side 2 exhibits a gradient of FD, which is an intrinsic feature of the design of the phantom. On side 1, the FD gradient was intentionally suppressed by using an additional flat acrylic glass support (Figure 4.2(b)). The latter was screwed with the help of four plastic screws onto the main acrylic plate in such a way that a tight extended parallel-fibre region with a spatially homogeneous FD was obtained. The whole set-up was immersed in a cylindrical container made of acrylic glass (75 mm radius, 150 mm height). It was tightly fixed to the container in order to reduce unwanted vibrations caused by the application of magnetic field gradients during the measurements. The container was filled with distilled water which has a diffusivity of 2.2 $\mu$m$^2$ ms$^{-1}$ at 23 °C [157].

Finally, the phantom was placed in a vacuum pump for four hours to remove remaining air bubbles and reduce undesirable effects due to
susceptibility differences. Since Dyneema® fibres are not hollow, water occupies the interstitial space between the fibres.

**Figure 4.3:** Photograph of the multi-section fibre phantom (a) and a schematic side-view representation depicting the three geometrical characteristics: the parallel area with homogeneous FD, the parallel area with a gradient of FD and the crossing areas.
4.4 MRI experiments

All MRI experiments were carried out in a whole-body 3T Siemens MAGNETOM Trio scanner (Siemens Medical Systems, Erlangen, Germany). The body coil was used for transmit in conjunction with a 12-channel phased-array receive head coil. Experiments were performed at approximately 23 °C. The gradient system provided a maximal gradient strength of 40 mT/m.

4.4.1 Proton density measurements

The phantom was positioned in such a way that the fibres in the parallel-areas were aligned along the main magnetic field. Proton density was evaluated using a spin-echo multi-contrast (SEMC) pulse sequence, provided by the manufacturer. Imaging parameters were: 32 contrasts with an inter-echo time spacing ($\Delta TE$) of 6.8 ms; repetition time (TR), 2500 ms; number of averages, 2; bandwidth, 781 Hz/pixel; voxel size, $1.6 \times 1.6 \times 3$ mm$^3$. The signal intensity, $S(\Delta TE)$, was assumed to attenuate exponentially (Equation 2.17). The relative proton density, $S_r$, was then evaluated with respect to a ROI in the bulk, and $FD$ was calculated as $FD = 1 - S_r$.

4.4.2 Diffusion measurements

Time-dependent diffusion measurements

All time-dependent diffusion measurements were performed using a STE EPI pulse sequence programmed in-house and a SE EPI pulse sequence provided by the manufacturer. The STE sequence was developed in our laboratory in order to enable diffusion measurements in a wide range of observation times. Time-dependent diffusion behaviour was analysed for the parallel-area which exhibits a gradient of FD. Imaging parameters were: repetition and echo times, TR/TE = 3000/100 ms; number of averages, 24; receive bandwidth, 1410 Hz/pixel; voxel size, $2.2 \times 2.2 \times 3$ mm$^3$; duration of the diffusion weighting gradient pulse, $\delta = 19.5$ ms; time interval between the two gradient pulses, $\Delta$, varied from 48 ms up to 1030 ms; number of gradient directions, 6; $b$-values, $b = 0.05$, ...
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0.5, 1.0, 1.5, 2.0, 2.5, 3.0 ms $\mu$m$^{-2}$. The slice positioning was the same as used in the SEMC experiment with the purpose to correlate both results. In order to avoid unwanted background gradients [158, 159] due to susceptibility differences between the fibres and water, the phantom position was such that fibres in the parallel-areas were aligned with the main magnetic field.

Conventional DTI and HARDI measurements

The SE EPI pulse sequence was applied in order to demonstrate the applicability of the phantom for HARDI data analysis both in the parallel-as well as in the crossing-areas. Imaging parameters were: TR/TE = 2300/109 ms; receive bandwidth, 1445 Hz/pixel; voxel size, $2 \times 2 \times 2$ mm$^3$; 14 slices; number of averages, 16; matrix size, $128 \times 88$; 64 gradient directions; $b$-values, 0 and 1.0 ms $\mu$m$^{-2}$. In these experiments, the phantom was positioned in such a way that all fibre strands formed an angle of 45° with respect to the main magnetic field. This was necessary in order to reduce the problem of the background gradients due to susceptibility differences in the cross-fibre areas [158, 159]. In contrast to the parallel-areas, the cross-fibre areas cannot be positioned with the predominant orientation of all fibres along the main magnetic field, since about one half of them would have a parallel and another half a perpendicular orientation to the field.

4.4.3 Data analysis

Signal diffusion attenuations were analysed for the parallel-area with the FD gradient. The curves exhibited deviations from the mono-exponential function for $b > 1.0$ ms $\mu$m$^{-2}$. To quantify these deviations, the DKI model [36] was used to describe the measured signal attenuation, $S(b)$, according to the Equation 3.24. The fits of $S_0$, $D_{\text{app}}$ and $K_{\text{app}}$, were applied to the attenuations in the whole range of $b$, for each of the six gradient directions. In the parallel-areas, only two gradient directions correspond to diffusion across the fibres, that is, lying in the plane perpendicular to the main fibre orientation. In the following, the average values of $D_{\text{app}}$ and $K_{\text{app}}$ in these directions will be denoted by $D_\perp$ and
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Conventional DTI analysis (Chapter 3, Section 3.2) was also performed with the set of $D_{\text{app}}$ from the six gradient directions, and the values of FA (Equation 3.11) were evaluated in dependence on the observation time, $t_d = (\Delta - \delta/3)$, and FD.

Analysis of the data from the SEMC was performed with the help of the in-house developed tool-kit QuanTooM. Diffusion experimental data were processed using in-house Matlab scripts (Matlab, The MathWorks, Natick, MA, USA). Bias in the DW images (DWIs) due to the background noise was corrected using the PI method [123,124] while the ML estimator was used to assess the standard deviation of the background noise [120] (See Chapter 3, Section 3.10). Equation 3.24 was fitted to the diffusion signal attenuation for the whole range of $b$ using the Nelder-Mead algorithm on a voxel-by-voxel basis and maps of FD, MD and FA were evaluated.

The normalized FOD in the case of CSD and the ODF in the case of QBI analysis were obtained using the toolkit ExploreDTI [69] according to Equations 3.35 and 3.37, respectively. Results from the both methods were generated using spherical harmonic order up to $l_{\text{max}} = 8$. SNR estimation in the HARDI data analysis was carried out by taking the ratio of the signal from different ROIs in the non-DW image to the standard deviation of the background noise. Uncertainties in the estimated fibre orientation in the cross-area were characterized by the mean deviation angle, $\langle \alpha \rangle$, evaluated according to the following equation

$$\langle \alpha \rangle = \frac{1}{2\text{card}\{\text{ROI}_\perp\}} \sum_{k=1}^{2} \sum_{i \in \text{ROI}_\perp} | \cos^{-1} (m_{k,i} \cdot x_k) |,$$

where card\{ROI\_\perp\} stands for the number of voxels in ROI\_\perp (ROI in the cross-area containing 198 voxels), $m_{k,i}$ is the unit vector pointing in the direction of the $k$-th maximum of the $i$-th FOD in the case of CSD or the ODF in the case of QBI and $x_k$ is the unit vector pointing in the direction of the fibre population (Figure 4.7(b)).

Similarly, the mean deviation angles in the parallel-area, $\langle \beta \rangle$, were evaluated in three ROIs with different FDs, according to the following equation.
where \( {\text{ROI}}_{\parallel} \) denotes the regions of interest selected in the parallel-area, each one containing 19 voxels, and \( {\mathbf{x}}_2 \) is the unit vector pointing in the direction of the fibre population (Figures 4.8(b) and 4.9(b)). The maxima of each FOD or ODF were evaluated with the help of the ExploreDTI toolkit [69].

4.5 Results

4.5.1 Fibre density and conventional DTI maps

Figure 4.4(a) shows the maps of FD from both sides of the phantom. Side 1 exhibits two areas of nearly homogeneous FD: the cross-area with \( \text{FD} = 0.76 \pm 0.01 \) and the parallel-area with \( \text{FD} = 0.76 \pm 0.02 \) (as averaged over the large homogeneous ROI of 198 voxels). Side 2 illustrates the crossing region with \( \text{FD} = 0.77 \pm 0.01 \), and the area with the gradient of FD along the \( x \)-axis. In this area, FD varies approximately in the range between \( 0.44 \pm 0.01 \) and \( 0.65 \pm 0.02 \) as demonstrated by the profile of FD along the \( x \)-direction in Figure 4.4(d) (depicted by the \( x-y \) frame). Each point in the profile was obtained by averaging over a strip of all voxels along the \( y \)-direction for given \( x \) (with the exception of 2 voxels at each edge of the strip to avoid partial volume affects, that is, over 19 voxels in total); the error bars correspond to the standard deviation. In particular, Figure 4.4(d) shows that FD is close to constant in the crossing region \( (x < 28 \text{ mm}) \) but it tends to linearly increase with the distance in the parallel area \( (x > 30 \text{ mm}) \). The part of the profile between 28 and 30 mm represents the transition region and might be affected by partial volume effects.

Figures 4.4(b) and 4.4(c) show the maps of MD and FA, respectively, for both sides of the phantom. The dependence of these two parameters on the distance \( x \) on side 2 is shown in Figures 4.4(e) and 4.4(f). One can see that both parameters remain approximately constant in the cross-areas of both phantom sides as well as in the parallel-area on side 1.
(Figures 4.4(b) and 4.4(c)), but show a spatial dependence in the parallel-area of side 2 (see the profiles for $x > 30$).

**Figure 4.4:** Maps of (a) FD, (b) MD (in units of $\mu m^2 ms^{-1}$) and (c) FA. The maps on the left correspond to Side 1, the maps on the right to Side 2. The spatial profiles of (d) FD, (e) MD and (f).

### 4.5.2 Time-dependent diffusion in the parallel-area

Figure 4.5 shows the DW signal attenuations for a gradient direction perpendicular to the fibres for two selected ROIs with FD $\approx 0.43$ (black) and FD $\approx 0.59$ (red). Diffusion times are $t_d = 42.3$ ms (a) and 1024 ms (b). The fits of the mono-exponential function (Equation 3.1) and the kurtosis function (Equation 3.24) are shown by the dotted and solid lines, respectively. The corresponding fitting parameters are provided in
Table 4.1.

<table>
<thead>
<tr>
<th>t_d = 42.3 ms</th>
<th>t_d = 1024 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD ≈ 0.43</td>
<td>FD ≈ 0.59</td>
</tr>
<tr>
<td>$D_{\perp,m}$ μm$^2$ ms$^{-1}$</td>
<td>1.48 ± 0.03</td>
</tr>
<tr>
<td>$D_{\perp,k}$ μm$^2$ ms$^{-1}$</td>
<td>1.67 ± 0.02</td>
</tr>
<tr>
<td>$K_{\perp}$</td>
<td>0.53 ± 0.01</td>
</tr>
</tbody>
</table>

Table 4.1: The fitted parameters to the DW signal attenuations in Figure 4.5. $D_{\perp,m}$ and $D_{\perp,k}$ refer to the diffusivity from the mono-exponential (Equation 3.1) and kurtosis (Equation 3.24) methods, respectively, for a gradient direction perpendicular to the fibres.

Figure 4.5: DW signal attenuation in the parallel-area for a gradient direction perpendicular to the fibres, for $t_d = 42.3$ ms (a) and 1024 ms (b) and FD ≈ 0.43 (black) and 0.59 (red). The fits of the mono-exponential and kurtosis functions are shown by the dotted and solid lines, respectively. The corresponding fitting parameters are provided in Table 4.1.

The 3D plot in Figure 4.6(a) shows the dependence of $D_{\perp}$ on $t_d$ and FD. One can see that, for any value of $t_d$, $D_{\perp}$ decreases with increasing FD. In the short $t_d$ regime, $D_{\perp}$ decreases rapidly with increasing $t_d$, but tends towards a plateau in the long time limit. On the other hand, the longitudinal eigenvalue of the diffusion tensor, $\lambda_\parallel$, shows practically no dependence on FD and $t_d$ (Figure 4.6(c)). This is the expected behaviour since molecular diffusion along the fibres is free.
Figure 4.6: Three-dimensional plots representing: a) $D_\perp$, b) $K_\perp$, c) $\lambda_\parallel$ and d) FA as a function of FD and the observation time. The investigated range of FD varied approximately between $0.44 \pm 0.01$ and $0.65 \pm 0.01$. The experimental values of $t_d$ varied in the range of 42-1024 ms.

Figure 4.6(b) shows the dependence of $K_\perp$ on both FD and $t_d$. Large values are observed for short observation times and high FDs. With increasing $t_d$ and decreasing FD, $K_\perp$ strongly decreases. The dependence of FA on $t_d$ and FD is depicted in Figure 4.6(d). FA appears to be strongly correlated with the packing density and increases by a factor of about 4 when FD increases from the lowest to the largest value studied. For any fixed FD values, the largest values of FA are observed for the long observation times.

4.5.3 CSD and QBI analysis of HARDI data

Figure 4.7(a) demonstrate the FOD from CSD (left column) and ODF from QBI (right column) for increasing values of SNR (from top to bottom), taken from a selected ROI in the cross-area (red rectangle in Figure 4.7(b)). In all cases, the surfaces are RGB colour-coded (left/right,
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anterior/posterior, bottom/top). Different values of SNR were obtained by increasing the number of averages (1, 2, 4, 8 and 16), as indicated in the bottom-left corner. One can see that uncertainties in the evaluation of perpendicularly crossing fibres by both CSD and QBI are rather high for low SNR values (first three rows), but improve as SNR increases (last two rows). Figure 4.7(b) (bottom) shows a schematic representation of the deviation angles, $\alpha_k (k = 1, 2)$, defined as the angle between the vectors, $\mathbf{m}_k (k = 1, 2)$, pointing the direction of the maxima of the FOD or ODF, and the vector in the direction of the actual fibre populations, $\mathbf{x}_k$. In Figure 4.7(c) the mean deviation angle, $\langle \alpha \rangle$, evaluated according to Equation 4.1, is shown as a function of the SNR. One can see that the fibre direction determined by the CSD method shows a lower mean deviation angle compared to the QBI method.

Figure 4.8(a) shows the FODs for increasing values of SNR (from top to bottom) in the parallel-area in side 2, for three ROIs (highlighted in 4.8(b)) with fibre densities $\text{FD} \approx 0.45$ (left column), $\approx 0.57$ (middle column) and $\approx 0.65$ (right column). Again, one can see that uncertainties in estimated fibre directions reduce with increasing SNR. A schematic representation of the deviation angle, $\beta$, defined as the angle between the vector, $\mathbf{m}$, pointing the direction of the maxima of the FOD, and the vector in the direction of the actual fibre population $\mathbf{x}_2$ is shown in Figure 4.8(b) (bottom). The mean deviation angle, $\langle \beta \rangle$, evaluated according to Equation 4.2, is shown in Figure 4.8(c) for the three values of FD as a function of the SNR. One can see that $\langle \beta \rangle$ decreases with increasing SNR and increasing FD values.

An equivalent analysis for the performance of the QBI method in the parallel-area in side 2 is shown in Figure 4.9. Again, the mean deviation angle reduces for increasing values of SNR and FD. On the other hand, by comparing Figures 4.8(c) and 4.9(c), one can see that CSD performs better than QBI in the determination of fibre directions.

4.5.4 Streamline CSD-based fibre tractography

An example of a streamline fibre tractography of the phantom based on the CSD method is shown in Figure 4.10. It clearly demonstrates that CSD-based fibre tractography can resolve the single- and multi-fibre pop-
Figure 4.7: (a) Performance of the CSD (left column) and QBI (right column) methods for increasing values of SNR (from top to bottom) demonstrated for a selected ROI in the cross-area (highlighted in (b) by the red rectangle in the cross-area). The SNRs are indicated on the bottom-left corner of the plots. (b) A schematic representation of the deviation angles, $\alpha_k$ ($k = 1, 2$). (c) The mean deviation angle, $\langle \alpha \rangle$, defined in Equation 4.1, as a function of the SNR.
Multi-section anisotropic fibre phantom for diffusion MRI

4.6 Discussion

In this chapter, we have presented a novel multi-section design for diffusion phantoms which is useful for a broad range of applications. An important characteristic of the design of the phantom is the existence of three geometrical configurations with various properties, i.e. one area of...
Figure 4.9: (a) Performance of the QBI method for increasing values of SNR (from top to bottom) demonstrated for three selected ROIs (highlighted in (b)) with fibre densities FD ≈ 0.45 (left column), ≈ 0.57 (middle column) and ≈ 0.65 (right column). The SNRs are indicated on the bottom-left corner of the plots. (b) A schematic representation of the deviation angle, β. (c) The mean deviation angle ⟨β⟩ (Equation 4.2) as a function of the SNR for the three values of FD.

fibres crossing at 90 degrees, one area of parallel fibres with homogeneous packing density, and finally, an area of parallel fibres with a fibre-density gradient. The fact that each of these areas is relatively large compared to the typical voxel size of $2 \times 2 \times 2$ mm$^3$ makes the phantom well-suited for investigations on clinical scanners since the features of interest can be reliably visualised. As an important characteristic of the phantom, we emphasize the homogeneity of fibre packing observed in the cross- and the parallel-areas of side 1 (Figure 4.4(a)). We demonstrated that homogeneous packing and rather high FA values ($\approx 0.76$) can be achieved by applying mechanical pressure. This scheme is more robust than some
Figure 4.10: Streamline fibre tractography of the diffusion phantom based on the CSD method. Fibre colour refer to the orientation. CSD-based tractography can clearly resolve multi-fibre populations as shown in the zoomed area of the crossing-fibres. Fibre tracks were processed with the ExploreDTI toolkit [69].
procedures proposed in the literature in which fibre strands were wrapped with another set of fibres [127] giving rise to homogeneity problems, or with shrinking tubes [131] which do not enable easy control of the packing density. In our procedure, conversely, one can easily regulate the applied pressure. The fact that the measured values of $\lambda_\parallel$ were close to that of free water ($\approx 2.2 \ \mu\text{m}^2 \ \text{ms}^{-1}$) over the whole range of FDs and observation times, is an indication for the good quality of fibre alignment.

Our results are to be compared with the results of other groups [131, 154–156, 160]. In References [154, 155], for instance, the influence of packing density on the diffusion parameters was not at all taken into account. In other works [131,156,160], the authors assessed the influence of FD on diffusion by building different phantoms with different fibre densities. One of the extremely beneficial features of the design proposed in this work is that regions with varying FDs are naturally produced within the same phantom just by the way the fibres are wound. Moreover, a nearly linear variation of FDs is achieved in a reasonably large range of values. This allowed us to carry out FD-dependent studies at the same time and under the same experimental conditions. Our experiments have shown that the density of fibre packing has a dramatic impact on the parameters such as $D_{\text{app}}$, $K_{\text{app}}$ and FA. These parameters represent important metrics characterizing molecular diffusion and microstructure in diffusion MRI of the human brain.

The application of the STE sequence allowed us to perform time-dependent diffusion studies in a broad range of the observation times under clinical conditions. Monte Carlo simulations of random walks [136] in the idealized system of impermeable cylinders immersed in a liquid medium have shown that diffusion in the interstitial space between cylinders, in general, leads to non-mono-exponential attenuations for the range of observation times typically exploited in diffusion MRI experiments. The dependence of various parameters such as $D_{\text{app}}$, $K_{\text{app}}$ and FA, on $t_d$ and/or FD in such systems was explored in more detail by E. Fieremans et al. [131] with the help of Monte Carlo simulations. The experimental dependence of $D_{\text{app}}$ and $K_{\text{app}}$ on $t_d$ was, however, demonstrated by the authors only for one individual phantom (FD = 0.55). In contrast, our
phantom allowed us to obtain experimental results, Figure 4.6, for various values of FDs simultaneously. In particular, our results suggest that, in frame of a simple model applied, differentiation of various FDs based on kurtosis studies would be more beneficial at shorter observation times. For instance, the difference of MK values for regions with the lowest (≈ 0.44) and the highest (≈ 0.65) FDs has increased from 0.18 at $t_d = 1024$ ms to 0.51 at $t_d = 42$ ms, that is, by approximately a factor of 3. The difference in apparent FA values for the same regions was equal to 0.55 at long $t_d = 1024$ ms and only slightly smaller, equal to 0.48, at short $t_d = 42$ ms.

It is worth noting that the short time limit of virtually free diffusion in which the MSD are much smaller than the mean distances between the barriers is not reached in our experiments. The root MSD during the shortest observation time of 42 ms were 12 $\mu$m and 8 $\mu$m for the lowest and the highest fibre densities, respectively. These values are larger than the mean free-path distances between the fibres in the interstitial space (about 7 $\mu$m and 3 $\mu$m for the lowest and the highest FDs, respectively, assuming, just for calculations, a hexagonal arrangement of the lattice as an example). At long observation times, the initial decrease of $D_\perp$ with increasing $t_d$ slowed down significantly and showed a tendency to slowly approach the long-time plateau (the tortuosity limit [67]) although an extended plateau regime was not reached even for the longest diffusion time of 1024 ms used in our experiments.

The applicability of the phantom for the HARDI data analysis under clinical conditions was also investigated here. The performance of the CSD and QBI approaches in estimation of the fibre directions was demonstrated for increasing values of SNR and FD. Both approaches clearly show multi-modal diffusion profiles in the cross-area (Figure 4.7(a)) and a single-modal profile in the parallel area (Figures 4.8(a) and 4.9(a)). Visual inspection shows that, for low SNRs, the uncertainties in the assessed fibre directions might be relatively large but rapidly diminish with increasing SNR. For the highest SNR these uncertainties become rather small for both methods and both fibre configurations. This feature is clearly demonstrated by the plots of the mean deviation angles ($\langle \alpha \rangle$ and $\langle \beta \rangle$) shown in Figures 4.7(c), 4.8(c) and 4.9(c). For the lowest SNR, the
uncertainties in assessment of crossing fibres are significantly larger than in the parallel areas (compare Figures 4.7(c), 4.8(c) and 4.9(c)). A comparison of uncertainties of both methods suggests that the performance of CSD is better than that of QBI in the range of low SNRs. Our results show also that the performance of both methods depends not only on the SNR but also on FD, that is, the accuracy of fibre estimation is higher for larger FDs due to larger FA values. This is illustrated by a better estimation of fibre orientations in the right column in Figures 4.8(a) and 4.9(a) in comparison to the left column of the same figures (especially clear for the first row with the lowest SNR after only one scan). This is in spite of the fact that in the case of the higher FD (right columns in Figures 4.8(a) and 4.9(a)) we obtain lower SNRs in comparison to the corresponding profiles for the areas with the lower FD (left columns in Figures 4.8(a) and 4.9(a)).

In this work we developed a novel diffusion phantom using only one kind of fibres (Dyneema® fibres) but with three distinct regions suited for the investigation of different aspects of diffusion imaging and data analysis. Quite generally, the same platform can be used for producing the phantoms with various fibre materials. Moreover, several such platforms wound with different sorts of fibres can be placed within the same container, and fibre properties can be analysed in the same experiment with respect of their impact on diffusion metrics and fibre tracking algorithms. This is planned for future work. The novel phantom can also be used to investigate the effects of background gradients and susceptibility differences [158,159] which start to be increasingly important for scanners operating at high magnetic fields. In conclusion, we introduced a novel multi-section phantom design advantageous for calibration and characterization of diffusion processes and validation of theoretical approaches and fibre tracking algorithms.
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Chapter 5

Non-Gaussian diffusion in the human brain tissue

The work presented in this chapter has been published in:

5.1 Introduction

The aim of this chapter is to examine approaches capable of capturing more detailed information on the propagation mechanisms of water molecules in the brain tissue and underlying tissue microstructure at high diffusion-weightings, in comparison to the conventional methods. It is reported a detailed in vivo diffusion study of the human brain in an extended range of the $b$-values (up to 7.0 ms $\mu$m$^{-2}$) performed on a group of 14 healthy volunteers at 3 T. Combined DKI and biexponential diffusion tensor analysis (BEDTA) were applied to quantify the attenuation curves. New quantitative indices are suggested as map parameters and are shown to improve the underlying structure contrast in comparison to conventional DTI. In particular, fractional anisotropy maps related to the slow diffusion tensor are shown to attain significantly higher values and to substantially improve WM mapping. This is demonstrated for the specified regions of the frontal and occipital lobes and for the anterior
cingulate. The findings of this work are substantiated by the statistical analysis of the whole slice histograms averaged over 14 subjects. Colour-coded directional maps related to the fast and slow diffusion tensors in human brain tissue are constructed for the first time and these demonstrate a high degree of axial co-alignment of the two tensors in the WM regions. It is concluded that a combined DKI and BEDTA offers a promising framework for monitoring tissue alteration during development and degeneration or as a consequence of a neurological disease.

5.2 Materials and methods

5.2.1 Diffusion experiments

In vivo experiments were carried out with a whole-body 3T Siemens MAGNETOM Tim-Trio scanner (Siemens Medical Systems, Erlangen, Germany). A body coil was used for RF transmit and the manufacturer’s 12-element phased array coil for signal receive. Parallel imaging was not used. The gradient system provided a maximal gradient strength of 40 mT/m. DW images were acquired using the manufacturer’s TRSE pulse sequence for 15 $b$-values in the range between 0 and 7.0 ms $\mu$m$^{-2}$ and for 6 directions of the diffusion encoding gradients. The components of the gradient directional vectors were: a) $g_1 = (1, 0, 1)$; b) $g_2 = (-1, 0, 1)$; c) $g_3 = (0, 1, 1)$; d) $g_4 = (0, 1, -1)$; e) $g_5 = (1, 1, 0)$; f) $g_6 = (-1, 1, 0)$. Two slices 2 mm thick and with a gap of 10 mm were selected parallel to the anterior–posterior commissure, at the level of the corpus callosum. Slice 1 was positioned in such a way that an inclusion of the adjacent ventricle of CSF was largely avoided; slice 2 included a CSF region. The Siemens AutoAlign tool was used, which facilitates the positioning of slices in the same anatomical position across volunteers. The voxel size in the measured DW images was $2 \times 2 \times 2$ mm$^3$. The echo and the repetition times were 113 ms and 1000 ms, respectively. Between 16 and 32 averages were acquired. The time necessary for one single acquisition was about 1.4 minute. The field-of-view in the read direction was 256 mm, and the partial Fourier sampling was 5/8. Fourteen subjects (3 female and 11 male) in the age range 22 to 56 took part in the study after providing
written, informed consent. The study was performed in accordance with ethical approval from the local ethics committee. Where not explicitly indicated, all images and histograms related to a single subject are shown for the same representative subject. All mean histograms represent the averages of the individual histograms over 14 subjects.

5.2.2 Data analysis

The bias in the DW images due to the background noise was corrected using the PI method [123,124] (See Chapter 3, Section 3.10). Computation of DTI parameter maps was performed with the help of in-house Matlab scripts (Matlab, The MathWorks, Natick, MA, USA). To increase the SNR (which was especially important at high diffusion weightings), and to facilitate the fitting procedure, the signal of each voxel was averaged with five adjacent voxels within the same slice: one on the left, one on the right, one above and one below the given voxel. The details of the fitting procedure and construction of the parameter maps are described below and are represented schematically in Figure 5.1.

The functions listed below were fitted to the normalised DW signal intensities \( S(b) \) in a voxel-by-voxel basis using a non-linear least-squares Nelder-Mead algorithm. Each voxel was associated with six attenuation curves \( S_i(b), (i = 1...6) \), corresponding to the \( i \)-th diffusion encoding gradient direction indicated above. The fitted functions are listed below.

**Mono-exponential function**

Equation 3.1 was fitted to each individual gradient encoding direction in the range \( 0 \leq b \leq 1.0 \text{ ms } \mu \text{m}^{-2} \). The upper boundary constraint, \( D_{app,i} \leq 3.0 \mu \text{m}^2 \text{ ms}^{-1} \), was set regarding the diffusivity of free water, 3.0 \( \mu \text{m}^2 \text{ ms}^{-1} \) at 37°C [157]. We noted that the upper constraint was encountered predominantly in the voxels of the CSF ventricles (second slice) and in the small fraction of voxels along the outermost contour of the cerebral cortex (both slices). All these voxels formed the “CSF-mask” used for a segmentation of the CSF. Diffusion tensors were evaluated using the procedure described in Chapter 3, Section 3.2.2. The MD and FA corresponding to this model and evaluated according to Equations 3.8
and 3.11 are denoted as MD\textsubscript{m} and FA\textsubscript{m}, respectively. Colour-coded directional maps denoted as CFA\textsubscript{m} were evaluated as described in Chapter 3, Section 3.2.4.

**Figure 5.1:** Schematic representation of the map reconstruction workflow.

**Diffusion kurtosis model**

Equation 3.24 was fitted to each gradient direction separately in the limited $b$-value range of $b \leq 2.5 \text{ ms } \mu \text{m}^{-2}$. MK values were evaluated as the average over the six gradient directions.
Biexponential diffusion tensor model

In the fitting procedure of Equation 3.13, the component fractions of each exponential were taken to be independent of the gradient orientation and all six curves were fitted simultaneously with the fast fraction \( f_f \) as a shared parameter. This model implies a slow-exchange limit for two water pools associated with the fast and slow attenuation components. Thus, we had a total of 13 free parameters for six curves. The fitted values of \( D_{f,i} \) and \( D_{s,i} \) were used to calculate the elements of the fast and slow diffusion tensors. In the CSF voxels (that is, the voxels belonging to the “CSF-mask”, see above) the fitted values of \( D_{s,i} \) were replaced by the values of \( D_{f,i} \). In this way we avoided erroneous fitting of the residual noise contribution as a slow component of the CSF attenuations which were typically close to mono-exponential (\( D_{f,i} = D_{s,i} \)). In the following, the MD, FA and colour-coded FA related to the fast and slow diffusion tensors are distinguished using the subscripts “f” and “s”, respectively. Maps were produced for the parameters \( MD_f, MD_s, f_f, FA_f, FA_s, CFA_f, CFA_s \) and \( ACPhi \equiv \text{abs}(\cos(\phi)) \), where \( \phi \) is the angle between the major eigenvectors of the fast and slow diffusion tensors.

The following constraints were set for the upper and lower boundaries of the diffusivities: \( 0.01 \leq D_{s,i} \leq D_{f,i} \leq 3.0 \mu m^2 ms^{-1} \). The same constraints were set for the eigenvalues of the fast and slow tensors. The lower boundary of the diffusivities was set in order to suppress deriving diffusivities so low that the attenuation slopes could not be resolved in the range of the \( b \)-value used in this study. In our fits, the low-boundary constraints were encountered only for a minor fraction of the voxels and not more than in one gradient direction per voxel.

Distribution of the fast diffusion fraction

A Gaussian distribution function was fitted to the histogram of \( f_f \)

\[
F(f_f) = \frac{A_f}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{(f_f - \langle f_f \rangle)^2}{2\sigma^2} \right), \tag{5.1}
\]

where \( \langle f_f \rangle \) and \( \sigma \) are the mean and the standard deviation, respectively. The parameter \( A_f \) is a normalisation factor.
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Distribution of the mean kurtosis

A sum of two Gaussian distribution functions was fitted to the histogram of MK

\[ F(MK) = A_{MK} \sum_{i=1}^{2} \frac{p_i}{\sqrt{2\pi}\sigma_i^2} \exp \left( -\frac{(MK - \langle MK_i \rangle)^2}{2\sigma_i^2} \right), \quad (5.2) \]

where \( \langle MK_i \rangle \) and \( \sigma_i \) are the means and the standard deviations, respectively. \( p_i \) are the weights of the individual terms (\( p_1 + p_2 = 1 \)); \( A_{MK} \) is a normalisation factor.

Combined biexponential and kurtosis model

A combined biexponential and kurtosis analysis was performed in which the application of the biexponential model (Equation 3.13) was restricted to only those regions of the brain in which the deviations from the mono-exponential function were sufficiently strong. This is to avoid erroneous parametrization of minor deviations (for instance, due to the noise) in terms of the slow component. Deviations from the mono-exponential function were considered “strong” if MK (note that kurtosis provides a direct quantitative measure of such deviations) exceeded a certain threshold value denoted MK*. The values of MK* were found empirically by analysing the corresponding histograms of the MK maps as specified below in Section 5.3. In other regions the attenuation curves were characterized by only one parameter, that is, global mean ADC per voxel, \( \langle D \rangle \). Here, the brackets stand for the average as determined by Equation 3.16 and the bar denotes the average over the gradient directions. Specifically, the values of \( \langle D \rangle \) were calculated as follows: first, the mean diffusivities, \( \langle D_i \rangle \), related to the i-th curve were evaluated from the initial slopes according to Equation 3.16 by performing the mono-exponential fits up to \( b \leq 0.6 \text{ ms} \mu\text{m}^{-2} \). After that, the values of \( \langle D \rangle \) were averaged over six gradient directions providing the value of \( \langle D \rangle \) in each voxel. (Note that in the limit of the mono-exponential diffusion behaviour, \( \langle D \rangle \) merely coincides with MDm.)

The approach described above was exploited in the construction of composite maps in which the regions characterized by strong non-
exponentiality are visualised with their MD$_s$ (or MD$_f$) value whereas the remaining regions are represented by their $\langle D \rangle$. In particular, a new map parameter CMD$_s$ (composite mean diffusivity) for slow diffusion component was obtained by setting CMD$_s$ = MD$_s$ in any voxels where MK > MK$^*$ and CMD$_s$ = $\langle D \rangle$ otherwise.

**Alpha maps**

In addition to excess kurtosis, deviations from Gaussian diffusion were assessed using new *alpha maps* constructed for three parameters, $\alpha_M$, $\alpha_\parallel$ and $\alpha_\perp$. They were based on the biexponential tensor decomposition as defined below. Parameter $\alpha_M$ is given as

$$\alpha_M = \frac{\sqrt{f_f (MD_f - \langle D \rangle)^2 + (1 - f_f) (MD_s - \langle D \rangle)^2}}{\langle D \rangle},$$

(5.3)

where $\langle D \rangle \equiv f_f MD_f + (1 - f_f) MD_s$. $\alpha_M$ varies between 0 and 1 and quantifies the degree of non-exponentiality of the signal attenuation curves. The mono-exponential decay corresponds to $\alpha_M = 0$ which implies that either MD$_f$ = MD$_s$ = MD$_m$ or one of the component fractions is equal to 0 or to 1. In the opposite limit (strongest non-exponentiality), $\alpha_M = 1$. This is the case if both fractions are equal to each other ($f_f = 0.5$) and one of the diffusivities is negligibly small (for instance, MD$_s = 0 \mu m^2 ms^{-1}$).

Similarly, the parameters $\alpha_\parallel$ and $\alpha_\perp$ are defined for the largest eigenvalues (*axial*) and the average of the other two eigenvalues (*radial*) of the fast and slow diffusion tensors according to

$$\alpha_\parallel = \frac{\sqrt{f_f (\lambda_{axial}^f - \langle \lambda_{axial} \rangle)^2 + (1 - f_f) (\lambda_{axial}^s - \langle \lambda_{axial}^s \rangle)^2}}{\langle \lambda_{axial} \rangle},$$

(5.4)

and

$$\alpha_\perp = \frac{\sqrt{f_f (\lambda_{radial}^f - \langle \lambda_{radial} \rangle)^2 + (1 - f_f) (\lambda_{radial}^s - \langle \lambda_{radial}^s \rangle)^2}}{\langle \lambda_{radial} \rangle},$$

(5.5)

where $\langle \lambda_{axial} \rangle = f_f \lambda_{axial}^f + (1 - f_f) \lambda_{axial}^s$, $\langle \lambda_{radial} \rangle = f_f \lambda_{radial}^f + (1 - f_f) \lambda_{radial}^s$. In Equations 5.4 and 5.5, $\lambda_{axial}^f$ and $\lambda_{radial}^f$ are, respectively, the largest
eigenvalue and the average of the other two minor eigenvalues of the fast diffusion tensor; \( \lambda^\text{axial} \) and \( \lambda^\text{radial} \) are, respectively, the largest eigenvalue and the average of the other two minor eigenvalues of the slow diffusion tensor.

**Segmentation: WM and non-WM regions**

Generally, the results of differentiation between the main tissue types, WM and GM, may vary with the applied criteria [161,162]. In this study, a high precision of segmentation was not required. The quantitative metrics obtained in frame of the BEDTA and DKI were compared for two different tissue types with relatively high and relatively low fractional anisotropies as evaluated from the mono-exponential fits. The threshold value for segmentation in the FA\(_m\) maps was tentatively set to 0.25. The regions in which FA\(_m\) exceeded this value were referred to as WM and, vice versa, the regions in which FA\(_m\) was equal to or smaller 0.25 were referred to as non-WM or GM.

### 5.3 Results

Figure 5.2 demonstrates the attenuation of the signal in the DW images for four increasing values of \( b \) ranging from the “normal” to very strong diffusion weightings, and in two directions of the magnetic field gradients as shown in rows (a) and (b) for the first slice and in rows (c) and (d) for the second slice, respectively. In different regions of brain tissue, the signal attenuates at a different rate and produces a stronger anatomical contrast between GM and WM at larger diffusion weightings. Some parts of WM remain clearly hyperintense even at the highest experimental value of \( b = 7.0 \text{ ms } \mu\text{m}^{-2} \). At the same time, CSF and GM appear dark already at much lower diffusion weightings as can be seen in the images with \( b = 3.0 \text{ ms } \mu\text{m}^{-2} \). Marked diffusion anisotropy is easily recognised in the WM regions.
Figure 5.2: DW images for four values of $b$ as specified for each column and two gradient directions with vector components $(1,0,1)$ for the rows (a) and (c), and $(0,1,−1)$ for the rows (b) and (d). The two upper and two bottom rows refer to the first and the second slice, respectively.

5.3.1 Diffusion attenuation patterns

Typical diffusion attenuation curves are shown in Figures 5.3(a) and 5.3(b) for two representative averaged voxels located in GM and WM. A pronounced departure from the mono-exponential function (dashed line) accompanied by strong anisotropy can be observed in WM (Fig-
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In contrast, the signal in GM (Figure 5.3(a)) exhibits a practically negligible dependence on the gradient orientation and rather moderate deviations from the mono-exponential function. The solid curves in Figures 5.3(a) and 5.3(b) represent the biexponential fits according to Equation 3.13. The fitted values of the free parameters and their fit errors are listed in Table 5.1. The maps of chi-squared error, $\chi^2$, for the first and second slices are shown in Figures 5.3(c) and 5.3(d), respectively. They demonstrate a satisfactory homogeneity across the most part of the image excluding a small number of voxels along the contour line and a few localised areas in the middle including the CSF (second slice).

<table>
<thead>
<tr>
<th>Gradient direction</th>
<th>$f_t$</th>
<th>$D_{t,i}$ [μm$^2$ ms$^{-1}$]</th>
<th>$D_{s,i}$ [μm$^2$ ms$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voxel 1 (GM)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$g_1$</td>
<td>0.74 ± 0.06</td>
<td>1.12 ± 0.08</td>
<td>0.27 ± 0.05</td>
</tr>
<tr>
<td>$g_2$</td>
<td>1.10 ± 0.09</td>
<td>0.22 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>$g_3$</td>
<td>1.03 ± 0.07</td>
<td>0.24 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>$g_4$</td>
<td>0.94 ± 0.07</td>
<td>0.23 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>$g_5$</td>
<td>0.95 ± 0.06</td>
<td>0.33 ± 0.06</td>
<td></td>
</tr>
<tr>
<td>$g_6$</td>
<td>0.93 ± 0.06</td>
<td>0.31 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>Voxel 2 (WM)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$g_1$</td>
<td>0.69 ± 0.07</td>
<td>1.41 ± 0.06</td>
<td>0.13 ± 0.02</td>
</tr>
<tr>
<td>$g_2$</td>
<td>1.32 ± 0.05</td>
<td>0.15 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>$g_3$</td>
<td>1.68 ± 0.07</td>
<td>0.21 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>$g_4$</td>
<td>0.66 ± 0.03</td>
<td>0.02 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>$g_5$</td>
<td>0.91 ± 0.03</td>
<td>0.08 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>$g_6$</td>
<td>1.07 ± 0.04</td>
<td>0.10 ± 0.01</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: The values of free parameters obtained from the fits of Equation 3.13 to the experimental curves in Figures 5.3(a) (voxel 1) and 5.3(b) (voxel 2) for various gradient directions $i$.

### 5.3.2 Mean ADC maps

Figure 5.4 shows the maps of $\text{MD}_m$, $\text{MD}_f$, $\text{MD}_s$ and $f_t$ for the two measured slices. In the three MD maps, the GM-WM contrast is reduced in comparison to the corresponding DW images shown in Figure 5.2. This is typical for orientationally averaged ADC maps also in conventional
Figure 5.3: Diffusion attenuation curves for two representative voxels located in GM (a) and WM (b); (c,d) maps of $\chi^2$ of the biexponential fits for the first (c) and the second (d) slice. The curve parameter is the direction of the diffusion-encoding gradients. Solid curves are the fits of Equation 3.13 to the data points. Fitted parameters are listed in Table 5.1. Dashed lines represent mono-exponential functions, Equation 3.1, with the indicated slopes and serve as a guide for the eye. The squares and circles in (c,d) highlight the ROIs indicated in Figures 5.7 and 5.8.

DTI. Note, however, that among the three ADC maps the contrast is the best in the $\text{MD}_s$ map and is most reduced in the $\text{MD}_m$ map.

The histograms of $\text{MD}_f$ and $\text{MD}_s$ are shown in Figure 5.5(a) for the first slice as an example. They are centred at $1.16 \, \mu\text{m}^2\text{ms}^{-1}$ (fast) and $0.14 \, \mu\text{m}^2\text{ms}^{-1}$ (slow) and exhibit only a small overlap. The ratio $\text{MD}_f/\text{MD}_s$ corresponding to the peak values is about 8.5. Figures 5.5(b) and 5.5(c) show the histogram of the quantity $\text{MD}_f/\text{MD}_s$ of the single subject and averaged over all subjects, respectively. The histograms
were evaluated for the whole slice and, additionally, for two subsets of all voxels with $\text{FA}_m \leq 0.25$ and $\text{FA}_m > 0.25$. The major part of the whole-slice histogram is located in the range of values between 2 and 12. The peak values corresponding to the voxel subsets with $\text{FA}_m > 0.25$ (WM) and $\text{FA}_m \leq 0.25$ (non-WM) in Figure 5.5(b) are about 9 and 5, respectively. This means that the difference between the slow and fast diffusion components is considerably larger in WM than in GM. This finding is confirmed by the averaged histograms in Figure 5.5(c) which shows that the partial histogram related to the voxel subset with $\text{FA}_m > 0.25$ (WM) is considerably shifted towards the larger values of $\text{MD}_f/\text{MD}_s$ in comparison to that with $\text{FA}_m \leq 0.25$.

The maps of $f_f$ shown in Figure 5.4 exhibit characteristic patterns which tend to partially correlate with the patterns in the corresponding DW images (Figure 5.2) although the appearance of the fibre structure is less distinct. At the same time, it is worth noting that $f_f$ tends to be somewhat lower in the large WM tracts, such as corpus callosum and centrum semiovale, than in the other WM regions. The histograms of $f_f$ for the whole slice and two voxel subsets are shown in Figure 5.6(a)
Figure 5.5: (a) Histograms of $MD_f$ and $MD_s$ for the entire first slice; (b,c) histograms of the ratio $MD_f/MD_s$ for the whole slice and for two subsets of all voxels with $FA_m \leq 0.25$ (non-WM) and $FA_m > 0.25$ (WM) related to (b) a single subject, (c) the average over 14 subjects. The error bars in (c) indicate standard deviations from the mean value.
Figure 5.6: Histograms of $f_f$ for the whole slice and two subsets of all voxels with $F_{Am} \leq 0.25$ (non-WM) and $F_{Am} > 0.25$ (WM) related to (a) a single subject, (b) the average over 14 subjects; the error bars indicate standard deviations from the mean value. All data refer to the first slice. The data points in the inset correspond to the black curve in the main plot, i.e. refer to the subset of all voxels with $F_{Am} > 0.25$. The dashed curve in the inset represents the Gaussian function, Equation 5.1, fitted to the data points. The fitted value of the mean was $0.657 \pm 0.001$ and the standard deviation was $0.050 \pm 0.001$.

for the first slice as an example. The histogram of $f_f$ averaged over all subjects is shown in Figure 5.6(b). The whole-slice histograms of both the individual subject and averaged over all subjects are centred around the peak value of 0.67, in good agreement with the values reported earlier [3, 22]. Figures 5.6(a) and 5.6(b) demonstrate that the distribution of $f_f$ in WM ($F_{Am} > 0.25$) occurs in the relatively narrow range around
the central peak (black curves) whereas the distribution in the remain-
ing voxels (non-WM, $\text{FA}_m \leq 0.25$) is, in contrast, fairly broad (blue
curves). The inset in Figure 5.6(a) shows that the WM component of
the histogram can be satisfactorily approximated by the Gaussian func-
tion, Equation 5.1, ignoring some asymmetry of the left branch, with a
mean value of about 0.66 and standard deviation of 0.05.

The contour line along the cortical GM separating it from CSF ex-
hibits reduced values of $f_t$, see Figure 5.4. This is to be attributed to
partial volume effect (PVE) in the CSF containing voxels. In the latter,
water is located in at least two compartments, CSF and brain tissue,
giving rise to biexponential diffusion attenuations. The fraction of the
fast component in these voxels, however, merely reflects the content of
CSF relative to tissue and thus is of a different nature than that in WM
or GM voxels that are not contaminated by CSF.

5.3.3 FA, ACPhi and colour-coded directional maps

The maps of the fractional anisotropy, $\text{FA}_m$, $\text{FA}_f$, $\text{FA}_s$, and the corre-
sponding colour-coded directional maps are shown in Figures 5.7 (slice
1) and 5.8 (slice 2). The maps of $\text{FA}_m/C\text{FA}_m$ and $\text{FA}_f/C\text{FA}_f$ referring to
the same slice are, as expected, very similar to each other. In contrast,
the maps of $\text{FA}_s/C\text{FA}_s$ exhibit considerably higher values and reveal more
structural peculiarities than the maps of $\text{FA}_m/C\text{FA}_m$ or $\text{FA}_f/C\text{FA}_f$; con-
sider for instance the marked regions at the level of the frontal gyrus in
the frontal lobe, the anterior cingulate (Figure 5.7, circles, upper row),
and the cuneus in the occipital lobe (Figure 5.7, squares, middle and bottom rows); also note an improved visualisation of tiny microstruc-
tures in the zoomed areas in Figure 5.8 (squares, middle and bottom
rows). “Brighter” $\text{FA}_s$ maps (that is, higher $\text{FA}_s$ values in comparison to
$\text{FA}_m$ and $\text{FA}_f$) were observed in all subjects studied, see examples of the
zoomed map regions for various volunteers in Figure 5.9.

A comparison of the colour patterns in the $\text{CFA}_f$ and $\text{CFA}_s$ maps in
Figures 5.7 and 5.8 shows that fibre tract orientations derived from the
fast and slow diffusion components appear largely correlated in most
parts of WM; they also correlate with the directions constituted by
$\text{CFA}_m$. However, in a few regions the fibre tract orientations as depicted
Maps of $\text{FA}_m$, $\text{FA}_f$, $\text{FA}_s$ (upper row) and the corresponding colour-coded directional maps (middle row) of the first slice. The circles and squares overlaid on the images indicate the regions in which the differences in the $\text{FA}_s$/CFA$_s$ maps with respect to the $\text{FA}_f$/CFA$_f$ and $\text{FA}_m$/CFA$_m$ maps are clearly visible. The bottom row shows zoomed regions depicted by the squares in the colour-coded directional maps.

Figure 5.7: Maps of $\text{FA}_m$, $\text{FA}_f$, $\text{FA}_s$ (upper row) and the corresponding colour-coded directional maps (middle row) of the first slice. The circles and squares overlaid on the images indicate the regions in which the differences in the $\text{FA}_s$/CFA$_s$ maps with respect to the $\text{FA}_f$/CFA$_f$ and $\text{FA}_m$/CFA$_m$ maps are clearly visible. The bottom row shows zoomed regions depicted by the squares in the colour-coded directional maps.

Figure 5.10(a) shows the histograms of $\text{FA}_m$, $\text{FA}_f$ and $\text{FA}_s$ related to the maps in Figure 5.7 (slice 1). Characteristic of all three histograms is the presence of a relatively narrow peak in the range of values below 0.25 attributed to non-WM. The histogram of $\text{FA}_f$ closely resembles...
Figure 5.8: Maps of $F_{Am}$, $F_{Af}$, $F_{As}$ (upper row) and the corresponding colour-coded directional maps (bottom row) of the second slice. The circles and squares overlaid on the images indicate the regions in which the differences in the CFA$_s$ maps with respect to the CFA$_f$ and CFA$_m$ maps are clearly visible. The bottom row shows zoomed regions depicted by the squares in the colour-coded directional maps.

The shape of the histogram of $F_{Am}$. In contrast, the histogram of $F_{As}$ appears considerably shifted towards the larger values. Besides, it exhibits an additional peak in the range of values between 0.7 and 0.75. These features also appear to be retained in the average histograms of 14 subjects related to the same slice, Figure 5.10(b).

Figure 5.11 shows the maps of ACPhi. Dark red visualises the regions with parallel ($\phi$ equal to 0 or $\pi$) or close to parallel orientations between
Figure 5.9: Zoomed regions of the maps of $\text{FA}_m$ (left) $\text{FA}_f$ (middle) and $\text{FA}_s$ (right) for various subjects (first slice); each row refers to one individual subject.
the major eigenvectors of the fast and slow diffusion tensors. The dark red pattern in Figure 5.11 correlates well with regions of high anisotropy as compared with the patterns in Figures 5.7 and 5.8. Thus, the major eigenvectors tend to be strongly co-aligned in WM in contrast to GM in which orientations of the major eigenvectors are random (consider the variation of the different colours in the GM regions, Figure 5.11).

**Figure 5.10:** Histograms of $FA_m$, $FA_f$ and $FA_s$ of the entire first slice related to (a) a single subject, see maps in Figure 5.7, (b) the average over 14 subjects; the error bars indicate standard deviations from the mean value.
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Figure 5.11: Maps of ACPhi. A value of ACPhi equal to 1 means that the major eigenvectors of the fast and slow diffusion tensors are oriented parallel to each other ($\phi$ equal to 0 or $\pi$); a value equal to 0 corresponds to the perpendicular orientations of the major eigenvectors. The major eigenvectors tend to be strongly co-aligned in the regions of high anisotropy.

5.3.4 Kurtosis and alpha maps

Figures 5.12(a) and 5.12(b) show the maps of MK for the two measured slices and the corresponding histograms. Both maps demonstrate two distinct regions with relatively high and low kurtosis values. The second slice, in addition, visualises the CSF ventricle in which excess kurtosis vanishes. The histograms exhibit two peaks centred approximately at 0.78 and 1.16 (first slice) and 0.78 and 1.11 (second slice) as shown in Figures 5.12(c) and 5.12(d). Each of the two histograms was reasonably fitted by a sum of two Gaussian distributions, Equation 5.2, shown by solid curves. The individual Gaussian terms are shown by solid curves in the insets. The fitted values of the corresponding means and standard deviations are indicated in Table 5.2. The insets in Figs 5.12(c) and 5.12(d) show in addition the histogram components for two subsets of all voxels related to non-WM ($FA_m \leq 0.25$, closed circles) and WM ($FA_m > 0.25$, open circles). These data agree rather well with the Gaussian distributions (take into account that the solid curves are not the fits of the data points in the insets). On this basis, the two components of the kurtosis histograms can be attributed to WM and non-WM.
Figure 5.12: (a,b) Maps of MK and (c,d) the corresponding histograms of the entire first (a,c) and second (b,d) slice; (e) the histogram of MK (first slice) averaged over 14 subjects; the error bars in (e) indicate standard deviations from the mean value. The solid curves in (c,d) are the fits of the sum of two Gaussian distributions, Equation 5.2, to the data points. The fitted values are listed in Table 5.2. The insets in (c,d) show the individual components of the sum (solid curves) and the histograms of two voxel subsets with \( \text{FA}_m \leq 0.25 \) (closed circles, non-WM) and \( \text{FA}_m > 0.25 \) (open circles, WM).
Table 5.2: The fitted values of the means, $\langle MK_i \rangle$, and standard deviations, $\delta_i$, related to the fits of the histograms in Figures 5.12(c) and 5.12(d) using Equation 5.2.

<table>
<thead>
<tr>
<th>Gaussian terms, $i$</th>
<th>$\langle MK_i \rangle$</th>
<th>$\delta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>0.785 ± 0.005</td>
<td>0.098 ± 0.005</td>
</tr>
<tr>
<td>b</td>
<td>1.172 ± 0.006</td>
<td>0.112 ± 0.007</td>
</tr>
<tr>
<td>Slice 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>0.780 ± 0.010</td>
<td>0.130 ± 0.010</td>
</tr>
<tr>
<td>b</td>
<td>1.130 ± 0.010</td>
<td>0.110 ± 0.010</td>
</tr>
</tbody>
</table>

Figure 5.12(e) shows the histogram of MK of the first slice averaged over 14 subjects. Two peaks observed retain approximately the same positions, at 0.73 and 1.08, as in Figures 5.12(c) and 5.12(d).

The maps of $\alpha_M$, $\alpha_{\parallel}$ and $\alpha_{\perp}$ are shown in Figure 5.13. These maps quantify the deviations from the Gaussian model and are to be compared with the kurtosis maps shown in Figures 5.12(a) and 5.12(b). In comparison to the latter, all alpha maps produce a poorer contrast between the WM and non-WM regions. At the same time, however, they
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tend to show more structural details than the kurtosis maps (note less homogeneous appearance both in WM and non-WM regions; note also the enhanced appearance of the internal capsule and genu and splenium of corpus callosum in the second slice). Among the three alpha maps, the best contrast is to be seen in the $\alpha_\perp$ maps.

The enhancement of the voxels along the contour line of the cortical GM in all alpha maps is due to the PVE of the same origin as discussed above with respect to the $f_I$ maps. Here, again, the biexponential nature of the curves and the cause of the enhanced alpha values are different from that in the WM and GM tissues.

5.3.5 Combined biexponential tensor and kurtosis map analysis

Figures 5.14(a) and 5.14(b) show the maps of CMD$s$ which were produced as specified in Section 5.2. The darkest regions, predominantly in WM, visualise the values of MD$s$, whereas the brighter regions are represented by the mean diffusivity $\langle D \rangle$ of the voxel. The values of MK$^*$ used in the map construction as criterion of the curve non-exponentiality were chosen at the positions of the minima in the kurtosis histograms, see Figures 5.12(c) and 5.12(d). They were equal to 0.97 for both slices. One observes that in the CMD$s$ maps WM has a rather homogeneous appearance and reveals good contrast with respect to non-WM. The corresponding histograms are shown in Figures 5.14(c) and 5.14(d). Note the change of the shape of the histogram in comparison to that of MD$s$ in Figure 5.5(a) (slice 1). The histogram of CMD$s$ in Figure 5.14(c) contains two well-resolved components centred around $1.35 \times 10^{-1}$ and $8.03 \times 10^{-1}$ $\mu m^2 ms^{-1}$. The smaller component with the higher peak-value on the right side refers to the regions with small kurtosis (predominantly GM) and depicts the distribution of the mean ADCs in these regions. A comparison with Figure 5.5(a) shows that the counterpart of this peak in the histogram of MD$s$ is a broad feature in the range of approximately $(2 - 8) \times 10^{-1}$ $\mu m^2 ms^{-1}$. The larger peak at lower values in Figure 5.14(c) refers to the regions with large kurtosis (MK > 0.97), predominantly WM. It now exhibits a more symmetric shape than the
Figure 5.14: Maps of CMDs (a,b) and the corresponding histograms (c,d) of the entire first (a,c) and second (b,d) slice.

histogram of MDs. The histogram of the second slice in Figure 5.14(d) is very similar to that of the first slice.

5.4 Discussions

In this study, combined DKI and BEDTA in the extended range of $b$-values is proposed as a practical framework of measuring non-Gaussian water diffusion in the human brain. Both DKI and BEDTA permit one to overcome the limitations of the simple Gaussian model and to obtain enhanced information on water diffusion and tissue microstructure in comparison to the routinely used DTI protocols. DKI was introduced recently [36, 163] as the simplest, model-free method of assessing non-Gaussian diffusion. Since then, it has been shown to provide a more sub-
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Substantial characterization of neuronal tissue [37, 164, 165] than the DTI. Despite that, their number of studies based on the DKI remains rather low and more experimental data are required. Our results demonstrate a strong GM-WM contrast produced by the DKI. Histogram analysis revealed specific double-peaked curves which were satisfactorily approximated by a sum of two Gaussian components. The components were attributed to non-WM and WM based on their correlation with the FA. Due to the rather moderate overlap of the two components, DKI can be suggested as a complementary tool of tissue differentiation. The corresponding peak values of the averaged histograms at 0.73 and 1.08 were in a good agreement with the mean values of 0.74 and 1.09 reported earlier for GM and WM [163], respectively. As shown earlier [165], the average values of MK are sensitive to the developmental changes in various WM and GM structures. One can also expect that other quantitative parameters characterising diffusion kurtosis, such as the standard deviations $\delta_i$ evaluated in this work, might provide complementary information in assessing the changes of the tissue microstructure.

In comparison to DTI, DKI allows one to extend the range of the $b$-values by a factor of about two to three. Full signal attenuation is, however, not achieved in this range. Therefore, a serious disadvantage of the DKI is that it is applicable only in the limited range of the diffusion weightings (typically, below 3.0 ms $\mu$m$^{-2}$) making it incapable of capturing more detailed information related to smaller molecular displacements. This limitation is a principal one and cannot be circumvented by any further hardware or pulse sequence improvements. In this context, biexponential tensor analysis can be considered as the next extension in assessing the non-Gaussian behaviour of water diffusion in brain tissue. In contrast to DKI, BEDTA uses the whole available range of the diffusion weightings. On up-to-date medical human scanners, the latter is restricted by the hardware and safety limitations rather than by a complete signal attenuation itself. It is noteworthy that nearly one third of the initial signal still remains available in some WM regions and in some gradient directions even at $b = 7.0$ ms $\mu$m$^{-2}$. As shown in this study, the biexponential analysis of the attenuations measured at such high $b$-values allows one to discriminate up to 8–10 times smaller ap-
parent diffusivities than the mono-exponential fits. According to the Einstein relation (Equation 2.27), the characteristic molecular displacements probed during the same observation time are approximately three times smaller. That is, more detailed information on the microstructure on the subvoxel level can potentially be resolved.

Our results should be compared with the reported results from other groups. In this work, BEDTA was performed on the voxel-by-voxel basis. An orientation independence of the parameter $f_f$ was elaborated. This is in contrast to most of the earlier published works [22,30,34,35] in which the biexponential model was applied for selected attenuation curves from selected regions-of-interest. Besides, usually all three free parameters, $D_f$, $D_s$ and $f_f$, were independently fitted to the individual attenuation curves without any orientation constraints. However, whereas this is justified with respect to ADCs, an underlying orientation dependence of the parameter $f_f$ contradicts with any physical model assuming an existence of two (non-exchanging) water pools irrespective of their origin. Only more complex models may potentially give rise to an “apparent” dependence of $f_f$ on the orientation (for example, if the orientational dependence of the exchange rates [24] was additionally included in the Kärger model [41]. In such models, however, the apparent dependence of $f_f$ on the orientation would not be arbitrary. In absence of any specific model, using an arbitrary fitting of $f_f$ is not clearly justified and may unfavourably influence the fitting procedure of the other two free parameters.

To the best of our knowledge, voxel-based biexponential tensor analysis of the human brain tissue was performed before in two studies only [31,32]. In the first work, by Clark et al. [31], very simple procedure of fitting two mono-exponential functions independently to each of two points in the low and high ranges of $b$-values was employed. The whole diapason of $b$-values was restricted to 3.5 ms $\mu m^{-2}$. In the second work, by Maier et al. [32], the data points were acquired in a broader range of $b \leq 5.0$ ms $\mu m^{-2}$ but the biexponential fitting procedure using the orientation constraints on the parameter $f_f$ was step-like. First, the values of $f_f$ were evaluated from the composite attenuation curve and then used as a fixed parameter in separate fits of the fast and slow diffusion tensors to the experimental curves. In this work, we have shown for the first
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It is hypothesised here that the FA_s and CFA_s maps could hold promise as novel biomarkers. These maps exhibit considerably higher values than the conventional FA_m maps and visualise more structural details in WM regions. In particular, this was demonstrated, for instance, at the levels of frontal gyrus, anterior cingulate and cuneus. Our
results thus demonstrate that FA\textsubscript{s} maps have the potential of essentially improving WM mapping and of revealing otherwise hidden microstructure. The higher value of FA\textsubscript{s} maps was previously observed by Maier et al. [32] a few years ago. We believe that this is an important feature as one can expect FA\textsubscript{s} to be a more sensitive parameter when monitoring any developmental, degenerative or pathological changes in the WM microstructure which are usually assessed via conventional anisotropy indices. This kind of investigations is currently in progress in our laboratory. In this work, our findings were substantiated quantitatively by the analysis of the corresponding histogram averaged over a large group of 14 subjects: indeed, a significant part of the FA\textsubscript{s} histogram was shifted towards significantly higher values in comparison to that of FA\textsubscript{m} as clearly demonstrated by Figure 5.10(b).

The colour-coded directional maps of the fast and slow tensors in the human brain, Figures 5.7 and 5.8, were computed for the first time. They show that, in most of WM, the major eigenvectors of the fast and slow tensors tend to be strongly correlated with each other and with the orientations of the mono-exponential tensor. The reasons for the discrepancies observed in a few marked regions (circles in the middle rows of Figures 5.7 and 5.8) are not quite clear and clarification thereof requires further work. As demonstrated in $\chi^2$-maps in Figures 5.3(c) and 5.3(d), fit errors were not enhanced in the highlighted regions and can thus be ruled out as a source of the potential artefact. One viable explanation could be that these regions comprise multiple fibre tracts for which the biexponential model tends to be inadequate and may cause various discrepancies in evaluation of the free parameters.

On a quantitative basis, the correlation of the orientations of the fast and slow tensors was accessed by means of ACPhi maps, see Figure 5.11. The latter demonstrate a high degree of co-alignment in WM regions in contrast to a rather random co-alignment in GM. Potentially, information contained in the CFA\textsubscript{s} and ACPhi maps can be utilised for development of valuable complementary, or even new, fibre-tracking tools.

With respect to voxel-based BEDTA, it is important to keep in mind that biexponential fitting is not adequate for curves which exhibit only minor deviations from the mono-exponential function. Due to noise,
however, such deviations always exist. In addition, biexponential fitting tends to lack reliability if the fitted exponentials are not sufficiently differentiated from each other. As shown by our average histograms in Figure 5.6(b), it is worth noting that the values of \( f_i \) related to non-WM voxels (FA<sub>m</sub> ≤ 0.25) are distributed in a very broad range. That is, the biexponential fits do not provide a common specific feature for this type of tissue in contrast to our finding in WM (FA<sub>m</sub> > 0.25) in which the average histogram shows a well defined peak. Due to these reasons, in our opinion a justification of biexponential decomposition regarding GM remains questionable and requires a separate analysis. A smooth change of the curvature and rather moderate deviations from the exponential function suggest that a continuous distribution of the diffusivities might be a more appropriate model for the quantification of diffusion in GM than BEDTA. However, this type of the analysis was deemed to be beyond the scope of this study; future work will focus on this issue. Regardless, in order to avoid inadequate fitting, in this work BEDTA was restricted only to the regions with sufficiently strong deviations from Gaussian behaviour, i.e. predominantly to WM. A new option for diffusion mapping was suggested based on the combined analysis of the diffusion response with models based on Equations 3.13, 3.16 and 3.24. In the composite maps, voxels showing weak deviations from Gaussian diffusion were quantified by their mean ADCs whereas BEDTA was applied in the remaining voxels. A differentiation of the “weak” and “strong” deviations was made with the help of MK providing a direct unbiased measure of the non-exponentiality.

New map parameters \( \alpha_M \), \( \alpha_\parallel \) and \( \alpha_\perp \) were proposed as complementary characteristics of the deviations from non-Gaussian diffusion. These parameters evaluated in the frame of BEDTA were shown to produce a contrast related to the underlying fibre structure. Interestingly, whereas WM regions appear rather uniform in the MD<sub>s</sub> maps, the alpha maps reveal differences in different fibre tracts such as internal capsule and ACPhi maps corpus callosum. Thus, more detailed investigations might lead to a better understanding of the relationship between the diffusion mechanisms and the underlying cellular organisation (neuron packing density, cell size, myelination, etc.). In comparison to kurtosis maps, the
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$\alpha_M$, $\alpha_\parallel$, and $\alpha_\perp$ maps produce a weaker GM-WM contrast but exhibit more structural details. As these are new parameters, their potential use remains to be investigated in future work.

The biophysical cause of deviations from patterns of Gaussian diffusion in the brain tissue remains poorly understood. The BEDTA performed in this works implies that at least two water pools exist for which the MSD during the observation time appear different as a result of complex interplay of factors which may include restrictions by cell membranes, permeability, distribution of the axon radii, the density of their packing, exchange with “bound” water, etc. Generally, a discrimination of the specific factors affecting diffusion remains a challenging task which requires further intensive studies involving both an extended range of the $b$-values and time dependent-diffusion experiments.

The main disadvantages of biexponential tensor analysis are related to the low SNR at high $b$-values leading to prolonged acquisition times, high sensitivity to bulk motions, and the problems of the numerical minimization algorithms. Despite these drawbacks, BEDTA remains, in our opinion, a model of choice when enhanced information on water diffusion is to be accessed by extending the range of diffusion weightings. BEDTA should logically be combined with DKI as the latter can be easily evaluated from the same experimental curves, and no additional measurements are required. If diffusion weightings are to be restricted to a moderate range of $b$-values, DKI alone, as the simplest extension of conventional DTI, promises to become a robust and efficient tool in neurological studies and routine clinical applications [95]. In general, our results acquired from healthy volunteers allow us to conclude that a combined DKI and BEDTA framework permits one to significantly enhance information deduced from DW images; based on these results, novel biomarkers are proposed. The full power of the proposed scalar metrics, however, has to be verified in future dedicated studies related to the assessment of tumours, infarcted regions, traumatic injuries, Alzheimer’s decease, and cognitive impairments, to name only a few.
5.4.1 Limitations of the study

DW MRI is prone to the effects of bulk motion especially in the range of high $b$-values. In this study, special motion correction techniques such as cardiac gating or CSF suppression were not applied. Their efficiency in terms of gaining better image quality and reducing the number of acquisitions should be examined in future in order to facilitate clinical applications in acceptable acquisition times. Another limitation concerns the restrictions on the maximal $b$-values which could not be extended beyond 7.0 ms $\mu$m$^{-2}$ due to the safety and hardware limitations set by the manufacturer. Consequently, in some highly ordered WM regions the attenuation of the slow diffusion component even at the highest $b$-values was insufficient for a reliable determination of the corresponding slope. This problem was ameliorated by setting a low boundary constraint in the biexponential fits. Fortunately, the subset of voxels for which a given constraint was encountered happened to constitute only a small fraction of the total number of voxels in the slice and therefore was uncritical for the analysis performed here.

5.5 Conclusions

Voxel-based, combined DKI and biexponential tensor analysis offers a novel and valuable framework of studying non-Gaussian water diffusion in human brain tissue \textit{in vivo}. Both DKI and BEDTA overcome the limitations of conventional DTI related to the Gaussian assumption and permit one to substantially improve tissue characterisation. DKI represents the simplest extension to DTI but is limited to a range of $b$-values exceeding the conventional ones by only a factor of two to three. BEDTA, in contrast, can be performed in the full accessible range of diffusion weightings. However, it requires that a sufficient signal attenuation of the slow diffusion component is achieved. In this work, a reasonable attenuation of the slow component was achieved in the majority of the voxels by measurements in a fairly extended range of $b$-values (up to 7.0 ms $\mu$m$^{-2}$). On the other hand, as an empirical quantification tool, BEDTA is appropriate only in tissue regions in which the deviations from the Gaussian function are sufficiently strong. The identification of such
regions was based on a quantitative assessment of the non-exponentiality of the signal attenuation curve using excess kurtosis as a direct, unbiased criterion. Novel parameter maps were constructed and discussed in the context of their potential perspectives for neurological applications.

An increased GM-WM contrast was demonstrated in the maps of MDs with respect to conventional metrics. The colour-coded directional maps related to BEDTA were constructed for the first time. The maps of FAs/CFAAs were shown to substantially improve WM mapping and to visualise more structural details in comparison to the maps of FAm/CFAm and FAf/CFAf. It was demonstrated that the histogram of FAs exhibits an additional peak at higher values. This feature tends to be retained also in the average histogram of 14 subjects. It is suggested that FAs/CFAAs could exhibit an enhanced sensitivity to pathological change due to its considerably larger values in many WM structures and more favourable histograms in comparison to those of FAm/CFAm. The colour-coded directional maps demonstrate an overall strong correlation of the major eigenvectors of the fast and slow diffusion tensors. The origin of a few anomalous regions in which the fast-slow tensor orientations were heterogeneously split remains unclear. It is assumed to be due to the superposition of the multiple fibres which cannot be adequately described by BEDTA. Quantitatively, the correlation between the fast-slow tensor orientations was assessed via the ACPhi maps. The latter emphasised the large degree of co-alignment in WM in contrast to the randomly distributed orientations in the non-WM regions. New alpha-maps based on BEDTA were introduced as a complementary tool characterising the degree of deviations from the Gaussian model. In conclusion, we believe that a multi-parameter approach based on combined DKI and BEDTA has the potential to constitute efficient novel biomarkers of developmental and pathological changes in brain WM and could find valuable applications in neurosciences and in clinical practice.
Chapter 6

On the optimal \textit{b}-value range in DKI

Parts of the work presented in this chapter have been published in:

6.1 Introduction

A remarkable success in the assessment of non-Gaussian water diffusion was achieved by DKI [36,95]. It has been shown to be sensitive to the axonal water fraction in WM [166] and was successfully exploited in the assessment of neurological diseases [91,167–169], traumatic brain injuries [170], normal brain maturation [164,165,171], and in the estimation of the fibre orientation distribution function [172].

DKI is a straightforward extension of the DTI model in the cumulant expansion of the DW signal attenuation up to second order in the \textit{b}-value [34,36,95]. The water displacement is characterized by the ADC, $D_{\text{app}}$ (ideally the same as in DTI), and the deviation from the Gaussian diffusion behaviour is quantified by the ADK ($K_{\text{app}}$). At least three \textit{b}-values are required to evaluate $K_{\text{app}}$ in a single gradient direction and for the evaluation of the 4\textsuperscript{th}-rank symmetric kurtosis tensor, $D_{\text{app}}$ and $K_{\text{app}}$ must be evaluated in at least 15 gradient encoding directions [37,163]. Complementing the conventional DTI parameters, DKI provides addi-
tional rotationally invariants such as the mean kurtosis, transversal and longitudinal kurtosis, and kurtosis anisotropy, which are proposed as promising biomarkers for tissue characterization [37, 164, 166, 173]. Application of the DKI model in the analysis of the DW signal attenuation has demonstrated to reduce the dependence of the DTI metrics on the range of \( b \)-values [174], although the dependence of \( K_{\text{app}} \) has not still been assessed.

Although DKI enables one to analyse the DW signal in the extended range of \( b \)-values, several aspects need to be taken into account when choosing the \( b \)-value range. Due to the fact that DKI is based on a truncated cumulant expansion, the diffusion metrics, i.e. \( D_{\text{app}} \) and \( K_{\text{app}} \) may, in principle, depend on the \( b \)-value range. The optimal \( b \)-value range is restricted both, on the side of low as well as on the side of high diffusion weightings. On the one hand, DKI must be analysed in a sufficiently large \( b \)-value range in order to allow the DW signal to reach a large enough deviation from the Gaussian diffusion behaviour. On the other hand, the \( b \)-value range cannot be extended towards arbitrarily large values since applicability of DKI is limited with respect to the maximum allowed \( b \)-value, \( b_{\text{max}} \), determined by \( b_{\text{max}} = 3/(D_{\text{app}}K_{\text{app}}) \) [36, 95]. For \( b > b_{\text{max}} \), this model predicts a non-physical increase of the DW signal and cannot be applied to describe experimental points. Typically, the largest \( b \)-values used in human brain DKI studies reported in the literature include 1.8 ms \( \mu \text{m}^{-2} \) [171], 2.0 ms \( \mu \text{m}^{-2} \) [95, 166, 175], 2.5 ms \( \mu \text{m}^{-2} \) [25, 34, 163, 167, 172], 2.8 ms \( \mu \text{m}^{-2} \) [176] and 4.0 ms \( \mu \text{m}^{-2} \) [30, 177].

While a quantitative estimation of DKI parameters is influenced by a selected range of \( b \)-values, a few works have been carried out on the optimisation of the experimental parameters [99, 171, 178]. Previously, an optimisation scheme for the DW settings was published by D.H. Poot et al. [99], where the Cramér-Rao lower bound of a given DKI parameter of interest is minimized in order to have the optimal DW acquisition scheme (gradient directions and \( b \)-values). However, their optimisation was based on an a priori knowledge of the distribution of DKI model parameters in the brain which was evaluated using the conventional approach and the maximum \( b \)-value was restricted to 2.8 ms \( \mu \text{m}^{-2} \). One of the instructive
results was to show that, in some cases, increasing the maximum $b$-value might increase the accuracy of the estimated DKI metrics. In other work, by S.L. Hu et al. [178], the positive definiteness of the kurtosis tensor was analysed both theoretically and numerically. However, within the context of optimisation, the positive definiteness is an insufficient condition as it only guarantees that the DW signal will not become larger than the non-DW signal, but does not prevent the DW signal being an increasing function for increasing $b$-values.

As DKI applications are becoming more and more prevalent in research and clinical practice, there is an increasing necessity for understanding the influence of the experimental settings on the fitted metrics. Therefore, one of the major aims of this work is to provide a comprehensive investigation of the dependence of DKI metrics on the experimental range of $b$-values for various gradient directions and for various tissue types. Based on this analysis, we propose a simple voxel-by-voxel optimisation scheme which allows the DW signal to have a sufficiently large deviation from the Gaussian diffusion behaviour, on the one hand, but restricts the range of $b$-values below $b_{\text{max}}$, thereby excluding a physically meaningless application of the DKI model.

6.2 Theory

In this section, a brief description of the formulae utilised in the analysis is carried out. For a more comprehensive understanding of the underlying theory, the reader is referred to Chapter 3, Section 3.5.

The cumulant expansion of the DW signal $S(b)$ around $b = 0$ up to second order, which is in fact a Taylor expansion of the natural logarithm, $\ln S(b)$, is expressed as:

$$\ln S(b) = \ln S(0) - bD_{\text{app}} + \frac{1}{6} b^2 D_{\text{app}}^2 K_{\text{app}} + \vartheta (b^3) , \quad (6.1)$$

where $D_{\text{app}}$ and $K_{\text{app}}$ are the so-called ADC and ADK, respectively, and $S_0 \equiv S(b = 0)$ [36]. The theoretical minimal kurtosis value is -2, while for Gaussian diffusion it equals zero [95]. In the context of DTI, the second and higher order terms Equation 6.1 are neglected so that the signal takes the form
\[ \ln S(b) \approx \ln S(0) - b D_{\text{app}}. \]  

This truncation is valid provided that \(|(b D_{\text{app}})^2 K_{\text{app}}/6| \ll 1\), and therefore the optimal range of \(b\)-values for DTI will depend on the sample considered. If the chosen range is too small, then the signal attenuation will be insufficient for a reliable estimation of the slope (i.e. \(D_{\text{app}}\)) as a consequence of the influence of the background noise. On the other hand, if the range of \(b\)-values is too large, systematic errors will bias the measured \(D_{\text{app}}\) due to deviations from the Gaussian behaviour of the DW signal [83,95,174]. In DKI, the DW signal is obtained by neglecting the third and higher order terms in the cumulant expansion

\[ \ln S(b) \approx \ln S(0) - b D_{\text{app}} + \frac{1}{6} b^2 D_{\text{app}}^2 K_{\text{app}}. \]  

The optimal range of \(b\)-values for kurtosis measurement is subject to even more constraints. On the one hand, it must be sufficiently extended in order to enable a significant deviation from the mono-exponential behaviour, which is important for a reliable estimation of \(K_{\text{app}}\). On the other hand, the approximation remains valid provided that \(|\vartheta(b^3)| \ll 1\). Furthermore, given that \(S(b)\) is a monotonically decreasing function of \(b\) [36], the valid range of \(b\)-values is constrained by an upper boundary, i.e. \(b \leq b_{\text{max}}\), where \(b_{\text{max}}\) denotes the position of the minimum of Equation 6.3 which is determined by solving the equation \(\partial S(b) / \partial b = 0\) [95] and is given by the following expression

\[ b_{\text{max}} = \frac{3}{D_{\text{app}} K_{\text{app}}}. \]  

For \(b > b_{\text{max}}\), \(S(b)\) will be an increasing function of \(b\), and any fitting of Equation 6.3 in this range will be physically meaningless.

### 6.3 Methods

#### 6.3.1 DW MRI experiments

*In vivo* DW MRI experiments were carried out with a whole-body 3T Siemens MAGNETOM Tim-Trio scanner (Siemens Medical Systems, Er-
langen, Germany) using a body coil for RF transmit and a gradient system providing a maximal gradient strength of 40 mT/m. The TRSE EPI pulse sequence was used with the following protocol parameters: repetition-time, \( T_R = 1300 \text{ ms} \); echo-time, \( T_E = 109 \text{ ms} \); voxel-size, \( 2 \times 2 \times 2 \text{ mm}^3 \); receive bandwidth, \( \text{BW} = 1446 \text{ Hz/pixel} \); matrix-size, \( 128 \times 128 \). Diffusion attenuations were measured for a set of 26 \( b \)-values in the range 0-5.0 ms \( \mu \text{m}^{-2} \) with an increasing step of 0.2 ms \( \mu \text{m}^{-2} \). Due to acquisition time constraints, the number of diffusion gradient directions was set to 6. Three subjects were measured with different number of averages and slices, in order to assess the robustness of the approach. The subjects have provided a written, informed consent. The numbers of slices/averages were: subject 1, 2/6; subject 2, 6/16; subject 3, 8/16. All slices were taken parallel to the anterior-posterior-commissures (AC-PC) line. Experiments for subjects 1 and 2 were acquired with a 32-channel phased array coil and for subject 3, the data were acquired with a 12-channel phased array coil.

### 6.3.2 Data processing

All the non-DW images from experiments 1 and 2 for each subject were coregistered using the FLIRT method with the affine 12-parameter model available in FSL [179–181] and the estimated motion parameters were applied to the corresponding sets of DW images. Spatial smoothing with a Gaussian convolution kernel was applied to the DW images (standard deviation of 0.65). The bias in the DW images due to background noise was reduced using the PI method [123,124], while the ML estimator was used to evaluate the standard deviation of the background noise [120,122] (See Chapter 3, Section 3.10).

Non-linear fitting of Equation 6.3 to the normalized and noise bias-corrected experimental data, \( S_e (b) \), was done by minimizing the objective function

\[
f_n = \sum_{i=1}^{n} S_e (b_i)^2 \left[ \ln S (b_i) - \ln S_e (b_i) \right]^2,
\]

where \( n = 3 \ldots 26 \), denotes the subscript of the largest \( b \)-value considered in the fitting, hereafter called \( b_n \). In order to avoid non-physical fits and
numerical problems in the evaluation of Equation 6.4, the following constraints were applied: $10^{-2} \leq D_{\text{app}} \leq 3.0 \, \mu m^2 \, ms^{-1}$ and $10^{-3} \leq K_{\text{app}}$. In practice, the lower constraint in $K_{\text{app}}$ was encountered only in a few voxels in the CSF, where the theoretical kurtosis value is zero. In this work, we will skip the discussion on CSF voxels since the expected behaviour is largely exponential and any observed deviations might reflect the influence of noise and/or physiological motion [34]. Due to the fact that Equation 6.3 is a truncated Taylor expansion of the logarithm of the DW signal around $b = 0$, its precision with respect to the underlying DW signal is $b$-value dependent. To account for this, the objective function $f_n$ includes a weighting factor given by a monotonically decreasing function of $b$, $S_e(b)^2$. All diffusion experimental data were processed using in-house Matlab scripts (Matlab, The MathWorks, Natick, MA, USA).

Minimization of Equation 6.5 was performed for 21 ranges of $b$-values $[0, \ldots, b_n]$ on a voxel-by-voxel basis using the Nelder-Mead algorithm. The value of $b_n$ was increased in steps of 0.2 ms $\mu m^{-2}$ from 1.0 ms $\mu m^{-2}$ (range 1) up to 5.0 ms $\mu m^{-2}$ (range 21). The dependence of the parameters $D_{\text{app}}$ and $K_{\text{app}}$ on $b_n$ was assessed for each gradient direction individually. The mean parameters $\langle D_{\text{app}} \rangle$ and $\langle K_{\text{app}} \rangle$ were evaluated as the average of $D_{\text{app}}$ and $K_{\text{app}}$ over the gradient directions. Hereafter, the notation $\langle \ldots \rangle$ refers to the average of the corresponding parameter over gradient directions. Unless specified otherwise, all results are shown for subject 1.

In order to show the dependence on $b_n$ of a given parameter, the histograms of $D_{\text{app}}$, $\langle D_{\text{app}} \rangle$, $K_{\text{app}}$, $\langle K_{\text{app}} \rangle$, $b_{\text{max}}$ and $\langle b_{\text{max}} \rangle$ were evaluated for all values of $b_n$ individually and put consecutively one next to each other in order to build the surfaces showing such dependence. The number of bins in each of the conventional histograms, i.e. fixed value of $b_n$, was set to 70. Afterwards, the built surfaces were smoothed by applying a bilinear interpolation function.
6.4 Results

6.4.1 Dependence of $D_{\text{app}}$ and $K_{\text{app}}$ on $b_n$

Figure 6.1(a) shows the DW signal attenuations from a ROI selected in WM (6 adjacent voxels in the corpus callosum) for two gradient directions. The angles between these directions with respect to the preferential fibre orientations were $\theta_1 = (85\pm2)^\circ$ (circles) and $\theta_2 = (27\pm3)^\circ$ (squares).
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**Figure 6.1**: DW signal attenuation for two gradient directions selected in a ROI in the WM (a) and a single gradient direction in GM (b). The corresponding ROIs are shown by the cyan arrows in Figure 6.4. Solid lines denote the fits of Equation 6.3 for three ranges of $b$-values: $0 - 2.0$ ms $\mu$m$^{-2}$ (red), $0 - 3.0$ ms $\mu$m$^{-2}$ (green), $0 - 4.0$ ms $\mu$m$^{-2}$ (blue). The minimum of each fitted function is shown by the corresponding arrow.
The fibre orientation was determined by the eigenvector associated to the largest eigenvalue of the conventional diffusion tensor. Figure 6.1(b) depicts the signal attenuation from the ROI (6 adjacent voxels) selected in GM. The attenuation curve is shown for one gradient direction since the directional dependence was negligible. The position of the ROIs is shown by the cyan arrows in Figure 6.4. In Figures 6.1(a) and 6.1(b), the fits of Equation 6.3 for three different ranges of \( b \)-values are shown by the solid curves: \( b_6 = 2.0 \text{ ms } \mu\text{m}^{-2} \) (red), \( b_{11} = 3.0 \text{ ms } \mu\text{m}^{-2} \) (green) and \( b_{16} = 4.0 \text{ ms } \mu\text{m}^{-2} \) (blue). For each fitted curve, the positions of the minima at \( b_{\text{max}} \) are shown by the arrows in the corresponding colour. Table 6.1 shows the values of \( b_{\text{max}} \) for each fitting range. Three features of these fittings should be emphasized: i) \( b_{\text{max}} \) is an increasing function of \( b_n \); ii) \( (b_{\text{max}} - b_n) \rightarrow 0 \) for increasing \( b_n \); iii) in WM \( b_{\text{max}} \) depends on the gradient direction within the same fitting range, i.e. the larger the angle between the gradient and main fibre direction, the larger \( b_{\text{max}} \) (Figure 6.1(a)).

\[
\begin{array}{cccc}
  b_n [\text{ms } \mu\text{m}^{-2}] & b_{\text{max}} [\text{ms } \mu\text{m}^{-2}] & \text{WM, } \theta_1 \approx 85^\circ & \text{WM, } \theta_2 \approx 27^\circ & \text{GM} \\
  2.0 & 2.69 \pm 0.04 & 2.60 \pm 0.10 & 2.75 \pm 0.08 \\
  3.0 & 3.45 \pm 0.02 & 3.01 \pm 0.08 & 3.82 \pm 0.06 \\
  4.0 & 4.07 \pm 0.02 & 3.41 \pm 0.07 & 4.32 \pm 0.04 \\
\end{array}
\]

Table 6.1: The values of \( b_{\text{max}} \) for the three fitting ranges shown in Figures 6.1(a) and 6.1(b), for WM (2 directions) and GM (1 direction). \( \theta_1 \) and \( \theta_2 \) are the angles between the given gradient direction and the eigenvector of the conventional diffusion tensor associated to the largest eigenvalue.

Figures 6.2(a) - 6.2(d) demonstrate the dependence of \( D_{\text{app}} \) (a,b) and \( K_{\text{app}} \) (c,d) on \( b_n \) for WM (a,c) and GM (b,d), evaluated from the DW signal attenuations in Figures 6.1(a) and 6.1(b). They demonstrate that the fitting parameters \( D_{\text{app}} \) and \( K_{\text{app}} \) as well as their standard deviations decrease with increasing \( b_n \) in both WM and GM. In WM, \( D_{\text{app}} \) decreases by approximately \( (25 \pm 3) \% \) and \( (15 \pm 1) \% \) for \( \theta_1 = 85^\circ \) (red) and \( \theta_2 = 27^\circ \) (black), respectively, in the range of \( b_n \), from \( b_{11} = 1.0 \text{ ms } \mu\text{m}^{-2} \) to \( b_{26} = 5.0 \text{ ms } \mu\text{m}^{-2} \). In GM, the observed decrease in \( D_{\text{app}} \) is about \( (22 \pm 1) \% \). A significantly stronger dependence was observed for \( K_{\text{app}} \).
In WM, the decrease in $K_{\text{app}}$ is about $(51 \pm 5)\%$ and $(38 \pm 4)\%$ for the red and black curves, respectively. The decrease in GM is about $(59 \pm 2)\%$.

Figure 6.2: Fitted values of $D_{\text{app}}$ (a,b) and $K_{\text{app}}$ (c,d) and the evaluated $b_{\text{max}}$ (e,f), as a function of $b_n$ for WM (a,c,e) and GM (b,d,f). The error bars correspond to the values of the standard deviations $\sigma_D$ (a,b) and $\sigma_K$ (c,d), assessed in the fitting, and the corresponding error propagation using $\sigma_D$ and $\sigma_K$ (e,f).

Figures 6.2(e) and 6.2(f) show how the values of $b_{\text{max}}$ evaluated from the fitted values $D_{\text{app}}$ and $K_{\text{app}}$ depend on $b_n$. One can see that in the range of low $b_n$, $b_{\text{max}} (b_n) > b_n$. As already indicated above, $[b_{\text{max}} (b_n) - b_n] \to 0$ with increasing $b_n$, so that $b_{\text{max}} (b_n) = b_n$ (i.e. there is a fitting $b$-value range for which the value of $b_n$ equals the evaluated $b_{\text{max}}$) at a certain value of $b_n$ (see crossing of the curves $b_{\text{max}} (b_n)$ with the dashed lines representing the function $h(b_n) = b_n$). Further increase of $b_n$ results in $b_{\text{max}} (b_n) < b_n$, leading to the physically unjustified increase of the kurtosis function (Equation 6.3) in the fitting range. In the following sections, we will denote this critical value of $b_{\text{max}}$ for which $b_{\text{max}}(b_n) = b_n$ as $b^*_n$. It represents the superior boundary for the validity of the kurtosis approach, Equation 6.3. In Figures 6.2(a) - 6.2(f), the values of $b^*_n$ are shown by arrows. An important observation here is that $b^*_n$ (and thus the validity range) strongly depends on: a) the tissue type (GM or WM), and b) on the gradient orientation in WM (compare, for example,
the value of $b_{\text{max}}^*$ equal to $\sim 3.0 \text{ ms } \mu \text{m}^{-2}$ for $\theta_1 = 27^\circ$ and $\sim 4.6 \text{ ms } \mu \text{m}^{-2}$ for $\theta_2 = 85^\circ$.

Figures 6.3(a) - 6.3(i) show the dependence of the histograms of $D_{\text{app}}$ (a), $\langle D_{\text{app}} \rangle$ (b), $K_{\text{app}}$ (d), $\langle K_{\text{app}} \rangle$ (e), $b_{\text{max}}$ (g), and $\langle b_{\text{max}} \rangle$ (h) on $b_n$, evaluated over 4 slices in subject 1, and the average of the histograms of $\langle D_{\text{app}} \rangle$, $\langle K_{\text{app}} \rangle$ and $\langle b_{\text{max}} \rangle$ over the three subjects (c,f,i). One can observe that the peak of $D_{\text{app}}$ and $\langle D_{\text{app}} \rangle$ show a similar behaviour when $b_n$ increases. Moreover $D_{\text{app}}$ decreases by $\sim 7\%$ for the whole range of $b_n$ while the decrease in $\langle D_{\text{app}} \rangle$ and its average over the three volunteers is $\sim 8\%$.

Figure 6.3: Dependence of the histograms of $D_{\text{app}}$ (a), $K_{\text{app}}$ (d), $b_{\text{max}}$ (g), $\langle D_{\text{app}} \rangle$ (b), $\langle K_{\text{app}} \rangle$ (e), $\langle b_{\text{max}} \rangle$ (h) on $b_n$ evaluated for subject 1, and the histograms of $\langle D_{\text{app}} \rangle$, $\langle K_{\text{app}} \rangle$ and $\langle b_{\text{max}} \rangle$ averaged over the three subjects (c,f,i). Each individual histogram ($b_n$ fixed) was built by dividing the corresponding range in 70 bins. The colour of each histogram refers to the number of normalized counts. The dashed black lines in Figures (g) - (i) denote the function $h(b_n) = b_n$. 
Table 6.2: Percentage of voxels where the condition $b_n < b_{\text{max}}$ is violated, for the fitting ranges shown in Figure 6.4, for a single gradient direction (first row) and for 6 gradient directions (second row), for a single slice.

<table>
<thead>
<tr>
<th>$b_n$ [ms $\mu$m$^{-2}$]</th>
<th>2.0</th>
<th>2.4</th>
<th>2.8</th>
<th>3.2</th>
<th>3.6</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 dir [%]</td>
<td>9.3</td>
<td>15.0</td>
<td>20.2</td>
<td>24.8</td>
<td>32.8</td>
<td>43.3</td>
</tr>
<tr>
<td>6 dirs [%]</td>
<td>8.0</td>
<td>13.6</td>
<td>19.3</td>
<td>25.1</td>
<td>32.2</td>
<td>41.7</td>
</tr>
</tbody>
</table>

The dependence of the diffusional kurtosis on $b_n$ is stronger than in the case of diffusivities. The peak value in the histogram of $K_{\text{app}}$ shows a decrease of $\sim 55\%$ in the whole range of $b_n$. Interestingly the peak shown in the histogram of $\langle K_{\text{app}} \rangle$ splits into two peaks for $b_n > 1.8$ ms $\mu$m$^{-2}$. In the case of the average of $\langle K_{\text{app}} \rangle$ over volunteers, the split occurs for $b_n > 2.2$ ms $\mu$m$^{-2}$. These two peaks are attributed to WM (upper peak) and GM (lower peak). Similar to Figures 6.2(e) and 6.2(f), the dashed black lines in Figures 6.3(g) - 6.3(i) denote the function $h(b_n) = b_n$. It should be noted that for a fixed value of $b_n$, the sum of the counts in the part of the histogram below the dashed line corresponds to the fraction of voxels in which the condition $b_n < b_{\text{max}}$ is violated. At low values of $b_n$, the condition $b_n < b_{\text{max}}$ remains valid for almost all the voxels (most of the counts remain above the dashed line).

Figure 6.4 shows the maps $D_{\text{app}}$, $\langle D_{\text{app}} \rangle$, $K_{\text{app}}$ and $\langle K_{\text{app}} \rangle$ for six fitting ranges with the following fixed values of $b_n$: $b_6 = 2.0$ ms $\mu$m$^{-2}$, $b_8 = 2.4$ ms $\mu$m$^{-2}$, $b_{10} = 2.8$ ms $\mu$m$^{-2}$, $b_{12} = 3.2$ ms $\mu$m$^{-2}$, $b_{14} = 3.6$ ms $\mu$m$^{-2}$ and $b_{16} = 4.0$ ms $\mu$m$^{-2}$. The maps $D_{\text{app}}$ and $\langle D_{\text{app}} \rangle$ show a slight dependence on $b_n$. On the other hand, one can observe that for small values of $b_n$ the maps of $K_{\text{app}}$ and $\langle K_{\text{app}} \rangle$ are noisier in general, and contain more artefacts such as the black spots shown in the corpus callosum (zoomed illustrations will be shown below). With increasing $b_n$, the artefacts in kurtosis maps tend to reduce. However, while improving kurtosis evaluation in some voxels, increasing $b_n$ leads to an increase of the fraction of voxels in which the condition $b_n < b_{\text{max}}$ is violated. This is demonstrated in Table 6.2 which shows the fraction of such voxels both for a single gradient direction (first row) and for all 6 gradient directions (second row).
Figure 6.4: The maps of $D_{\text{app}}$, $\langle D_{\text{app}} \rangle$, $K_{\text{app}}$ and $\langle K_{\text{app}} \rangle$ for six fitting b-value ranges with the following values of $b_n$: $b_6 = 2.0$ ms $\mu m^{-2}$, $b_8 = 2.4$ ms $\mu m^{-2}$, $b_{10} = 2.8$ ms $\mu m^{-2}$, $b_{12} = 3.2$ ms $\mu m^{-2}$, $b_{14} = 3.6$ ms $\mu m^{-2}$ and $b_{16} = 4.0$ ms $\mu m^{-2}$ (from left to right). Cyan arrows show the position of the ROIs discussed in Figures 1 and 2.

6.4.2 Maps of $b_{\text{max}}^*$

The results presented so far show that, in the range of $b_n$ considered here, $b_{\text{max}}$ is an increasing function of $b_n$ with a slope approximately less than one (Figures 6.3(g) - 6.3(i)) ensuring the existence of a value $b_{\text{max}}^*$ such that $b_{\text{max}}(b_{\text{max}}^*) \approx b_n$ (we use the symbol “$\approx$” here since we have a discrete set of values of $b_n$). A simple algorithm was proposed in order to evaluate the maps of $b_{\text{max}}^*$ on a voxel- and direction-based manner (shown in Appendix 6.7).

The maps of $b_{\text{max}}^*$ for two selected gradient directions evaluated with the help of the former algorithm are shown in Figures 6.5(a) and 6.5(b). Figure 6.5(c) shows the directionally averaged map of $b_{\text{max}}^*$, $\langle b_{\text{max}}^* \rangle$. Clearly, the maps of $b_{\text{max}}^*$ significantly change for different gradient directions in WM regions (compare Figures 6.5(a) and 6.5(b)). In GM, the values of $b_{\text{max}}^*$ tend to be larger than in WM and rather homogeneous. Interest-
ingly, voxels affected by PVE, that is, “blue stripes” along the contour line of GM and the ventricles, show rather small values, $b_{\text{max}}^* \approx (2.4 \pm 0.7)$ ms $\mu$m$^{-2}$.

Figure 6.5: The maps of $b_{\text{max}}^*$ for two selected gradient directions (a,b) and its average over six gradients directions, $\langle b_{\text{max}}^* \rangle$ (c). The correlation of $b_{\text{max}}^*$ with FA and the angle between the gradient direction and the eigenvector of the diffusion tensor linked to the main eigenvalue, $\theta$, for subject 1 (d) and the average of the map over the three subjects (e). The size of each bin in the maps is $5^\circ$ in the $\theta$-dimension and 0.09 in the FA-dimension.

The correlation of $b_{\text{max}}^*$ with the FA of the tissue and the angle ($\theta$) between the gradient direction and the major eigenvector of the diffusion tensor (i.e. linked to the largest eigenvalue) is shown by the map in Figure 6.5(d). The average of that surface over the three subjects is shown in Figure 6.5(e). In the construction of the correlation surfaces, the aim was to demonstrate the differences between GM and WM tissues. Due to this reason, the CSF and PVE-affected voxels were omitted using a binary mask. The represented surfaces clearly demonstrate that $b_{\text{max}}^*$ is orientationally independent in the GM regions, i.e. $FA < 0.25$, and has an average value of $\sim (5.2 \pm 0.1)$ ms $\mu$m$^{-2}$. It can be also observed
that the higher FA, the stronger is the dependence of $b_{max}^*$ on $\theta$. For the largest values of FA, $b_{max}^*$ changes from $\sim 1.5 \text{ ms } \mu\text{m}^{-2}$ at $\theta \approx 0^\circ$ up to $\sim 5.1 \text{ ms } \mu\text{m}^{-2}$ at $\theta \approx 90^\circ$. The same features are observed in the averaged surface shown in Figure 6.5(e).

### 6.4.3 An optimized voxel-based evaluation of $K_{app}$

A voxel-based optimisation of the $b$-value fitting range is proposed in this section, based on the gradient-direction dependent maps of $b_{max}^*$. In each voxel and for each gradient direction, we set the value of $b_n$ to $\beta \times b_{max}^*$, where $\beta$ is empirically taken as 0.7. Thus, two facts can be ensured: i) $b_n < b_{max}^*$ and no meaningless fitting of Equation 6.3 is carried out, and ii) $b_n$ provides a sufficient extended range for each individual curve, $S(b)$, to develop a large enough deviation from the mono-exponential behaviour.

In Figures 6.6(a) - 6.6(d) we compare the maps of $K_{app}$ and $\langle K_{app} \rangle$ evaluated within the conventional approach using a fixed fitting range for all measured DW signal attenuations (Figures 6.6(a) and 6.6(b)) with the maps using the optimized voxel-based approach (Figures 6.6(c) and 6.6(d)). The maps in Figures 6.6(a) and 6.6(b) are shown for two values of $b_n$: $b_6 = 2.0 \text{ ms } \mu\text{m}^{-2}$ (left) and $b_8 = 2.4 \text{ ms } \mu\text{m}^{-2}$ (right). Zoomed regions delineated by the cyan rectangle are shown below each image. The black arrows indicate those voxels where a drop out of the diffusional kurtosis is observed under the conventional approach of a fixed $b$-value range. These artefacts are more pronounced for $b_6$ than for $b_8$. In the optimized approach (Figures 6.6(c) and 6.6(d)), these artefacts are practically eliminated and the corpus callosum presents with a rather homogeneous appearance (black arrows). As another example of this feature, a more homogeneous appearance of the anterior thalamic radiation is also observed in the optimized approach compared to the conventional one (shown by the black ovals). Another significant feature of this approach is the appearance of a more clearly defined contour line between GM and WM compared to the conventional approach, as shown by the green arrows. Finally, the optimized approach shows an increase of kurtosis values in the contour line between GM and CSF as shown by the cyan arrows.
Figure 6.6: Maps of $K_{\text{app}}$ and $\langle K_{\text{app}} \rangle$ evaluated within the conventional approach using two fixed fitting ranges for all DW signal attenuations (a,b): $b_6 = 2.0 \text{ ms } \mu\text{m}^{-2}$ (left) and $b_8 = 2.4 \text{ ms } \mu\text{m}^{-2}$ (right), and the optimized voxel- and direction-based fitting range (c,d). Zoomed regions delineated by the cyan rectangle are shown below each image. The black arrows indicate the voxels where a drop out of the diffusional kurtosis is observed. Cyan arrows show the voxels affected by PVE where the diffusional kurtosis is enhanced.
6.4.4 Clinically relevant approach

In this section we consider the optimisation approach under clinically relevant conditions, i.e. with a reduced number of measured $b$-values. We apply the former approach to a data subset of 5 $b$-values: $(0, 1.0, 2.0, 3.0, 4.0)$ ms $\mu$m$^{-2}$. Figures 6.7(a) - 6.7(d) provide a comparison of kurtosis maps using the fixed fitting ranges (a, b): $[0, 1.0, 2.0]$ ms $\mu$m$^{-2}$ (left) and $[0, 1.0, 3.0]$ ms $\mu$m$^{-2}$ (right) and the optimized approach (c, d).

As can be observed, the maps of both $K_{\text{app}}$ (a) and $\langle K_{\text{app}} \rangle$ (b) evaluated using the fixed ranges exhibit artefacts in the corpus callosum similar to those demonstrated with the full data sets in Figures 6.6(a) and 6.6(b): see drop outs in the highlighted area (cyan rectangle). These drop outs are essentially ameliorated in the optimized maps (Figures 6.7(c) and 6.7(d)).

![Figure 6.7: Maps of $K_{\text{app}}$ (a,c) and $\langle K_{\text{app}} \rangle$ (b,d) evaluated using the fixed fitting ranges (a,b): $[0,1.0, 2.0]$ ms $\mu$m$^{-2}$ (left) and $[0, 1.0, 3.0]$ ms $\mu$m$^{-2}$ (right) and the optimized approach (c,d). Areas delineated by cyan lines show the voxels where the evaluated diffusional kurtosis suffers a drop out.](image-url)
6.5 Discussion

The magnitude of deviations from the Gaussian model is tissue specific and provides useful information on the complexity of the diffusion processes and the tissue microstructure. DKI represents the simplest model-free approach for quantifying these deviations that can be applied under clinical conditions. However, being a rather novel approach, no consensus currently exists on the optimal $b$-value range. In this work, we performed for the first time a detailed characterization of the dependence of the DKI metrics on the $b$-value range ($0 - 5.0$ ms $\mu$m$^{-2}$) with incremental steps of 0.2 ms $\mu$m$^{-2}$ (Figures 6.2, 6.3 and 6.4). We have shown that using Equation 6.3 to fit the DW signal, the metrics $D_{\text{app}}$ and $K_{\text{app}}$ (and therefore $b_{\text{max}}$) show a dependence on the largest $b$-value utilized in the fitting. First, it was demonstrated that the water diffusivity is a slightly decreasing function of the largest $b$-value used in the fitting process (Figures 6.3(a) - 6.3(c)) in the whole brain. On average, the observed decrease of $D_{\text{app}}$ was rather small, $\sim 7 - 8 \%$. However, some voxels located predominantly in the corpus callosum, exhibited relatively higher variation of $D_{\text{app}}$ ($\sim 15 - 25 \%$) as demonstrated in Figures 6.2(a) and 6.2(b). In this regard, an analysis of the behaviour of $D_{\text{app}}$ has been discussed by Veraart et al. [174] using an approach of histograms for different anatomical regions, although within a smaller and less dense range of $b$-values (up to $b = 2.8$ ms $\mu$m$^{-2}$). Their main conclusion was that DKI provides more stable estimations of $D_{\text{app}}$ (and diffusion tensor derived metrics) than DTI. On the other hand, our results show that, in contrast to the behaviour of $D_{\text{app}}$, $K_{\text{app}}$ strongly depends on the $b$-value range (Figures 6.3(d) - 6.3(f)).

DKI evaluation using the fixed range of $b$-values reveals two typical problems. The first problem arises if the fitting range is too small (i.e. approximately $b_n \sim < 2.2$ ms $\mu$m$^{-2}$), in which case the deviations of $S(b)$ from the Gaussian behaviour in many voxels/directions are insufficient for a reliable quantification (i.e. the second order term in the cumulant expansion, $(bD_{\text{app}})^2 K_{\text{app}}/6$, is comparable to the noise level). Consequently, the estimation of $K_{\text{app}}$ will be subject to high errors, leading to the drop outs in $K_{\text{app}}$ and $\langle K_{\text{app}} \rangle$ observed at the corpus callosum in some cases (Figures 6.4(c), 6.4(d), 6.6(a) and 6.6(b)). These drop
outs of the diffusional kurtosis are improved by increasing $b_n$ as shown in Figures 6.4(c) and 6.4(d). However, increasing $b_n$ leads us to the second problem which while improving the fitting conditions in one part of the voxels/directions, it significantly increases the fraction of voxels/directions in which the condition $b_n < b_{\text{max}}$ is violated (Table 6.2).

The observed linear increase of $b_{\text{max}}(b_n)$ with a slope whose global behaviour is less than one (as shown in Figures 6.3(g) - 6.3(i)) allowed as to define a superior boundary for the maximum physically permitted $b$-value in DKI, $b_{\text{max}}^*$, as the value of $b_n$ for which $b_{\text{max}}(b_n) = b_n$. A simple algorithm has been proposed to estimate $b_{\text{max}}^*$. Here, it is worth mentioning that the smaller the incremental steps of $b_n$, the larger is the accuracy in the evaluation of $b_{\text{max}}^*$. Besides, the $b$-value range must be large enough to ensure that $b_{\text{max}}^*$ will be encountered. Our results have demonstrated that $b_{\text{max}}^*$ is both tissue dependent (GM & WM), and directionally dependent in WM. The maps of $b_{\text{max}}^*$ (Figure 6.5(c)) show that the average value $b_{\text{max}}^*$ is $\sim 5.2 \text{ ms } \mu\text{m}^{-2}$, $\sim 4.3 \text{ ms } \mu\text{m}^{-2}$ and $\sim 2.4 \text{ ms } \mu\text{m}^{-2}$ for GM, WM and PVE-voxels (blue stripes around GM in Figures 6.5(a) - 6.5(c)), respectively.

In the context of the above numbers, it is useful to compare our results on $b_{\text{max}}$ with the radius of convergence of a power series discussed by V. Kiselev et al. [34]. According to their study, the range of applicability of a cumulant expansion, e.g. Equation 6.3, depends on its convergence radius, $b_c$, for which the series converges only if $b < b_c$ [182]. In Reference [34], the parameter $b_c$ was calculated analytically for the special case of the biexponential model. Their experiments exhibited a value of $b_c \sim 3.8 \text{ ms } \mu\text{m}^{-2}$, $\sim 2.4 \text{ ms } \mu\text{m}^{-2}$ and $\sim 1.3 \text{ ms } \mu\text{m}^{-2}$ for GM, WM (directionally averaged) and PVE-voxels, respectively. Interestingly, similar to the behaviour of $b_c$, the average of $\langle b_{\text{max}}^* \rangle$ show large values in GM ($\sim 5.2 \text{ ms } \mu\text{m}^{-2}$), intermediate values in WM ($\sim 4.3 \text{ ms } \mu\text{m}^{-2}$) and rather small values in PVE-affected voxels ($\sim 2.4 \text{ ms } \mu\text{m}^{-2}$).

Based on the estimated maps of $b_{\text{max}}^*$, we have proposed a simple, voxel- and direction-based scheme, for the optimisation of the range of $b$-values for DKI based on the application of Equation 6.3 to describe the DW signal. As a compromise of the previously discussed points, the fits of Equation 6.3 were carried out up to the value of $b_n \approx 0.7 \times b_{\text{max}}^*$.
(given our discrete set of $b$-values). Thus, for every voxel and gradient direction, the condition $b_n < b_{\text{max}}$ is ensured. On the other hand, as depicted in Figures 6.6(c) and 6.6(d), the optimized range eliminates the drop outs of $K_{\text{app}}$ and $\langle K_{\text{app}} \rangle$.

Voxels affected by PVE exhibited an increase in kurtosis values (cyan arrows in Figures 6.6(c) and 6.6(d)) compared to results obtained with the conventional approach (cyan arrows in Figures 6.6(b) and 6.6(d)). These high kurtosis values arise due to a superposition of two signals from compartments with different diffusivities (CSF and tissue) in the same voxel (provided that each of the contributions is not negligible). Since the attenuation of the CSF signal is much faster (fast diffusion) than that of the tissue, the composite DW signal attenuation happens to be highly non-Gaussian. The deviations from the Gaussian diffusion behaviour is especially pronounced in the range of low $b$-values due to the high diffusivity of CSF (typically in the range of $b \sim < 1.0 \, \text{ms} \, \mu\text{m}^{-2}$ according to our results). In our optimized approach, the signal in the PVE voxels was fitted up to approximately $b_4 \approx 1.6 \, \text{ms} \, \mu\text{m}^{-2}$ which is the $b$-value range where the DW signal is highly non-Gaussian. However, when the conventional approach of fixed $b$-value ($b > \sim 2.0 \, \text{ms} \, \mu\text{m}^{-2}$) is used, this characteristic is smoothed out.

Regarding clinically relevant experimental conditions, that is, in which the number of $b$-values is limited (5 in our experiments), our results have clearly demonstrated that the optimized approach can eliminate drop outs and underestimations of the diffusional kurtosis parameters (as shown in Figure 6.7). With respect to the enhancement of kurtosis values in the voxels affected by PVE, it is worth mentioning that this effect appears only if sufficient experimental points are acquired in the range of $b$-values 0-1.0 ms $\mu$nm$^{-2}$. In the clinically relevant optimisation approach, however, this range is not sampled with a sufficiently small step of $b$-values and therefore the enhancement of the PVE-affected voxels cannot be observed. However, it is clear that a voxel- and direction-based optimisation of the fitting $b$-value range under the clinically relevant conditions improves the kurtosis estimation of the human brain tissue.
6.6 Conclusions

In this Chapter, we have carried out a detailed evaluation of the dependence of DKI metrics on the range of $b$-values used in the fitting process. It was demonstrated that, while the evaluated ADC of water molecules is slightly dependent on the $b$-value range, the corresponding diffusional kurtosis values change dramatically. Based on this analysis, we have proposed an experimental approach to estimate the maximum $b$-value allowed in DKI for each DW signal attenuation curve individually. This value was demonstrated to be tissue-dependent (WM - GM) and it was found to be strongly dependent on the gradient direction in WM.

We proposed a simple optimisation approach for the fitting $b$-value range to allow the DW signal to reach a sufficiently large deviation from the mono-exponential behaviour, on the one hand, and to fulfil the requirements imposed for the validity of the DKI analysis, on the other hand. This approach has been shown to significantly improve the diffusional kurtosis evaluation, especially in those regions where a deviation from the Gaussian behaviour of the DW signal is not sufficiently strong (i.e., the range of $b$-values is not sufficiently large), and is troublesome in the evaluation of DKI metrics. Finally, the feasibility of the optimized approach under clinically relevant conditions has been examined and discussed.

6.7 Appendix 6.A. Algorithm for the assessment of $b^\ast_{\text{max}}$

Here we describe the algorithm to estimate the value of $b^\ast_{\text{max}}$ for each gradient direction on a voxel-by-voxel basis by step-wise incrementing $b_n$ and evaluating $b_{\text{max}}$ from the fitted values of $D_{\text{app}}$ and $K_{\text{app}}$, up to the largest $b_n$ that fulfilled the condition $b_n < b^\ast_{\text{max}}$. A schematic representation of the algorithm is shown in Figure 6.8. It includes the following steps:

1. Minimization of the objective function $f_n$ (Equation 6.5) starting at a relatively low value of $b_n$ (in this work the starting value was 1.0 ms $\mu$m$^{-2}$).
2. Evaluate $b_{max}(b_n)$ from the fitted values of $D_{app}$ and $K_{app}$.

3. If $b_{max}(b_n) > b_n$ the index $n$ is incremented to $n + 1$ and the algorithm starts from step 1; if $b_{max}(b_n) < b_n$, then $b_{max}^* = b_{max}(b_{n-1})$; if $b_{max}(b_n) = b_n$, then $b_{max}^* = b_n$.

4. If the largest experimental $b$-value is reached and still $b_{max}(b_n) > b_n$, then it is assumed that $b_{max}^* = b_{max}(b_n)$.

![Diagram](image-url)

**Figure 6.8:** A schematic representation of the algorithm for the evaluation of $b_{max}^*$. 

[Diagram description: The diagram illustrates the algorithm steps with a decision tree. The top node is **arg min** with $f_n$ and parameters $D_{app}, K_{app}$. Below, the decision is made based on $b_{max}(b_n)$ compared to $b_n$. The outcome leads to updating $n$ or setting $b_{max}^* = b_{max}(b_{n-1})$. The final output is $b_{max}^*$.]
Chapter 7

DKI and statistical approach in stroke animal models

Parts of the work presented in this chapter have been published in:


7.1 Introduction

DW MRI has been established as a major tool for the early detection of stroke and the characterisation of tissue affected thereafter [183–187]. Ischaemic lesions manifest themselves within the first 30 minutes after the onset of stroke via a hyperintense signal in DW images or strongly reduced ADCs. This is different from other conventional MRI modalities which exhibit changes hours later [184,188], often in correlation with the development of vasogenic oedema. The biophysical mechanisms which cause a decrease in ADC are not yet fully understood [185]. The most frequent interpretation refers to an inter-compartmental water shift, giving rise to cell swelling (cytotoxic oedema) as a result of a failure of the sodium/potassium pump. In this case, more water tends to experience restrictions in the ICS, thereby reducing the ADC. An accompanying increased tortuosity of the ECS also contributes to a reduction in ADC. Many parameters, such as intra- and extracellular ADCs, intracellular
water volume fraction, membrane permeability and bound water, come into play [189–192]. Other interpretations include an enhanced intracellular viscosity as a result of breakdown of subcellular organelles and microstructural disorganisation [193,194], reduction in intracellular ADC caused by alterations in molecular interactions and cytoplasmic streaming [195], and neurite beading (focal enlargements followed by constrictions) in response to ischaemic conditions [196].

Although DKI is still at an early stage of development, promising results in terms of better tissue characterisation have been reported [37, 95, 166, 170, 173, 197]. At the same time, the practical utility of DKI for various diagnostic and/or monitoring purposes remains to be proven. Recently, preliminary results of the application of DKI to stroke assessment in humans [167] have demonstrated that this method provides strongly enhanced contrast between ischaemic and contralateral normal-appearing WM tissue. The relative changes occurring in kurtosis metrics were significantly larger than those in conventional scalar DTI parameters. These changes were especially pronounced for axial kurtosis.

Another approach for the treatment of non-mono-exponential attenuation curves is the statistical approach (described in Chapter 3, Section 3.4), using a log-normal distribution function for the continuous distribution of diffusivities [92], which has found a broad application in various scientific disciplines [93]. In particular, it has been successfully applied to describe the heterogeneity of diffusion processes in complex polymer solutions [94], but thus far has been rarely evoked for the quantification of water diffusion in brain tissue [198].

In this chapter, we report an in vivo case study of the ischaemic middle cerebral artery occlusion model [199] of stroke in rats with the help of two methods that allow us to quantify the deviations from the Gaussian model of diffusion, i.e. DKI and log-normal distribution function imaging (LNDFI). Previously, applications of DKI to stroke in animals have been reported as conference abstracts [200–204], including our own preliminary investigation [202] and one of the studies [200] that represents a retrospective analysis of old data [205]. LNDFI studies of stroke have not been reported in the literature. Investigations of the animal models of ischaemic stroke in conjunction with the development of new diagnos-
tic methods and potential biomarkers are very important, as they can be performed under less restrictive conditions than in human patients. In addition, they allow the risks for human patients to be reduced when the performance of various medication schemes is assessed in correlation with the efficiency of the new biomarkers.

We investigate the implications of stroke on GM tissue in rat brain using diffusion analysis in the extended range of diffusion weightings. It was of particular interest to investigate whether the changes in kurtosis in the GM lesions were of the same magnitude as reported for kurtosis in oriented human WM tissue affected by ischaemic stroke [167]. Another goal was to examine the applicability of the diffusion metrics based on LNDFI in the assessment of stroke in GM tissue.

7.2 Materials and methods

7.2.1 Animals

All experiments complied with French legislation and guidelines for animal research. The animal protocol used was approved by the Comité d’Ethique en Expérimentation Animale Commissariat à l’Energie Atomique et aux énergies alternatives Direction des Sciences du Vivant Ile de France (CETEA CEA DSV IdF). For the stroke experiments, transient middle cerebral artery occlusion was induced [199] in three animals (300 g, Sprague-Dawley male rats). The rats underwent a 90-min transient occlusion and were imaged 24 h after reperfusion. The animals were anaesthetised with isoflurane (2%) administered in a mixture of air-oxygen through a nose cone and maintained at constant temperature (37 °C) using a feedback-controlled air heating system (MR compatible small animal heating system; Small Animal Instruments, Inc. (SAII), Stony Brook, NY, USA). The DW acquisitions were respiration triggered.

7.2.2 MRI experiments

All MRI experiments were performed on a 7T system (Bruker BioSpin, Ettlingen, Germany) equipped with magnetic field gradients with a maximum strength of 760 mT/m and using a homebuilt RF surface coil (diam-
eter, 2.5 cm). Diffusion attenuations for DKI and LNDFI were measured with typical DTI protocols, but with additional $b$-values. Four-segment DW SE EPI images were acquired with the following acquisition parameters: $TR/TE = 3000/30$ ms; FoV, $3 \times 3$ cm$^2$; matrix size, $128 \times 128$; voxel in-plane size, $0.234 \times 0.234 \times 1$ mm$^3$; number of slices, 4; slice gap, 0.2 mm; diffusion gradient duration $\delta$, 5 ms; number of excitations, 4. The inter-pulse spacing between the diffusion gradient pulses was 17 ms. We used 20 gradient directions (the specification of the vector units is omitted as this investigation is focused mainly on the orientationally averaged parameters) and five $b$-values for all animals: 0, 0.5, 1.0, 2.5, 3.5 ms $\mu$m$^{-2}$. For animal 1, two further $b$-values, at 5.0 and 6.0 ms $\mu$m$^{-2}$, were added to the measurement protocol in order to check the influence of the larger $b$-value range on the fits. Rapid acquisition with refocused echoes (RARE) $T_2$-weighted images were acquired to localise the lesions ($TR = 5530$ ms; effective $TE = 76$ ms; field of view, $3 \times 3$ cm$^2$; matrix size, $128 \times 128$; slice thickness, 1 mm; number of excitations, 2).

### 7.2.3 Models and data analysis

The bias in the DW images caused by the background noise was corrected using the PI method [123, 124] (See Chapter 3, Section 3.10). Computation of parameter maps was performed with the help of in-house Matlab scripts (Matlab, The MathWorks, Natick, MA, USA).

In this work, we used the mono-exponential, kurtosis and log-normal distribution function to fit the normalised signal intensities $S(b)$ on a voxel-by-voxel basis with the help of the non-linear Nelder-Mead algorithm. Conventional diffusion tensors were evaluated according to Equations 3.1 and 3.3 for the range of $b$-values between 0 and 1.0 ms $\mu$m$^{-2}$. The upper boundary constraint (3.0 ms $\mu$m$^{-2}$) was set with regard to the diffusivity of free water at 37°C. The maps were constructed for the following parameters: MD (Equation 3.8), FA (Equation 3.11) and colour-coded FA (CFA) directional maps (Equation 3.12).

Ischaemic lesions studied in this work were located only in the GM where diffusion tends to be macroscopically isotropic. As a result, the observed dependence of the DW signal attenuations on the orientation of the applied diffusion gradients in these regions was rather weak. There-
fore, we accessed kurtosis via the mean values only (in other words, the metrics of kurtosis anisotropy, such as the axial or radial kurtoses, were not evaluated separately). Moreover, in order to increase the SNR ratio (especially important at high $b$-values) and to facilitate the fitting procedure, we applied the fits of Equation 3.24 to the mean curves averaged over the 20 gradient directions. Therefore, in the following, the notation of the fitted parameters $D_{\text{app}}$ and $K_{\text{app}}$ in Equation 3.24 is replaced by $D_K$ and $M_K$, respectively. The fits were limited to the range of $b \leq 3.5$ ms $\mu$m$^{-2}$ in all animals. For typical $D_K$ and $M_K$ values observed in our experiments, this range did not exceed the value of $b_{\text{max}} = 3/(D_K M_K)$, which denotes the value of the minima in Equation 3.24; $b_{\text{max}}$ restricts the range of applicability of DKI (discussed in Chapter 6) depending on the values of the product of $D_K$ and $M_K$. The maps were evaluated for $D_K$ and $M_K$.

In frame of the statistical approach (See Chapter 3, Section 3.4), the signal attenuation is described by means of the distribution function of diffusivities, $p(D)$, according to Equation 3.15. In this work, we assumed that $p(D)$ can be approximated by a log-normal distribution function (Equation 3.19). LNDFI requires a minimum of three $b$-values and, in terms of the minimal measurement time, is equivalent to DKI, which also requires a minimum of three $b$-values. The choice of $b$-values is a matter of optimisation, taking into account the SNR. In this part, the fits of Equations 3.15 and 3.19 were applied to the mean curves averaged over the 20 gradient directions for $b \leq 3.5$ ms $\mu$m$^{-2}$ in all animals. This is the same range as used for DKI. In addition, in animal 1, the curves were fitted over the full range of $b$-values available, i.e. $b \leq 6.0$ ms $\mu$m$^{-2}$. The maps were constructed for both of the free parameters, $D_{LD}$ and $\sigma$.

7.3 Results

7.3.1 DW signal attenuation

Figure 7.1 shows typical diffusion attenuation curves for two representative voxels located in the affected and non-affected areas of the brain (voxel locations are indicated by arrows in Figure 7.2(a)). The signal
amplitudes were averaged over all gradient directions; the bars indicate
the standard deviations from the mean values. The cyan curves in Fig-
ure 7.1(a) represent fits according to Equation 3.24 (kurtosis), and all
other curves are fits of Equation 3.15 assuming a log-normal distribution
(Equation 3.19). Log-normal fits in the range of $b \leq 6.0 \text{ ms } \mu\text{m}^{-2}$ are
shown in black, and fits in the range of $b \leq 3.0 \text{ ms } \mu\text{m}^{-2}$ are shown
in magenta. Clearly, the initial slope of the curve in the ischaemic re-
gion is strongly decreased (reduced MD) in comparison with that in the
contralateral region. The degree of non-Gaussianity is larger in the is-
chaemic region than in the healthy region. Figure 7.1(b) shows the maps
of $\chi^2$ for all three fits. All maps demonstrate a satisfactory homogeneity
across most parts of the images shown.

7.3.2 Maps and histograms

Figures 7.2 show the anatomical RARE images (a) and the maps of MD
(b), FA (c), CFA (d), $D_K$ (e), MK (f), $D_{LD}$ (g) and $\sigma$ (h) for animal 1.
An extended ischaemic lesion can be clearly identified on the left of all
images/maps, excluding FA (c) and CFA (d). In the latter, the differences
between the affected and healthy regions are ambiguous. MD, $D_K$ and
$D_{LD}$ are decreased in the ischaemic region, as expected, but both MK
and $\sigma$ are strongly enhanced.

Figures 7.3 shows the histograms of MD (a), FA (b), $D_K$ (c), MK
(d), $D_{LD}$ (e) and $\sigma$ (f) for the affected (left) and unaffected (right) hemi-
spheres of one individual slice (i.e. the third slice from the left in Fig-
ure 7.2). The histograms of FA in the healthy and ischaemic hemispheres
are essentially overlapped. In contrast, the histograms of MD, $D_K$ and
$D_{LD}$ reveal substantial parts that are shifted towards significantly smaller
values, whereas the histograms of MK and $\sigma$ exhibit shifts towards sig-
nificantly higher values.

7.3.3 Analysis over regions-of-interest

We evaluated the average values of different metrics in two ROIs located
in the ischaemic lesions, and compared them with the corresponding val-
ues in the healthy counterparts. The first ROI was placed in the cerebral
Figure 7.1: (a) Diffusion attenuation curves in two representative voxels located in the affected and healthy tissue (animal 1) as shown in Figure 7.2. The signal amplitudes were averaged over 20 gradient directions; the bars indicate the standard deviations. Cyan curves represent fits of Equation 3.24 to the experimental points (DKI). Black and magenta curves represent the fits of Equations 3.15 and 3.19 to the experimental points (LNDFI) in the range of $b \leq 6.0 \text{ ms } \mu\text{m}^{-2}$ and $b \leq 3.5 \text{ ms } \mu\text{m}^{-2}$, respectively. DKI fitting parameters were as follows: $D_K = 0.7 \mu\text{m}^2 \text{ ms}^{-1}$ and $MK = 0.43$ for healthy tissue and $D_K = 0.48 \mu\text{m}^2 \text{ ms}^{-1}$ and $MK = 1.32$ for affected tissue. LNDFI fitting parameters were as follows: $b \leq 6.0 \text{ ms } \mu\text{m}^{-2}$: $D_{LD} = 0.65 \mu\text{m}^2 \text{ ms}^{-1}$ and $\sigma = 0.5$ for healthy tissue and $D_{LD} = 0.34 \mu\text{m}^2 \text{ ms}^{-1}$ and $\sigma = 1.02$ for affected tissue; $b \leq 3.5 \mu\text{m}^2 \text{ ms}^{-1}$: $D_{LD} = 0.65 \mu\text{m}^2 \text{ ms}^{-1}$ and $\sigma = 0.43$ for healthy tissue and $D_{LD} = 0.34 \mu\text{m}^2 \text{ ms}^{-1}$ and $\sigma = 0.99$ for affected tissue. (b) Maps of $\chi^2$ for all three fits: DKI (left); LNDFI, $b \leq 3.5 \mu\text{m}^{-2}$ (middle); LNDFI, $b \leq 6.0 \mu\text{m}^{-2}$ (right). The left and right scale bars refer to DKI and LNDFI, respectively. The indicated numbers should be multiplied by $10^{-4}$. 
cortex (CT) and the second ROI in the caudate putamen (CPu) (see Figure 7.2(a)). Two equivalent ROIs were placed on the contralateral side. The average values of various metrics quantifying the apparent diffusivities (MD, $D_K$ and $D_{LD}$) and the deviations from the Gaussian model (MK and $\sigma$), as well as their relative changes in the affected/healthy regions, are summarised in Table 7.1 (all parameters refer to animal 1).
Figure 7.3: Histograms of MD (a), FA (b), apparent diffusivity ($D_K$) (c), apparent kurtosis ($MK$) (d), peak diffusivity ($D_{LD}$) (e) and $\sigma$ (f) for the affected (left) and healthy (right) hemispheres of one individual slice (animal 1).

The relative changes were calculated, in per cent, as the ratio of the difference between the average values of a given parameter in the ischaemic and healthy ROIs with respect to the average value in the healthy ROI. Table 7.1 shows that the largest changes were observed for $MK$ and $\sigma$.

Similar ischaemic lesions of slightly varying spatial extension were
TABLE 7.1: Values of the map parameters MD, D, K, DLD and σ averaged over the indicated ROIs in each slice and over four slices in animal 1. The ROIs are shown in Figures 7.2(a–d).

<table>
<thead>
<tr>
<th>ROIs</th>
<th>MD [µm²/ms]</th>
<th>D [µm²/ms]</th>
<th>K [µm²/ms⁻¹]</th>
<th>DLD [µm²/ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>0.73 ± 0.08</td>
<td>0.069 ± 0.0</td>
<td>0.08 ± 0.06</td>
<td>0.23 ± 0.06</td>
</tr>
<tr>
<td>42</td>
<td>0.43 ± 0.07</td>
<td>0.088 ± 0.0</td>
<td>0.14 ± 0.06</td>
<td>0.20 ± 0.06</td>
</tr>
<tr>
<td>97</td>
<td>0.72 ± 0.03</td>
<td>0.16 ± 0.0</td>
<td>0.10 ± 0.04</td>
<td>0.21 ± 0.05</td>
</tr>
<tr>
<td>32</td>
<td>0.76 ± 0.02</td>
<td>0.40 ± 0.0</td>
<td>0.21 ± 0.04</td>
<td>0.22 ± 0.05</td>
</tr>
<tr>
<td>14</td>
<td>0.50 ± 0.09</td>
<td>0.96 ± 0.0</td>
<td>0.14 ± 0.06</td>
<td>0.23 ± 0.06</td>
</tr>
<tr>
<td>79</td>
<td>0.46 ± 0.08</td>
<td>0.11 ± 0.0</td>
<td>0.15 ± 0.04</td>
<td>0.20 ± 0.05</td>
</tr>
<tr>
<td>97</td>
<td>0.57 ± 0.09</td>
<td>1.12 ± 0.0</td>
<td>0.10 ± 0.04</td>
<td>0.21 ± 0.05</td>
</tr>
<tr>
<td>32</td>
<td>0.60 ± 0.02</td>
<td>0.77 ± 0.0</td>
<td>0.21 ± 0.04</td>
<td>0.22 ± 0.05</td>
</tr>
<tr>
<td>14</td>
<td>0.60 ± 0.08</td>
<td>0.96 ± 0.0</td>
<td>0.14 ± 0.06</td>
<td>0.23 ± 0.06</td>
</tr>
</tbody>
</table>
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observed in all three animals studied. Figure 7.4 shows the maps of MD (a), $D_K$ (b), MK (c), $D_{LD}$ (d) and $\sigma$ (e) for one selected slice in each of the animals (best representing the ischaemic lesion). Again, the largest contrast was produced by MK and $\sigma$ maps in all lesions. The *t*-test performed for the healthy versus affected ROIs showed that the changes in all the above parameters (MD, $D_K$, MK, $D_{LD}$ and $\sigma$) were significant ($p < 0.001$). Figure 7.5 summarises the relative changes in MD, $D_K$, MK, $D_{LD}$ and $\sigma$ averaged over four slices in animal 1 (a) and over all 12 slices in the three animals (b).

The data represented in Table 7.1 and Figure 7.5 show that the observed values of MD decreased by 42% (CT) and 32% (CPu) in animal
the average decreases over all slices/animals were in the same range: 38% (CT) and 31% (CPu). The relative decreases in $D_K$ were 40% (CT) and 32% (CPu) in animal 1, and 37% (CT) and 30% (CPu) when averaged over all slices/animals. In ischaemic lesions, MK increased by 133% (CT) and 97% (CPu) in animal 1, whereas the average changes over all slices/animals were about 114% (CT) and 90% (CPu). The relative decreases in $D_{LD}$ were 51% (CT) and 42% (CPu) in animal 1, and 46% (CT) and 36% (CPu) when averaged over all slices/animals. The relative increases in $\sigma$ were 79% (CT) and 70% (CPu) in animal 1, and 65% (CT) and 61% (CPu) when averaged over all slices/animals.

Figure 7.5: Relative changes in per cent of the values of MD, $D_K$, MK, $D_{LD}$ and $\sigma$, averaged over all slices in animal 1 (a) and over all three animals (b); error bars indicate the standard deviations. CPu, caudate putamen; CT, cerebral cortex.
7.4 Discussion

In this chapter, we have demonstrated that the quantitative metrics of the deviations from the Gaussian diffusion model (MK, \(\sigma\)) are subject to significantly larger changes in the ischaemic lesions in the subacute phase than are the parameters quantifying the apparent diffusivity itself (MD, \(D_K\), \(D_{LD}\)). The relative changes in MD were in the same range as reported in the literature: about 30-40% [184]. The largest relative change caused by stroke was observed for MK (on average, 90-114%), exceeding that of MD by as much as approximately a factor of three. The observed increase in \(\sigma\) (61-65%) was significantly larger, by a factor of 1.5-2, than the change in MD and \(D_{LD}\) (36-46%).

Our results are substantiated by the analysis of the histograms for the representative animal 1 (Figure 7.3), illustrating a significant shift in various diffusion metrics in the affected versus healthy brain hemispheres. The relative changes in \(D_K\) (−37%) and MD were similar to each other. The parameter \(D_{LD}\) showed a higher sensitivity to ischaemic change than did MD (for example, in CT: −46% for \(D_{LD}\) versus −38% for MD averaged over all slices/animals; Figure 7.5).

In this context, we should recall that \(D_{LD}\) represents the peak value of the distribution, which, for asymmetric functions, such as the log-normal distribution, does not coincide with the mean. The parameter \(D_K\) represents the initial slope of the attenuation and, when ADCs are distributed, coincides with the mean of the distribution (irrespective of its form) (see Equation 3.16). The evaluation of MD, in turn, is based on the low range of diffusion weightings in which the attenuation is assumed to be monoexponential. Therefore, in practice, within the accuracy of the Gaussian assumption, MD should be close to \(D_K\), and this is in agreement with our observations. It should, however, be kept in mind that deviations from the Gaussian approximation may introduce biased errors in the estimates of the diffusion metrics: the stronger the diffusion weighting, the larger the error. In the literature, this feature is sometimes addressed as a \(b\)-value dependence of the DTI parameters [83] (as discussed in Chapter 6), although other error sources can contribute to an apparent dependence of the evaluated parameters on \(b\) [206]. For this reason, DKI was suggested to be a more accurate method for the estimation of the mean ADC in
The significant difference between our results and kurtosis data in humans [167] is related to diffusion anisotropy. The lesions investigated in Reference [167] were located predominantly in WM. Therefore, tissue anisotropy played an essential role in that study. For example, a large increase after stroke was observed for axial kurtosis (more than by a factor of two), whereas the change in radial kurtosis was much smaller. In other words, the dominating contribution to the observed large change in MK was from the axial component. The interpretation of these findings was given by the authors in the context of changes in the intra-axonal diffusivity and increasing heterogeneity in the axial direction (for instance, as a result of bead-like swellings, or caused by other factors, such as cytoskeletal breakdown or the accumulation of unfolded proteins). In our work, in contrast, the lesions were localised in GM tissue with characteristically rather low diffusion anisotropy (FA values were about 0.2, typical for GM, in the ROIs located in healthy tissue). However, it is remarkable that, in spite of the low FA, the magnitude of the mean kurtosis changes in GM lesions in the rat brain observed in this work (90–114% on average) is comparable with the magnitude of the changes (also of the order of 100%) reported in Reference [167] for WM lesions in the human brain. It is worth noting that experimental data published in the literature are not uniform, even with respect to conventional DTI. For example, a dedicated DTI study of 12 stroke patients [207] revealed two distinct levels of diffusion reduction in the affected regions, with a more severe average reduction of MD in WM (46%) than in GM (31%). Other authors were unable to observe any significant differences between WM and GM diffusion properties in stroke [192]. Referring to kurtosis work on animals, very few data are available in the literature for a comparison with our results [201,203,204]. DKI was applied to visualise ischaemic lesions located in cortical GM in mice [201] and in two GM ROIs in rats [203,204]. Observed increases in MK of about 75% [201] and 100% [203] at 24 h after reperfusion were in satisfactory agreement with our results (∼100% on average). An interesting observation was noted in Reference [203], showing that MK increases with time from the hyperacute (first 1.5 h) to the acute phase, whereas the ADC tends to renormalise at 24–48 h
Discussion

It was concluded that MK, which characterises the changing heterogeneity of the tissue, may offer a valuable tool for the staging of ischaemic brain injury. In humans, kurtosis data for GM lesions, published as a conference abstract [208], demonstrated only a small (6%) increase in kurtosis for the shortest observation time and, surprisingly, even a decrease (∼40%) for longer diffusion times in spite of a significant decrease in MD.

This work is a case study and is thus preliminary in nature. Given that only very few data have been published on DKI of stroke, much more experimental work and statistical analysis are required in order to better understand the complex chain of events in stroke. As already mentioned above, we observed a huge change in MK in GM lesions (animals), which was of the same magnitude as that reported for WM lesions in humans [167]. The resolution of whether tissue infarction in WM and GM is governed by similar or different cellular mechanisms is important for a better understanding of the histo-pathological changes in both tissue types during stroke. Such changes, reducing water ADC during stroke, have not yet been fully elucidated [185,195]. Most frequently, the biophysical mechanisms are attributed to the consequences of cytotoxic cellular swelling, increasing the effective influence of restrictions on water diffusion. Our observation supports an assumption that the dominating underlying mechanisms in GM and WM are likely to be of a similar nature. In particular, this would be consistent with the model of cytotoxic oedema which affects cells in both GM and WM. Potential contributions to ADC reduction include the change in extra- and intracellular volume fractions, with more water subjected to intracellular restrictions by cell membranes and organelles, an increased tortuosity of the ECS, an increased intracellular viscosity as a result of microtubule dissociation and changes in the membrane-bound water fraction [3,183,185]. In contrast, the hypothesis of bead-like swelling, increasing diffusion heterogeneity in the axial direction [167], and the corresponding axial kurtosis, at first glance, seems to be more specific for ordered WM tissue rather than for GM. However, it is worth mentioning that, together with isotropic substructures (neurons, glial cells), GM contains a significant fraction of anisotropic microstructures (neuronal dendrites and axons) whose ori-
presentations in typical voxels (linear size of about 200 mm) appear to be strongly distributed. In general, these structures may give rise to similar effects to those of ordered axons in WM, as they tend to restrict diffusion in directions perpendicular to the main symmetry axes. Diffusion attenuation in such systems (modelled as an array of subunits with cylindrical anisotropy and distributed orientations [209]) exhibits strong deviations from a Gaussian behaviour, as demonstrated previously for various materials [209–212]. A similar approach was adapted by Jespersen et al. [27] to model brain tissue microstructure.

In general, theoretical models and approaches proposed to describe the patterns of non-Gaussian diffusion behaviour in brain tissue (for details, see the recent reviews [65, 74]) can be differentiated by their methodology. Some of these models attempt to approximate the governing features of complex tissue architecture in terms of simple geometric schemes [26, 40], such as a set of oriented cylinders used to approximate axonal formations in WM. The others represent more empirical approaches [36, 39] that allow one to describe the attenuation of the MRI signal using a set of phenomenological parameters. In this context, LNDFI is based on the same underlying biophysical background as the statistical model suggested by D. Yablonskiy et al. [39]. The statistical model accounts for the enormous complexity of various restrictions and hindrances imposed by cellular membranes, sub- and super-cellular microstructures on the propagation of water molecules in the biological tissue via the distribution of ADCs (Equation 3.15). It describes the DW signal as an integral of signals from a large number of spin packets, each characterized by its individual ADC. These spin packets are assumed to originate from different positions in a voxel and to explore somewhat different local environments (restrictions, hindrances) during the diffusion time. It is worth noting that the individual spin packets are not necessarily identified with separate physical compartments in the tissue, but can originate from the same compartment. This was demonstrated, for example, by Monte Carlo simulations [136] and phantom studies [131,135] for radial diffusion in the interstitial space of the oriented cylindrical objects (one single compartment). It was shown that even such a simple system may give rise to non-Gaussian signal attenuations in a certain
The measured function $p(D)$ does not necessarily represent the distribution of intrinsic water diffusivities [213], unless the measurements were performed at very short diffusion times (so short that the diffusion lengths are much smaller than the typical length scales associated with restrictions). In practice, such short diffusion times can hardly be achieved using the standard techniques exploited in our work. (For the same reasons, it is worth noting that the ADCs measured in the low $b$-value range of conventional DTI do not reflect the intrinsic diffusivities of water molecules as governed by the temperature and local viscosity of the surrounding media.) The characteristic displacements evaluated as $\sqrt{2D_{Lp}t_d}$ during the observation time ($\sim 15$ ms) in our work were about 4-5 $\mu$m, comparable with the length scale of the cellular structures. Moreover, as the linear voxel size is much larger ($> 200 \mu$m), the measured $p(D)$ can also be modulated, quite generally, by structural heterogeneities on the scale essentially exceeding the diffusion length (but still below the voxel size). However, given that changes caused by stroke are usually attributed to changes on the cellular level, these large-scale heterogeneities are not likely to play a significant role in our study.

Reconstruction of the distribution $p(D)$ from the experimental data according to Equation 3.15 (inverse Laplace transform) represents a well-known, ill-conditioned mathematical problem leading to unstable computational solutions [214]. An alternative procedure implies the assumption of an explicit form of $p(D)$ and fitting it to the experimental values. It is worth mentioning that, in general, one can find a multitude of different distribution functions providing satisfactory fits to the experimental points. In the absence of any theories explicitly predicting a specific form of the distribution, the choice of the distribution function for fitting purposes is usually dictated by mere empirical reasons. For instance, in the original statistical model by D. Yablonskiy et al. [39], the authors made use of a truncated normal distribution. In this work, for reasons of convenience, we exploit the log-normal distribution function. We checked the hypothesis that LNDFI, as an empirical approach, can be useful for the quantification of diffusion changes in stroke. Our results have demonstrated that the log-normal distribution function provides a good descrip-
tion of the experimental data, and that both free parameters, $D_{LD}$ and $\sigma$ exhibit an enhanced sensitivity to ischaemic lesions. The main advantage of the log-normal distribution is that it is a positive definite function, and therefore does not require an artificial truncation of the negative values. Although the truncated normal distribution might represent a reasonable approximation for rather narrow distributions [39], it might become problematic for broader ones for which the final form of the truncated distribution would strongly deviate from the original bell-shaped function. These limitations do not apply with the log-normal distribution. At the same time, in the limit of narrow distributions, a log-normal distribution can be satisfactorily approximated by the original normal distribution.

Another interesting, although preliminary, observation is that some of the ischaemic lesions exhibit an inhomogeneous appearance in both the maps of apparent diffusivity (MD, $D_K$, $D_{LD}$) and in the “heterogeneity” maps (MK, $\sigma$): for instance, the dark rims around the lesions in the MD, $D_K$ and $D_{LD}$ maps correlate with the enhanced kurtosis and $\sigma$ values (see Figure 7.4, second and third rows from the left). Future work should show whether this inhomogeneity is correlated with the degree of tissue damage caused by infarction.

Thus, DKI and LNDFI have been demonstrated to be useful tools for the characterisation of tissue affected by stroke. The strong sensitivity of these methods to changes observed in GM tissue makes them especially promising for the assessment of pathological changes localised in GM. This is because, as a result of low anisotropy, some important DTI metrics, such as FA, are not informative regarding GM tissue. More investigations are required in order to elucidate the further potential and practical use of these methods.

7.5 Conclusions

In this chapter, we applied two non-Gaussian approaches, DKI and LNDFI, to quantify the diffusion changes caused by the consequences of the ischaemic middle cerebral artery occlusion model of stroke in three animals. A substantial enhancement of the visualisation contrast of lesions was observed in the MK and $\sigma$ maps. On average, the relative changes in MK
were significantly larger, by approximately a factor of three, than those of the apparent diffusivity itself. The degree of these changes was consistent with the preliminary data [167] reported in the literature for ischaemic lesions located in WM of humans. Our findings support an assumption that similar cellular mechanisms may be responsible for diffusion-related contrast in GM and WM lesions. Significantly enhanced lesion contrast was also observed in $\sigma$ maps in comparison with MD and $D_{LD}$ maps. Thus, both DKI and LNDFI have demonstrated that the metrics of the non-Gaussian diffusion behaviour tend to be very sensitive biomarkers of ischaemia, and have a potential to significantly improve the characterisation of pathological brain tissue affected by stroke.
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Chapter 8

Conclusions and outlook

This work is concerned with analysis of the DW MRI signal in biological tissue at very high diffusion weightings ($b$-values) in comparison to those used in conventional methods. A summary of various theoretical approaches proposed in the literature for this analysis was presented.

An artificial anisotropic fibre phantom for diffusion MRI applications was developed. In this novel design, several regions with different configurations of interwoven fibres were integrated in a single phantom. In particular, one of the regions is composed of nearly parallel fibres with a spatial gradient of the fibre volume fraction. This feature allowed us to characterize the water diffusivity in an extended range of volume fibre fractions within the same measurement and under the same physical conditions. The phantom has been also used for the comparison of two post-processing techniques related to high angular resolution diffusion imaging experiments, namely, the constrained spherical deconvolution and the $q$-ball imaging techniques. Both methods were shown to recognize the presence of single- and multi-modal diffusion profiles for different values of signal-to-noise ratio. In future investigations, it is proposed to integrate various properties of multi-fibre populations, such as continuous angular distribution of crossing fibres. Furthermore, using other materials with different structure would allow one to assess additional factors that affect the diffusion processes in biological tissues.

The analysis of the non-Gaussian DW MRI signal attenuation in the extended range of $b$-values in the human brain has been performed using a combined DKI and BEDTA approach. These models were shown to
provide better characterization of the brain tissue microstructure than conventional low $b$-value approaches. New parameters were proposed to quantify the deviations of the DW MRI signal from the mono-exponential function. The potential of these parameters as novel biomarkers of the tissue pathology has been discussed.

Regarding the experimental protocols, a detailed evaluation of the dependence of the DKI metrics on the fitting range of $b$-values was carried out. Based on this analysis, a simple voxel- and direction-based optimisation algorithm for the range of $b$-values was developed. The proposed optimisation was shown to improve the DKI fittings, which reduced the amount of artefacts in most of the ordered areas of the brain (such as corpus callosum, for example).

In the last part of this work, DKI and LNDFI were used to quantify the deviations from the Gaussian diffusion profile in animal stroke models. Diffusion metrics of both DKI and LNDFI were shown to greatly enhance the contrast between the ischaemic lesions and the contralateral healthy tissue, compared to DTI. We have discussed the potential effects of various biophysical processes caused by stroke on the DKI and LNDFI metrics.

Summarising, all non-Gaussian models considered in this work were shown to provide valuable quantitative information regarding the tissue microstructure and condition, and are therefore considered to be promising biomarkers for tissue pathology and ageing. The results obtained here contribute to a better understanding of tissue microstructure and provide clearer quantitative relationships between the evaluated diffusion metrics and the underlying diffusion mechanisms.
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Acronyms

ADC  apparent diffusion coefficient
ADK  apparent diffusion kurtosis
BEDTA biexponential diffusion tensor analysis
CNS  central nervous system
CPu  caudate putamen
CSD  constrained spherical deconvolution
CSF  cerebrospinal fluid
CT   cerebral cortex
DKI  diffusion kurtosis imaging
DTI  diffusion tensor imaging
DW   diffusion-weighted
ECS  extracellular space
EMF  electromotive force
EPI  echo planar imaging
FA   fractional anisotropy
FD   fibre density
FID  free induction decay
<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOD</td>
<td>fibre orientation distribution</td>
</tr>
<tr>
<td>GM</td>
<td>grey matter</td>
</tr>
<tr>
<td>HARDI</td>
<td>high angular resolution diffusion imaging</td>
</tr>
<tr>
<td>ICS</td>
<td>intracellular space</td>
</tr>
<tr>
<td>LNDFI</td>
<td>log-normal distribution function imaging</td>
</tr>
<tr>
<td>MD</td>
<td>mean diffusivity</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MRI</td>
<td>magnetic resonance imaging</td>
</tr>
<tr>
<td>MSD</td>
<td>mean square displacement</td>
</tr>
<tr>
<td>NMR</td>
<td>nuclear magnetic resonance</td>
</tr>
<tr>
<td>ODF</td>
<td>orientation density function</td>
</tr>
<tr>
<td>PFG</td>
<td>pulsed field gradient</td>
</tr>
<tr>
<td>PI</td>
<td>power images</td>
</tr>
<tr>
<td>PVE</td>
<td>partial volume effect</td>
</tr>
<tr>
<td>QBI</td>
<td>q-ball imaging</td>
</tr>
<tr>
<td>RA</td>
<td>relative anisotropy</td>
</tr>
<tr>
<td>RF</td>
<td>radio-frequency</td>
</tr>
<tr>
<td>ROI</td>
<td>region-of-interest</td>
</tr>
<tr>
<td>SD</td>
<td>spherical deconvolution</td>
</tr>
<tr>
<td>SE</td>
<td>spin-echo</td>
</tr>
<tr>
<td>SEMC</td>
<td>spin-echo multi-contrast</td>
</tr>
</tbody>
</table>
SGP  short gradient pulse
SNR  signal-to-noise ratio
STE  stimulated-echo
TRSE twice-refocused spin-echo
WM  white matter
Acronyms
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