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Abstract

Model-based approaches in the development of embedded software become more and more widely spread. In these approaches, different models of one target system are the central elements. Recently, a growing number of algorithms and functionality of embedded software are designed using such model-based approaches. In controller design, Rapid Control Prototyping is a prominent example. Its main advantage is the possibility to develop functionality of both the controlling embedded software and the controlled system in one modelling environment. Additionally, the developer can simulate the whole system and improve its performance, debug algorithms, etc. in early development stage. Important test phases are Software in the Loop and Hardware in the Loop. In this work, we discuss two problems that may occur during these phases.

The first question is: Taking into account the continuous characteristics of system variables, how can we safeguard a consistent evolution of the development artefacts? To deal with this problem, data resulting from testing these artefacts under the same stimuli is compared. Since different artefacts were tested at different stages of the development under different conditions, we cannot expect that the results of each test case to be exactly equal, but at most similar. This similarity check of continuous systems is addressed in this work.

The methodology presented here is based on behavioural black-box models of our system in the time domain on different levels of abstraction. A behaviour is represented by the input and output signals of a system and their interrelationship. On each level of abstraction, a system’s model is put up by a set of behaviours, each of which consists of input signals and the according output signals created by the system. The description of the signals themselves varies strongly, depending on the level of abstraction.

For the comparison of two systems or artefacts, we have to introduce a similarity relation with respect to an abstract model. Two systems are similar with respect to an abstract model $A$, when their behaviours conform to this abstract model $A$. The central question is how we can find properties in measured signal data. To find a characteristic property in a set of measured signal data, we compute the cross correlation of the interpolated measured data and a template signal. By this, we find on which time interval of the measured data one property potentially occurs. Repeating this for all properties yields all occurrences of the properties in the system’s abstract behaviour model. In the end, we know that these systems
Abstract

conform to the abstract model and therefore are similar with respect to the abstract model.

The second problem we address is: Given real time test devices that are less expensive but have clocks with unknown precision, how can we make sure that the test results obtained from these devices are valid? The motivation here are possible differences in sample timing due to not exactly working hardware timers. Due to this, a drift occurs in the sampled data which leads to distorted signals and seemingly wrong timings of events. We compare such a signal to one obtained with a certified device by searching for certain properties, and obtaining the points in time of the occurrences. Using these time information, we can estimate the difference of the sample times, i.e. the drift. For the search for properties we use the cross correlation approach already used for regression tests.
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Part I.

Continuous Data in a Discrete World
1. Introduction

When developing software for embedded systems, one has not only to take into account the behaviour of the software and its interaction with a human user, but also with the physical surroundings. This physical surroundings comprise in particular the physical system that is meant to be influenced or controlled by the embedded system and its software. Physical variables, e.g. time, velocity, pressure, angular acceleration, temperature, voltage, etc., are measured with help of sensors. Using these measurements, the control algorithm controls the actuators influencing the physical system’s variables. While it is clear that the embedded software belongs to the discrete part of the system, one cannot assume the same for the embedding and controlled system, i.e. the plant. For macroscopic systems it is generally accepted to assume, that physical variables are continuous and can be expressed with real or complex numbers.

It is a known fact, that real numbers differ from integers when it comes to countability. Real numbers $\mathbb{R}$ form a continuous domain, and therefore are innumerable; in contrast to this, the domains of integers $\mathbb{N}$, and rationals $\mathbb{Q}$ are numerable. Although there are infinitely many integers, we still are able to count and numerate them; since rationals are fractions of integers, the same results holds for them. A known result of set theory concludes the opposite for reals, thus we cannot count them. In particular there is no injective mapping of the set of real numbers to the one of rationals, and on the other hand, it is not possible to map integers on reals surjectively.

What effect do these facts have on embedded software development? The most obvious one is that we are talking about hybrid systems, i.e. systems that incorporate both discrete and continuous behaviour. Here, the software part is discrete, while the embedding one in general behaves continuously. Sensors and actuators serve as interface between both parts and have to map the domains of the software part to reals, and vice versa. Still, when developing embedded software, the developer has to take into account the peculiarities of the continuous domain’s real numbers.

In the development of controller software the integration of continuous and discrete behaviour is usually approached by Model Based Development (MBD) and Rapid Control Prototyping (RCP). In MBD models stand in the center of the development process, and are used for requirement engineering, early behaviour modelling, code generation, and testing. A subset of a collection of textual requirements is aggregated to an initial model which clarifies ambiguities, gives an outlook on the consequences
of the requirements, and makes those executable via simulation. Such a model can consist of several components, for instance a controller and the plant. In the following development steps, this model is modified to meet additional requirements and to deal with limitations posed by the controller hardware, actuators etc. During this advanced development step, the introduced concepts can be evaluated, again making use of simulation, now for testing and tuning purposes. Finally, we can use the model as a blueprint for the controller’s source code. This code can be written by hand, or generated automatically; combinations of both methods are possible, too.

The model-based approach in controller design incorporates mainly mathematical models of both plant and controller to capture the characteristics and behaviour of both elements. Modelling using block diagrams is a far spread method applied by control engineers and system designers. Such diagrams are composed of blocks and signals in between, thus a block diagram is a directed graph with the blocks being the vertices and the signals being the edges. The blocks represent mathematical functions that are applied to the input signals and produce the output signals.

A common tool used for modelling and simulating such block diagrams is MathWorks Simulink, which will be introduced later on. The simulation results represent early tests by which the general controller design can be validated, although no code for the embedded system was created at this point in time. After several repetitions of refinement and validation steps the controller design model becomes more mature. Based on these controllers models, code for controllers is written, usually in C, a process that can happen both manually or automatically with help of code generators. The code is compiled for and deployed to the target system afterwards, the hardware used as target system depends on the stage of development. The personal computer system already used for development is sufficient for serving as an early evaluation environment. Later on, the software is downloaded on evaluation boards carrying the target processor. The controller is tested iteratively, and the obtained test results are used to improve both model and code. This process is called RCP.

Although in MBD the model stands in the center of the development, different other artefacts may be created during the development process. Amongst others, C code produced on base of the model is an important one. The behaviour of an executable artefact can be expressed by the input and output signals. As is pointed out by Pehinschi, et al. in [41], the behaviour of model and compiled code can differ. Depending on the requirements, the differences might be tolerable. Still, the need for validation and safeguarding of embedded code developed in a model-based way exists.

There are several possible reasons for the differences in the behaviour artefacts originating from different development phases. To achieve accuracy, for instance, models can be simulated with variable sample rates, thus achieving an almost continuous behaviour. In later development phases, e.g. in hardware in the loop
tests, control software is executed periodically in fixed time steps. Due to this, accuracy may be lost, and the system’s behaviour changes. Another reason for varying behaviours lies in the use of different sets of numbers and arithmetics. While in simulation one can make use of reals of double precision (64 bits), in embedded systems this is often not possible due to hardware limitations. In this case, integer arithmetics is usually applied, or, for better accuracy, fixed point arithmetics.

Even if real numbers would be used in an embedded system, differences between test runs with simulation and test were possible. Take, for example, the testing of a road vehicle by a human test driver in real environment. Here we have parameters, inputs and disturbances which cannot be defined and reproduced precisely. This might result in data obtained in the test case, which is similar but not equal to the requirements. Here, the whole vehicle – including the test driver – can be treated as one of the development artefacts.

These problems raise the question, how one can tell, whether two development artefacts behave in the same or at least in a similar way. There are several ways to check such characteristics, all of them incorporate conformance, a notion quite well understood in the software world. For conformance testing, there are established standards from IEEE, ETSI or W3C (see [19, 29, 55]). While these testing standards are driven from a practical point of view, conformance checking also has a firm theoretical ground (see e.g. [11, 53, 54]). This is not only true for pure software systems, but also for real-time systems where we have the notion timed conformance. Here timed automata (see [6]) and relations like timed ioco (see [45]) play an important role.

In the domain of embedded software, safeguarding automatically generated code is of utmost importance. By safeguarding code, one validates that the code conforms to the requirements. Several work in this field has been published by Stürmer, et al., discussing different approaches to safeguarding automatically generated code. In [51], a comprehensive overview on such methods is given where the authors discuss the validation of both code generators as well as of generated code. While formal verification of code generators is considered as not practically usable in an industrial environment, they stress the importance of testing (see also [12, 50]). One method the authors discuss, is the back-to-back testing of generated code and original model. Taking into account that in model-based design the models stands in the center of the development, we can assume that at a certain point of time the model meets a subset of its requirements. Ideally, testing model and code behaviour in a back-to-back method is equivalent to testing the code behaviour with respect to the requirements. To achieve equivalence, the model has to comply with each requirement.

In order to compare a development artefact with the model or in general two artefacts with each other, we will introduce a relation of artefact behaviour with respect to abstract behavioural models. By comparing the signals obtained in test
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or simulation with the abstract behavioural model, we can tell whether the analysed
artefact behaves in the way specified in the model. We can extend this process in
order to compare two artefact’s behaviours, e.g. a model and code derived from it,
or eventually to compare two systems in general. For this, we check whether both
systems behave as specified in the model. If both do, we know that the systems’
behaviour is similar with respect to (w.r.t.) the abstract behavioural model and do
not have to check their behaviour for equality. In this way we can relate similarly,
not equally behaving systems.

As pointed out before, due to the presence of the continuous signals when modelling
a hybrid system software development is far more complex than in the pure digital
case. First, it is not obvious what is the best way to specify continuous behaviour.
Several approaches exist in literature, e.g. SysML, and Qualitative Simulation
[20, 23, 31, 36], often focussing either on theoretical or on practical aspects. Further,
depending on the formulation of a specification, it might not be easy to check if a
continuous signal matches the specification, e.g. when the specification can not be
mapped to an envelope. This is especially true when signals are not just piecewise
linear functions, as e.g. in the theory of hybrid automata [25].

We will introduce a method for modelling software-intense embedded systems,
called abstract behavioural modelling. The term abstract refers to the abstraction
from the exact behaviour of the signals. Instead, it defines signals by the prop-
erties required by the system. Originally this modelling methodology has been
motivated by the work in the project ZAMOMO (Verzahnung von modellbasierter
Softwareentwicklung und modellbasiertem Reglerentwurf) which was funded by
the German Federal Ministry of Education and Research [48, 49]. The goal of
ZAMOMO’s participants from industry, universities and research institutes was
dovetailing model-based software development and model-based controller develop-
ment. One means to tackle that problem was a modelling methodology for control
plants, incorporating hierarchical abstractions that would match better with the
modelling of software. In the respective working package, we decided to concentrate
on a behavioural approach abstracting from a signal’s exact values and timing.

This method is based on the work of Wiesbrock, et al. [20, 23] and has been
presented in [37, 40]. The abstract model is needed to capture the fact that signals
in real application do not match exactly their specification: a rectangular signal
is never an ideal rectangular signal in practice. By using abstract models, we can
capture this inaccuracy by specifying properties instead of defining exact signals:
the rectangular signal could be described by the property that it changes from an
interval around 0 to one around 1 within a time interval between three and four
seconds after system start.

Given an abstract model, we need to find out if a measured signal lies within
the semantics of the model, i.e. is one of the signals allowed by the model. This
leads to the definition of the conformity of a signal to an abstract model [38, 40].
Based on this conformance relation between signals and models, we generalise our notion and define similarity of two systems showing continuous behaviour with respect to an abstract model. A major point in our definition of similarity is that similarity of two systems does not only depend on the systems’ signals themselves, but that the abstract model has to be taken into account, i.e. two signals can only be related with respect to the abstract model.

As an example, take two rectangular signals with a rising edge at time eleven and fifteen seconds. Under an abstract model with a rising edge between ten and twenty seconds, these two are similar to each other, while they are not under an abstract model with a rising edge between eight and twelve seconds. The suggested check whether a sampled continuous signal conforms to an abstract model consists of three steps.

1. We start with choosing accurate reference signals representing the abstract model.

2. In the second step, called property identification, we use cross correlation and mean square error to identify the fragments of the measured signal for the different properties in the abstract model.

3. The order and the timing of the measured signal is checked in the last step.

Note that our method is a semi-decision procedure. If we find that a signal conforms to an abstract model, then this is actually the case. However, even if the last step fails, we cannot conclude that the signal does not conform to the abstract model. Instead, the reference signal might have been badly chosen, and the fragmentation for the property mapping is not the correct choice for the given signal. We will discuss some approaches to this problem in the outlook. In general, we assume that the reference signal is well-chosen by a domain engineer, and that his expertise is helpful in finding reference signals for properties.

One might argue that by using several signals one could try to find a decent coverage of the abstract model’s behaviour, i.e. covering the most probable or important behaviours. This way, it might even be possible to prove that a given measured signal does not conform to the abstract model. However this is not always possible. First, complete coverage is usually hard to find for arbitrary models; second, coverage will depend heavily on the application domain. General approaches were undertaken e.g. by Dang and Nahhal [14, 35], or Girard, Julius and Pappas [21, 22, 30]. We will discuss some aspect of their work when talking about related and future work.

In [37], we used the abstract behavioural models to provide a modelling technique for control plant requirements. In this work, we will take a closer look at that application as reference for the similarity comparison of test signals (cf. [38, 40]).
Recently its application range was extended to a property based estimation of clock drifts [39]. We will present the later two with help of examples in this work.

In the following two chapters we present the two example problems, which also serve for evaluation. Additionally the setting and basis of this work, namely the mathematical foundations and model-based development of embedded software, will be covered. In the chapters of the following part, we introduce the abstract behavioural modelling and the similarity relation formally, before we turn on the implementation of both concepts. As indicated before, these concepts are evaluated, which results are presented in Chapter 8 and 9. Eventually we discuss the results of this work and give an outlook on possible enhancements.
2. Motivating Problems

This work is motivated by several problems in the phases of an embedded software life cycle, e.g. in the requirements analysis, software design, implementation, validation, deployment, and utilisation. During utilisation, the software of an embedded system processes data originating from the outside which usually is of continuous nature, i.e. real numbers. In contrast to this, hardware limits embedded systems to computing with discrete data, and even data of type double is only quasi-continuous. Often floating point operations are too slow to meet real-time requirements, so that fixed point arithmetics is used instead, leading to even coarser representation of real number variables. These problems have to be considered while developing software, accompanied by several additional questions. For instance, the set of real numbers is innumerable, thus there exists no method to test all instantiations of one real variable. The problem gets even worse when taking into account that this variable’s value may change over time, which is due to time being also continuous.

A good example for such embedded systems are control systems consisting of a physical system, called plant, controlled by an electronic device, the controller. The physical system’s behaviour is characterised by its continuous state variables’ development which depends on the system states’ current values and the system’s inputs. In order to describe such systems we put up differential equations of the form \[ \frac{d}{dt} x(t) = f(x(t), u(t)), \] \( x \) and \( u \) being vectors of state variables and input variables, resp. For example, the change of a car’s current velocity does not only depend on the torque applied by the engine, but also on the current speed, that influences the drag working against acceleration caused by the engine. In this example, both torque and drag serve as inputs, while velocity is the output that we observe. If we want to control the current speed automatically, we have to take into account this structure. The engine’s torque is the input variable, which can be influenced directly, while the drag acts as disturbance. As mentioned above, we observe the current speed and our aim is to set this speed to a desired value.

Generally speaking, there exist two possible structures to control a physical system, open loop and closed loop control. In the first mentioned control structure, the controller does not observe the plant constantly. Thus, there is no feedback of the plant’s current state. In contrast to this, a closed loop controller relies on the constant or sampled measurement of state variables and calculating the control error. By reducing this error, the controller tries to drive the plant to the desired state. In our example, such a closed loop controller would measure the current value
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of velocity, compare it to the one set by the driver and change the torque produced by the engine.

Nowadays, controllers are implemented as embedded systems, incorporating specific computer hardware and software. When developing such Electronic Control Units (ECUs) one has to take into account the differences of ‘the arithmetics in the physical world’ and those of computer systems. While physics ‘uses’ real and complex numbers, i.e. innumerable sets, computers use discrete numbers, e.g. integers or rationals. When converting continuous numbers to discrete ones, inaccuracies occur and have to be dealt with. Additionally, ECUs do not work continuously, but perform input and output operations at discrete points of time. This short introduction to control systems only covers the most important topics with regard to the following work; more details can be found in literature, e.g. [33].

Testing is an integral part of the software development process, and is, generally speaking, the main method to validate certain properties of the developed software. The process of testing involves two main actors, a system under test (SuT) and an oracle. The SuT is the development artefact whose properties are to be validated, e.g. a program, a software module, etc. The oracle serves as generator for test cases and contains the information about the expected results of the tests. The test cases’ design depends on the properties that one wants to validate. For example, testing the communication of distributed software requires different tests than those for validating that every line of code of a software component is reachable from the initial state. Other examples for testing goals are

- conformance to safety standard,
- state, path coverage,
- functional test, etc.

When testing embedded software and systems, we have to take into account the physical system and therefore, test of digital controllers involve testing methods used in control engineering. Let us take a brief look on automotive software development as one example. According to Schäuffele and Zurawka [42] three groups of test objects stand out:

**Functional testing** is used for controller tasks, but also for monitoring and diagnosis,

**Component testing** relates to real-time operating systems, communication and network management,

**Behavioural testing** is used to validate software and system in standard, extreme and error situations.
Especially behavioural testing has an important role in control design, since it checks whether a control algorithm complies to its requirements regarding controller performance. Those tests can be executed at different stages of the development process, e.g. in RCP behavioural testing is not only used for parameterisation and controller design, but also for integration [5] (cf. Sec. 3.2.3).

Since development artefacts in RCP are tested at several different steps of the development, those tests have the nature of regression tests. During regression tests the same test cases are applied to one component’s artefacts originating from two different stages of the development process. Here, the older one serves as the oracle, while the newer one is the SuT. The similarity relation we will introduce here helps in the analysis of such regression test by facilitating the comparison and assessment of slightly different but similar behaviour.

In the following two section we will focus on two aspects in embedded systems development, back-to-back testing of systems with continuous variables and clock drift estimation of real-time testing hardware. Back-to-back testing compares the behaviour of two systems, e.g. two development artifacts; the aim is to show that both behave in an equal or at least similar way. Clock drift can occur in measurement devices made for real-time testing used in Hardware in the Loop (HiL) testing, which may lead to wrong sampling times and distorted measurements over time.

2.1. Validation of Development Artefacts Using Back-to-back Tests

Back-to-back testing is a testing methodology originally used to compare two revisions of a system, usually as regression tests. The same test cases are run on both revisions, yielding data on the corresponding behaviours of both systems. As mentioned before, back-to-back testing also can be used to safeguard autogenerated code [12, 51], treating the two different artefacts as a system’s two revisions. Here the original model’s behaviour can serve as the oracle, while the generated code is considered to be the SuT. Several metrics can be applied to such tests, in our case we are interested in the observable behaviour of both systems. In the case of discrete data normally found in the software engineering world, it is a sensible approach to compare the obtained data for equality. However, it has disadvantages when it comes to continuous data.

Fig. 2.1 depicts the concept of the black box back-to-back testing, where two systems are stimulated in the same way and their reactions are compared. In our case, one of the systems is the oracle, the other one the SuT. Both, the SuT and the reference system are treated as black boxes, i.e. the internal structures are not considered. In particular, it is not necessary to monitor internal variables and states. In order to observe a black box’ behaviour, one looks at the interdependency between
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Figure 2.1.: Back-to-back testing: two systems are stimulated with the same input runs or signals; the outputs of both are compared.
the input and the output variables. As the SuT usually is a dynamic system, it is not sufficient to measure all variables’ values at one time. Rather, the focus has to be put on the evolution over time.

It has to be emphasized, that black box back-to-back testing gives different answers than white-box test methods that, e.g., examine path coverage, etc. The focus of black box testing lies on the outside behaviour of the SuT. In fact, SuT and reference system can even have completely different inner structures. In such cases, metrics like path coverage do not make sense. Using the original model as the reference system, code automatically generated from this model can be validated by back-to-back testing. It has to be pointed out that according to [51] this is a good method to validate code generators with the help of appropriate test suites.

The behavioural back-to-back testing method has both advantages and disadvantages, and its usability depends on the characteristic of the SuT one wants to test. As long as one does not define output variables that feed the SuT inner state to the outside, one cannot say anything about the state, transition or path coverage. On the other hand, white-box testing hardly makes statements about the outside behaviour of a system, and metrics, such as path coverage, are not applicable. Moreover, the question arises when a continuous state was visited, since – as mentioned before – equality of real numbers can hardly be achieved. On the other side, behavioural back-to-back testing offers several important advantages. By observing the relation between the input stimuli and output variables, we are able to focus the comparison of different systems on their outside behaviours.

This comparison is useful when dealing with control systems, where the software system is meant to influence a physical system. In such cases we are interested whether the control software reacts on inputs from outside as desired and i.e. sets output variables in the required way. Thus, the inner structure of the program is not of utmost importance. The test cases defined by the relation between the input stimuli and the output variables developing in time can be used to validate the behaviour of both models and code. Here the question arises, how these test cases can be described adequately, catch the exactness needed in control systems, and cope with the difficulty to check equality of real numbers.

We will return to this problem in Chapter 8, where we show how one can apply abstract modelling for an evaluation of back-to-back test results. Abstract modelling allows a decent way of dealing with similar, yet not equal signal runs; the inequalities can occur in both value and time. This method can be used generally for each two systems that are meant to behave in a same or similar way. Based on this modelling technique, we define a similarity relation w.r.t. abstract model. With this relation one can validate that two development artefact behave similar without the need achieving behavioural equality of both systems or equal measurements of those behaviours.
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2.2. Clock Drift Estimation of Real Time Testing Hardware

HiL testing is an intensively and widely used method to validate software-intense embedded systems. In a HiL test an embedded system’s interaction with a simulation of the controlled system (plant) is tested. The plant simulation usually runs on special hardware that emulates electrical interfaces to simulated sensors and actuators. Also the hardware has to meet real-time requirements, especially when testing feedback controllers.

The application of HiL simulations covers a wide range of domains, e.g. in automotive industry the vehicle dynamics, engines, breaks, and road characteristics are simulated. In real life, this data is continuous, but in simulation it is quasi-continuous because of the discrete nature of digital computers, as discussed earlier. With floating point numbers software can come close to continuous values. Furthermore, the simulation and execution of the embedded software happens at discrete points in time, i.e. the variables’ dynamics become sampled.

Thus, correct timing and sampling is an important issue, especially the clocks of measuring devices have to be accurate. Although great effort is put into design and implementation of these devices, they can exhibit deviations from the specified behaviour. In practice we observe clocks that do run slightly faster or slower than expected. This leads to the problem that the resulting sampling rate is higher or lower, resp. than expected, we call this effect drift. When mapped on the time scale with the expected sampling rate, the longer the measurement takes the more distorted the measured data gets. Assume for example, a clock is running faster and therefore leads to a higher sampling rate. When we map the measured values on the expected time scale, the signal appears to be longer, and the expected properties seem to occur later as they really did.

This leads to a growing discrepancy over time, as depicted in Fig. 2.2. As we can see, both measurements look similar, exhibit the same signal properties in the same order, but values, change rates, and timing differ slightly. If the real signal did meet the requirement regarding time, the measured signal might not do, and even worse, a signal not fulfilling the real-time requirements might seem acceptable.

In order to assess the test’s results correctly, the drift has to be estimated as exactly as possible. Currently this happens by running the same tests on one device with a certified clock and on the measurement device used for the HiL test. It is a valid assumption – backed by experience – that the stretch originates from the clock drift and not from different internal behaviour of the HiL devices. As discussed in [39], this process is not an easy one, e.g. it requires that such a certified measurement device is available. In Chapter 9 we will discuss a method to estimate the clock drift using abstract signal modelling.
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Figure 2.2.: The device with drift samples the signal more often, thus more values are obtained. When mapped on the same time scale along with the correctly working device, the signal seems to be stretched and longer.
2. Motivating Problems
3. State of the Art

In this chapter we introduce the fundamental concepts on which the abstract behavioural modelling and the similarity relation are based on. This includes both mathematical foundations as well as processes and tools used in embedded software development. We will start with the formal aspects of this work, including automata and set comparison, before we turn to model-based development of embedded software. There, we address the V-model, a widespread process in the development of embedded systems, and MATLAB/Simulink, a popular tool in this area.

3.1. Mathematical foundations

Let us first turn our attention to the mathematical aspects of abstract modelling and similarity relation. As discussed in Chapter 2, embedded systems are physical or technical systems controlled by an electronic device, the controller. Nowadays controllers are small scale computers in which the functionality is implemented via software. To provide us with instruments to analyse the way such systems work, we have to introduce models that capture both physical variables and states, and discrete software behaviour. For this purpose automata related models, e.g. statecharts, hybrid automata, are widely accepted tools, since they incorporate the behaviour of software systems switching between discrete states, and the continuous behaviour of differential equations. We can represent signals by functions in time mapping reals to reals in the case of continuous signals or rational numbers to rational numbers in the case of sampled and discretized ones. In order to compare continuous and quasi-continuous signals we need also a notion of similarities of sets of real numbers and rational numbers, resp.

3.1.1. Automata and Hybrid Automata

This section briefly reviews some basics on automata, formal details are omitted and can be found in literature, e.g. [27]. The Deterministic Finite Automaton (DFA) bases on a transition systems, and consists of

1. a finite set of vertices,

2. a finite set of input symbols,
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3. a transition function, represented by a finite set of labelled edges, mapping a state and an input symbol on a state,

4. a start state, and

5. a set of accepting states.

Nondeterminism is introduced by changing the transition function. While the deterministic one maps each vertex to exactly one other vertex for each input symbol, the nondeterministic one maps to a subset of the set of vertices and also allows transitions on the empty string. The resulting automaton is called Nondeterministic Finite Automaton (NFA). When we add an output component, we obtain Moore and Mealy automata, resp. The output of a Mealy automaton depends on both state and input symbol, i.e. the transition function maps both onto a state and an output symbol. In contrast to this, the output of a Moore automaton just depends on the state and not on the input symbol.

We call a sequence of an automaton’s states respecting the transition function a run of this automaton. When a finite run of an automaton end in an accepting state, the sequence of input symbols causing this sequence is accepted. In embedded systems and in control systems in particular, operations often are not meant to terminate, but to run safely for an indefinite time interval. We can expand the notion of runs to infinite ones, in order to be able to accept infinite words. To this ends, we need a different notion of acceptance which leads to so called ω-automata [52]. These automata are still finite, since the number of states and input symbols is, but they operate on words of infinite length.

Until now, we only covered discrete automata exhibiting discrete state changes. If we want take into account real-time requirements and properties of physical systems, we need to introduce additional elements to the automata models. Modelling the time aspect in automata requires a notion of time, and a method to capture conditions related to time. Therefore, a finite set of continuous time variables called clocks is added to the discrete automaton, and by this we obtain timed automata [6]. The behaviour of each of these variables is represented by a function c that has the derivative \( \dot{c} = 1 \) in each state, and can be reset to \( c = 0 \) in transitions. We assume here that time passes only during the states and transitions take place instantly. The transition function’s parameters are expanded by conditions, each of them can involve exactly one clock. Notice that a timed automaton’s state consists not only of the active vertex, called location in the context of timed and hybrid automata, but also of the values of all clocks. Therefore, the notion of a run of such an automaton must be adjusted accordingly.

Taking one step further, we discard the constraint \( \dot{c} = 1 \) of the change rate of continuous variables. Now, these variables do not measure the time, but represent physical variables, and consequently we do not call these variables clocks. By allowing
arbitrary functions for the variables derivatives, including differential equations, we obtain *hybrid automata* [25]. With hybrid automata we are able to capture both continuous and discrete behaviour of a system, e.g. of an engine and an ECU. Similar as with timed automata, we have to keep in mind that a state consists of the location and the value of all of its continuous variables.

The automata presented until now differ particularly in the representation of states. Another possibility of extending the automata model is by introducing concepts such as hierarchy, history, etc. Capturing such concepts is possible with automata but it leads to even more complex models. In [24] Harel introduced *statecharts* which are finite automata with syntactic constructs to model these aspects directly. Statecharts enhance finite automata with additional concepts:

**Hierarchy** is achieved by subcharts; each of these can have a separate start state, and the states within a subchart can be accessed from other subcharts’ states directly through transitions.

**Composition** of parallel states and charts facilitates modelling concurrent automata and subcharts.

**Inter level transitions** connect states of different hierarchy levels.

**History connectors** save the last active state of a subchart; this state becomes active when subchart is entered again.

**Condition connectors** are transitions ending in different states depending on disjoint conditions defined in the connectors.

**Temporal logic** can be used in transitions to express timeouts, etc.

**Entry, Throughout, Exit actions** in states are executed when a state is entered, while it is active (called *during* in Stateflow), and is left, resp.

### 3.1.2. Similarity of Signals and Sets

The motivating examples in Chapter 2 show the need to compare continuous signals. For this we have to make clear how a signal is defined. A signal $s : T \rightarrow D$ is a function mapping a set of points in time $T$ to an domain $D$, e.g. $\mathbb{B} = \{0, 1\}$, $\mathbb{R}$, \{good, bad, ugly\}, etc. In our understanding the set of points in time $T$ can be defined as one interval of $\mathbb{R}^+$, i.e. a continuous set of nonnegative real numbers. While we can assume that time is continuous, we usually evaluate it at discrete points, a process called *sampling*. Although the development of a signal is based on the continuity of time, we only observe ‘snapshots’ of its evolution. Still we have to keep in mind that these sampling points can be taken at any moment in time.
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Besides the definition as a function, a signal can be understood as a set of value pairs \( S \subset T \times D \). Thus, it is possible to access the problem of signal comparison in different ways. By the term signal comparison we address the question whether two signals are equal or at least similar in a certain way. One challenge lies in the continuous nature of time and real numbers. To reduce complexity, when measuring we always select a rational number instead of an irrational one. If the mathematical representations of two signals are known as formulas, it is quite easy to tell whether these are equal. Also, comparing two discrete sets for equality is trivial, thus comparing two measurements at the same points of time of a discrete signal is, too. The matter gets more complicated, when we take into account the continuous time in between the sampling points and deal with signal domains containing irrational numbers.

Here, again, we are forced to use sampled and discretized data representing the signal, thus our data is a subset of \( \mathbb{Q} \times \mathbb{Q} \). The most straightforward method is to compare the signal’s data set element by element for equality. But the sampling and discretization in the measurement process can lead to differences both in points of time and measured values. Additionally, measurement of the signals might be shifted in time, i.e. the sampling times of one signal lie in between those of the other. Thus the simple check for equality is not feasible in such cases.

One way to address this problem is to use a notion of similarity of sets. Given two arbitrary sets \( A \) and \( B \) to be compared, the general idea is to determine a distance in between. In a naive approach, we can compute the distances of all the pairs of the set \( A \times B \), i.e. determine how distant each element in \( A \) is from each element of \( B \). For these pairwise distances we can compute the means, the sums, or the minima, etc., and use the result as distance between \( A \) and \( B \). In our case, the elements of the sets origin from \( T \times D \), thus we would need to compute two distances, one distance on \( T \), and one on \( D \).

How can we determine the distance between two elements? There exist several metrics for distance comparison in discrete sets, e.g. Euclidean, Taxicab, or Chebyshev distance [7]. With these metrics, we are able to compute the distance between two elements of a set, and hence we can use them to compute also the distance within the set \( A \times B \). Another possibility is to determine the centres of both sets and to compute their distance.

For continuous sets this task is more difficult to complete. The question of similarity of continuous data is important when it comes to determine the test case coverage. Here, one has to check whether the signal data corresponds to the test case definition, and equality check might be too strict. Some work was done recently by Dang and Nahhal on the field of test coverage of continuous and hybrid systems [14, 35]. Here they present several approaches to compute coverages and distances between continuous sets. Also, Girard, Julius et al. address similar topics in their work [21, 22, 30]. Dang and Nahhal focus on a metric called star discrepancy.
measuring how regular the distribution of a set is. Since for large sets the complexity of the computation of the star discrepancy grows exponentially, they present an estimation method (cf. Cha. 10 and Cha. 12).

Another possible approach to similarity of signals is to use their interpretation as mathematical functions. From the field of signal processing we know several methods to compare signal data, in the following we will focus on correlation and mean square error (MSE). Correlation $\rho(\tau)$ is the degree of how far two sets shifted by $\tau$ are linearly associated. Thus in signal processing this method is used to compare two signal functions $x(t)$ and $y(t)$. The general definition is

$$
\rho(\tau) = K \int_{-\infty}^{\infty} x(t) y(t - \tau) \, dt
$$

where $K$ is a scaling factor. Cross correlation is a well-known method for comparing statistical series, analysing signals, etc., where it is used to evaluate the similarity of shifted data. In spite of that, there seems to be no application of cross correlation on comparison of simulation and test results of different length and sampling in the domain of control systems. The aim of using cross correlation is to find a shift, at which the signals would match. For each individual value of shift $\tau \in \mathbb{R}^+$ the product of the original signal and the shifted one is integrated over the signal’s length $T_F$:

$$
R_{xy}(\tau) = \lim_{T_F \to \infty} \frac{1}{T_F} \int_{-T_F/2}^{T_F/2} x^*(t) y(t - \tau) \, dt
$$

where $x^*(t)$ is the conjugate complex of $x(t)$.

We will use cross correlation to compute the temporal location of a required mathematical property or characteristic originating from an oracle in the signal data obtained in a test. Each property is represented by one or more reference signals of a certain duration and sampling method. By using cross correlation it is possible to use reference and test signal data with different lengths and samplings. Values of $R_{xy}(\tau) \approx 1$ indicate shifts, at which the reference signal is strongly correlated with the signal data.

Additionally to the cross correlation we apply MSE to validate our results. This is necessary because cross correlation only gives us a relative measure how similar two functions are, and therefore does not say anything on the absolute differences of the compared functions. For the mean square error, we compute the differences between the values of two functions, square them, and compute the mean value. With this, we can validate whether a signal lies in certain predefined bonds around another one. Furthermore, we can also use maximum absolute and relative errors to estimate the differences of two functions.
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3.2. Embedded Software Development

The development of embedded software differs from the development process for desktop software in certain aspects, especially when it comes to controller software. For instance, user interaction is not important, while interaction with physical variables, i.e., measurement and setting via sensors and actuators, is a central aspect. In automotive industry and control engineering, there are some established process models, e.g., V-model and rapid control prototyping, which will be introduced on the next pages. Some of these processes are also standard approaches in software development in general but inhibit certain peculiarities, others are specific to this field.

Another term used intensively in recent times are model-based approaches to software development. In control engineering model-based design arose from the traditional block diagrams. There, blocks represent mathematical functions which are applied to signals represented by directed edges. In model-based design, these block diagrams are used to model plant, environment and controller. Together, all components can be simulated, tuned and validated. In the end, from the control algorithm's model applications are generated automatically and deployed to evaluation or production hardware.

In the last section of this chapter we take a closer look on testing embedded software. Testing is an integral step in RCP and model-based design, and is applied after every design phase. Hence, diverse development artefacts are tested with different methods, in particular using in-the-loop tests.

3.2.1. V-model and Rapid Control Prototyping

The V-model is one standard development process in embedded software development and especially common in automotive industry [42]. Originally suggested by Boehm [8] in the late 1970s, this process model was developed by defence authorities in Germany and USA independently. In Germany, the German Federal Ministry of Defence was one of the driving forces behind the V-model, which later was applied for software projects of other federal authorities and became popular in automotive industry. The V-model illustrates the development process of a software system in both time and detail and consists of two branches forming a V (cf. Fig. 3.1).

The left branch represents the design and implementation of the software system, usually containing steps like requirement analysis, specification of system architecture, and software component design. The right branch comprises the development steps related to integration, test and validation of the software components as well as the whole system. The results of these steps flow back to the corresponding steps in the development branch in order to enhance the artefacts created there. Thus, while the development process progresses in time, its artefacts firstly become more
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Figure 3.1.: V-model-like development process for control systems (cf. [5]). Requirement-related tasks are coloured blue, design-related yellow, implementation-related green, and validation red (cf. Fig. 3.2).
detailed, before becoming subjects to testing. These two parts of the process lead
to the aforementioned branches, the left one descending with respect to detail, the
right one ascending.

Besides the general process, the V-model details out which development artefacts
have to be passed in what form. Also, the documentation that is to pass to the
next development step is established. Found errors in the right arm are fed back to
the same level on the left, and after correcting the error, all steps have to be taken
again as regression, including altering models, code, documentation, etc.

Fig. 3.1 does not illustrate the V-model generally known in software development.
It is an process model adapted to controller development, and incorporates elements
of RCP [5]. RCP introduces development steps for quick design and test of software-
intense controllers. For this, a model of plant and controller stands in the center
of the development, serving as executable requirement, design and test artefact,
and base for automatically generated code. Crucial elements of methodology are
a consistent tool chain consisting of both hardware and software, and repeating
design-test-cycles. The software tools used in RCP have to support the control
engineer in both modelling the plant and designing the controller. Therefore they
must offer possibilities to mathematically represent physical properties of systems.
Additionally, in order to accelerate the process it is recommended to generate the
controller code automatically. The hardware used in RCP includes usual off-the-shelf
PCs for early modelling steps, as well as evaluation boards and dedicated real-time
simulation computers. Thus, the generated code has to be applicable on both
evaluation and production hardware.

The first step in RCP is the design of the control system including an abstract
view on both the plant and the controller. In an analysing step the engineer decides
which variables serve as input and output, which states have to be controlled, which
controller is suitable, etc. The analysis results are used to model the plant and to
design the controller itself. As mentioned before, a good tool support is an important
point here. After this step, we have a model of both the plant and the controller,
and both can be simulated and tested at this early phase.

In order to use the developed control structure on an ECU, the controller model
has to be transformed to an executable code. Usually, the controller model is
translated to C code, which is then compiled to target-specific binary code. The
translation from the model to intermediate C code can happen either manually or,
and this has become more common recently, automatically with the so called code
generators. These tools generate hardware specific code out of models according
to user-specified parameters. Again, it is possible and recommended to test the
obtained code in simulation with the modelled plant. The compiled binary is
downloaded to an evaluation board for tests before it is used on the production
hardware. Integration and further tests finish the development process. Testing is
an important part of the RCP process, and we will focus on this in Sec. 3.2.3.
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3.2.2. Model-based Design with MATLAB/Simulink

As described above, RCP implements a form of model-based development of embedded controller software. Here the model stands in the center of the development process and is used in four aspects [17]:

- **Requirements** are transformed to models that can be executed in simulations; hence also dynamic behaviour specifications can be incorporated and validated in early development phases.

- **Design** of algorithms refines the requirement models and leads to the models representing the controller that influences the plant model. Additionally, the algorithms are parameterised and the parameters fine-tuned.

- **Implementation** and deployment of the designed algorithms more and more involves automatic generation of code which replaces handcoding and legacy code. Generating code is less error prone and allows to maintain coding standards and qualities. Additionally, a found error does not have to be corrected in both model and code, but only in the model.

- **Validation** and verification can be performed accordingly during each phase of the development process. Repeated simulations to test designed algorithms or generated code can show up errors in the design in early phases. Errors found can be corrected in the model, from where these corrections can be propagated easily to other development artefacts.

Fig. 3.2 depicts the central, interfacing role of models in a flexible model-based development process. The results of each step is implemented in or derived from the project models, leading to a quicker interchange between teams and a more flexible work flow.

There are several software tool chains supporting model-based design in embedded and control software engineering, e.g. ETAS ASCET, Scilab, National Instruments LabView, etc. A widely known and used development environment for embedded systems is MATLAB/Simulink by The MathWorks. MATLAB, an abbreviation for matrix laboratory, is originally a tool for numerical matrix operations. Based on these operations it now can be used in almost every domain from physics to finance. Domain specific functionality is provided via so called tool boxes. In control system theory MATLAB has been used since its early days and still is a quasi-standard in this field.

Simulink is a graphical modelling tool and simulator for block diagrams as e.g. used in control theory. It is based on MATLAB and the user can use MATLAB functionality within models as well as import data from and export to the MATLAB environment. A system in Simulink is composed of parametrisable blocks which
represent mathematical functions, transfer functions, data type conversions, etc. Variables are exchanged via signals, i.e. directed connections. Thus, blocks and signals form a directed graph. As already indicated, signals have different data types, ranging from boolean scalars to arrays of doubles and even complex numbers.

A Simulink model’s semantics is defined by its execution in a numerical simulation or by the generated code. A model is simulated at certain points in time, and the model’s behaviour is observed via sampled signals. The sampling rate is determined by the so called solver depending on its internal, yet configurable rules w.r.t. the changes of signals and states. In every sampling time step a model’s blocks are executed sequentially and in a deterministic way. Therefore, the individual blocks have to be ordered topologically, starting with blocks that have defined initial values, e.g. constant signals, integrators, etc. The solver determines the resulting values of signals and states by numerically solving ordinary differential equations, and chooses the next sample time.
Basic Simulink functionalities can be enhanced by the block sets, for applications in e.g. aerospace, automotive, etc. There are several block sets and features which are interesting for embedded software engineering, two of them will be introduced here: Stateflow and Simulink Coder. The Stateflow tool box consists of two additional Simulink blocks which allow to model logical decision mechanisms in form of Stateflow charts and truth tables, resp. Since Stateflow charts are a variant of statecharts (cf. Sec. 3.1.1), they facilitate the modeling of a wide range of transition systems. One enhancement of statecharts in Stateflow is the possibility of introducing continuous variable behaviour within states. This allows modelling of complex hybrid automata while benefiting from the statechart notation’s advantages. Hybrid automata notations such as guards, invariants, etc. can easily be mapped to Stateflow elements using continuous updating of the statechart. For instance, condition connectors serve as guards and during actions can be used to express invariants. To describe the change of a continuous variable var, another variable var_dot is created, which is used to store the change rate of var. We will make use of these features when using abstract behavioural modelling in Simulink (cf. Cha. 6).

The MATLAB Coder and Simulink Coder\(^1\) are used to generate C source code, which is then compiled with a third-party compiler. Hence, executables can be automatically generated out of Simulink models and MATLAB code. The Simulink Coder’s output is meant to be used for simulation acceleration, rapid control prototyping and Hardware in the loop testing (HiL). In contrast to this, for generating production code for embedded systems MathWorks recommends Embedded Coder. Embedded Coder\(^2\) is an enhanced code generator offering more possibilities to customize the resulting code. Generally speaking, both generators work as follows:

1. **Compile model:** After analysing the Simulink block diagram, an intermediate representation is created.

2. **Generate C code:** The intermediate representation is translated to C source code.

3. **Generate customised makefile:** A target specific makefile template is used to construct an appropriate makefile.

4. **Generate executable:** The user’s system compiler is instructed to generate the executable program according to the makefile.

We will use Simulink in the later chapters to simulate behaviour of controller and plant, and generate behavioural test data.

---

\(^1\)MATLAB Coder and Simulink Coder incorporate functionalities formerly included in Real-Time Workshop.

\(^2\)Embedded Coder was known formerly as Real-Time Workshop Embedded Coder.
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Since we will analyse the obtained data using algorithms provided or implemented in MATLAB, let us take a brief look at some of MATLAB’s characteristics and features. MATLAB is a software package for technical computing including its own programming language of the same name. This language is an interpreted one, i.e. programs written with it do not have to be compiled, and it can also be used on the MATLAB’s command line.

The main focus lies on manipulating and analysing large amounts of data organised in arrays. For this MATLAB facilitates working with arrays of arbitrary dimensionality in general, and matrices and vectors in particular. Most of the supplied functions are ‘vectorized’, meaning that they can be applied to an arbitrary array in one step, where the operation will be executed on each individual element. Thus there is no need for creating loops to work element-by-element on an array, and in fact the vectorised functions are by far faster than own looping constructs. Consequently, it is not recommended to use an divide-and-conquer approach, breaking up a big data array into small ones, but rather go the other way round. A good practice is to expand a small problem to a larger matrix and solve it in one step, thus trading in memory for speed.

For data analysis, basic MATLAB provides some predefined statistical functions, computing e.g. means, standard deviation, etc. Small programs compute correlations, basic polynomial fitting, or piecewise interpolation, frequency analysis with FFTs etc. are available as well. This basic MATLAB functionality can be expanded by own programs, or similar as block sets in Simulink by toolboxes. In recent years several improvements and enhancements broadened the possibilities of MATLAB, e.g. parallel computing, GUI programming and object oriented programming (OOP). These concepts allow the development of additional tools and individual extensions to MATLAB and use its build-in functionality for one’s own purposes. More details on MATLAB in general and its extensions can be found in [4].

3.2.3. Testing Embedded Software

We have already pointed out the importance of testing embedded software. Especially in the RCP process, testing is of utmost importance since the diverse development artefacts require frequent testing. Some of the test methodology is depicted in Fig. 3.1, e.g. Software in the Loop (SiL) and HiL, both being important and common in control software engineering.

Usually, in SiL the SuT is the code generated from the controller model, while the test bench consists of the modelled plant. The simulation is executed on the development computer, commonly an off-the-shelf PC. With such tests we can find errors that were introduced in the process of translation to C code or code generation. Also different behaviour due to data type conversion can be detected.

The compiled software is tested in HiL tests. As mentioned before, the compiled
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code is downloaded to an evaluation board which supplies the necessary periphery and interfaces. This evaluation board is connected to dedicated simulation hardware, on which plant, sensors, actuators, etc. are simulated in real-time. With this, we are not only able to test the collaboration of software and hardware of the ECU, but also real-time issues can be found and resolved. The evaluation ECU from the HiL is often used in further tests, e.g. engine test, vehicle test, etc. HiL test benches comprise not only the simulator, but also include measurement devices and clocks. Since real-time is an issue, these clocks have to be precise in order to sample the signals at the correct sampling rate.

Additionally to the methods discussed above, there are also model in the loop (MiL) and processor in the loop (PiL) test [16]. While the first one is similar to SiL, but uses the controller model instead of the code, the latter is similar to the HiL test but replaces the dedicated simulator by the development PC. Often, such methods are applied in SiL and HiL without naming them explicitly [5].

While SiL and HiL tests apply to the tests of the control algorithms code and its collaboration with its environment and the plant, there exist also methods to test the models. Here, the test description method is of importance, Conrad has compiled an overview in [12]. In recent time, enhancements to those methods and some new testing tools came up, one of them is PikeTec TPT [2]. In Time Partition Testing (TPT) the user models test cases and scenarios with time region automata, hence it is possible to model the behaviour of a SuT over time. The modelled test cases can be used to stimulate the SuT, e.g. a Simulink model, and check the validity of its behaviour.

Another new development is the introduction of Continuous TTCN-3 by Schieferdecker, et al. [23, 43, 44]. Originally Testing and Test Control Notation Version 3 (TTCN-3) is a modelling language for communication and network system test cases, thus it mainly focusses on discrete data interchange between software components. CTTCN-3 expands the syntax of TTCN-3 by the constructs for modelling continuous input and output variable. While TPT is in use in industrial applications, there seems to be no wide scale deployment of CTTCN-3 in industry, yet.
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Part II.

Formal Ground
4. Abstract Behaviour Modelling

As stated in Chapter 1, our aim is to compare the signals resulting from tests in how far they are similar to each other. The comparison will happen with respect to an abstract behavioural model which will be introduced in this chapter. The abstract behavioural model will serve as a criterion, while e.g. the SuT’s and the oracle’s signal data will be checked whether they lie in the set of accurate behaviours inferred from the abstract model.

Abstract behaviour modelling is a technique which enables us to model behaviours of systems with continuous variables in an abstract way. Using this technique, we capture uncertainties and numerical inaccuracies that occur when dealing with continuous variables. This approach is based on the work originally presented by Wiesbrock et al. in [20, 23], which we already used for modelling requirements for control systems [37], and also for test data comparison [38–40].

We will start with the description of the modelling hierarchy introduced in the original work [37–40], before turning our focus on its importance for the approach of conformance checking. This abstract behaviour modelling technique was conceived when the author was collaborating in ZAMOMO, a project funded by the German Federal Ministry of Education and Research [3]. In this project, university laboratories (Embedded Software Laboratory, Institut für Regelungstechnik at RWTH Aachen University), research laboratories (Fraunhofer FIT), and enterprises (VEMAC GmbH & Co. KG, AVL AG) were working on dovetailing model-based control design and model-based software development.

An important aspect in this project was the fact that the enterprises were small or middle sized companies. Such companies usually depend on quick responses to customers’ needs with little man-power and resources, i.e. when giving an estimate to a potential customer, early development stages have to be performed beforehand. Thus the employable solutions have to be put together with limited financial resources and man-power. Besides, due to competition such companies also have to be flexible and swift.

One of the problems approached in this project was the development of a modelling methodology that should be used in early software development stages to model control plants. With the resulting four-level modelling hierarchy the following challenges are addressed [37]:

1. Capturing of vague information on plants from requirements and specifications,
2. comparison of accurate plant models and experimental data on the one hand and requirements and specifications on the other hand,

3. early simulations based on incomplete knowledge of the plant, and

4. simulation of dynamic behaviour.

When abstracting the exact behaviour of a continuous system, we have to focus on the observable input and output signals. The system’s behaviour can be described by the dependency between these signals or by setting up a transfer function, which for linear systems allows to predict all behaviours. The abstract modelling hierarchy in [37] consists of four abstraction levels – Property Flow Layer (PFL), Time Metric Layer (TML), Signal Function Layer (SFL), and Transfer Function Layer (TFL) – each of which differs in the abstraction made from the exact signal behaviour. Further, because the mentioned work copes with linear systems, the possibility to describe a system with the means of one transfer function is included. However, non-linear systems cannot be described by a transfer function in general, but only for certain state intervals, and the results of the describing transfer functions show discrepancies when the system leaves those. In the more general setup in [38] – which can also deal with non-linear systems – we exclude the transfer function as they are limited to linear systems only.

In the later work the focus moves to testing control systems. Here, the most accurate level is not needed anymore, since it is already included when using block diagrams. This gives more freedom and we are no longer limited to linear systems. The most accurate possibility for behaviour modelling is formulating signal functions, instead. These functions define mathematically exact the dependency between a continuous time set and continuous value sets. On the other hand, i.e. the most abstract model, we have a property-based model, where we have neither continuous time nor values. Instead, we put up sequences of mathematical properties of signals described in natural language. Between both extremes, we first add continuous time and then continuous values to refine the description of the system’s behaviour.

4.1. Syntax and Semantics

To introduce the abstract behavioural modelling hierarchy, we start with the levels which are most useful for the similarity relation’s definition. These are the Property Flow Layer (PFL) and the Signal Function Layer (SFL), the first one abstracts from both time and value, while the latter consists of absolute time and accurate values. Models on the PFL represent the definition of a set of test cases by capturing the interdependency between a system’s inputs and outputs in an abstract way. The individual accurate test cases describing the system’s behaviour are represented in SFL models. By this, we obtain accurate data for stimuli and for the property
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identification we introduce in Sec. 7.2. The Time Metric Layer (TML) serves as an intermediate level. Here, an absolute time scale is introduced, while an abstract definition of the signal values is preserved. Hence, TML lies between the aforementioned abstraction levels PFL and SFL.

System behaviour models have the same syntactic structure on all above mentioned levels, and the representation of the signals is the main difference. A system is defined by the set of behaviours it contains. Each of these behaviours is represented by input and output signals, and the interdependencies between them. Here, signals are no variables, but graphs, functions, or other representations of the real signals behaviour. Thus, we have to adjust the definition of signals to the level of abstraction we want to achieve.

A system’s model consists of a finite set of behaviours, where a behaviour is a triple of one set of inputs, one set of outputs, and the interdependency relation between them. Assuming suitable definitions for input signals, output signals, and interdependencies given (we will come to this further down), we define:

**Definition 4.1 (System).** A system $S$ is a finite set of behaviours $S = \{B_1, \ldots, B_k \mid k \in \mathbb{N}^+\}$ where all behaviours have the same number of input signals and output signals.

**Definition 4.2 (Behaviour).** A behaviour is a triple $B = (I, O, \chi)$, where $I$ is a set of $m$ input signals, $O$ is a set of $n$ output signals (where $m, n \in \mathbb{N}, n > 0$), and $\chi$ a finite set of interdependencies between elements of $I$ and $O$.

To make the abstraction level explicit, we indicate the level $L$ as superscript and write $S^L$, and likewise for behaviours, inputs, outputs and interdependencies.

In Def. 4.1 it becomes clear that we model every system as a black box and the view on the system’s behaviour is a static one. Only the defined inputs and outputs can be treated, unknown inputs cannot be processed; this justifies the interpretation of system models and behaviours as test case definition. All these possible behaviours are composed in a set, representing the system model. The intended interpretation as test case definition is also the reason why we demand the set of behaviours to be finite. Each of these behaviours contains two sets of signals, representing inputs and outputs, resp. and the interdependency relation in between the signals’ components (cf. Def. 4.2). This interdependency allows us to model causalities which may exist between the input and output signals of a system. After explaining the general structure of the behavioural models, we proceed with the signals and interdependencies on the aforementioned abstraction levels. First, we define the syntax of signals on each level formally; a detailed discussion of the components and the semantics follows afterwards.

**Definition 4.3 (Signal).** Given two finite sets $E$ of events and $P$ of phases, let

- $\bar{\mathbb{R}}^+ = \mathbb{R}^+ \cup \infty$ be the set of positive reals including infinity,
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- \( \mathcal{L}_E \) and \( \mathcal{L}_P \) be two sets of labels for events and phases, resp., and
- \( \mathfrak{F} \) be the set of all continuous functions with one real variable.

Additionally let \( T = (0, t_1, \ldots, t_l) \) be a finite, strictly ordered sequence of \( t_i \in \mathbb{R}^+ \), i.e. \( t_i < t_{i+1} \).

A signal on PFL is a tuple

\[
\mathcal{Y}_{\text{PFL}} := \left( E, P, \sigma, \theta, \lambda_{\text{PFL}}^E, \lambda_{\text{PFL}}^P, e_0, e_\perp \right) \tag{4.1}
\]

where

- \( e_0, e_\perp \in E \) are start and end events,
- \( \sigma : E \setminus \{ e_\perp \} \to P \) and \( \theta : P \to E \setminus \{ e_0 \} \) are two bijective mappings,
- \( \lambda_{\text{PFL}}^E : E \to \mathcal{L}_E \) and \( \lambda_{\text{PFL}}^P : P \to \mathcal{L}_P \) are labelling functions.

A signal on TML is a tuple

\[
\mathcal{Y}_{\text{TML}} := \left( T, \lambda_{\text{TML}}^T \right) \tag{4.2}
\]

with the labelling functions \( \lambda_{\text{TML}}^E : T \to \mathcal{L}_E \) and \( \lambda_{\text{TML}}^P : T \setminus \{ t_l \} \to \mathcal{L}_P \).

A signal on SFL is a tuple

\[
\mathcal{Y}_{\text{SFL}} := \left( T, \lambda_{\text{SFL}} \right) \tag{4.3}
\]

with \( \lambda_{\text{SFL}} : T \setminus \{ t_l \} \to \mathfrak{F} \) assigning a function to each interval.

Table 4.1 sums up the diverse elements of the behavioural models.

Let us discuss the signals on SFL first, which, amongst the signals defined above, are the most similar to mathematical descriptions of signals. The signals on are the nearest to usual mathematical descriptions of signals we discuss them first. On this abstraction level, the signal models are quite comparable to the actually measured signals, as the time intervals between two elements of \( T \) are labeled with a function of the form \( y = f(t) \). The complete signal is represented by a sequence of function fragments. As each of these function fragments has a unique value at each point, and their intervals do not overlap, the complete signal is fully und uniquely defined on this level. This justifies the classification of measured signal data as SFL signals, and the use of a set of measurement data for modelling a system.

Moving on to the signal models on TML, we take an abstracting step: the intervals are not labeled with functions anymore, but with elements of the set \( \mathcal{L}_P \) instead. This set contains natural language representations of mathematical functions’ properties, specifically properties that have a duration, e.g. function values in a specific interval,
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<table>
<thead>
<tr>
<th>Level</th>
<th>Property Flow</th>
<th>Time Metric</th>
<th>Signal Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>System $S$</td>
<td>${B_1, \ldots, B_k</td>
<td>k \in \mathbb{N}^+}$</td>
<td></td>
</tr>
<tr>
<td>Behaviour $B$</td>
<td>$(I, O, \chi)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal $Y$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1.: Overview on the elements of behavioural models. System, behaviour and signal are defined in Def. 4.1, 4.2, and 4.3, resp.

function gradients, etc.; we call such characteristics phases. The elements of $\mathcal{L}_P$ can vary for different application domains. $\mathcal{L}_P$ can hold whatever is suitable for the application domain, and will typically have information such as ‘a constant between 0 and 1’ or ‘a slope between 1 and 3’, for example. These labels can also include information on the duration, although this is not necessary on the TML. However, we will see that this proves to be helpful here, and even more on the more abstract PFL.

$\mathcal{L}_E$’s elements are also natural language descriptions of mathematical functions’ characteristics, but in contrast to $\mathcal{L}_P$ they represent events, i.e. characteristics that take place instantaneously, e.g. maxima, jumps, and changes of phases. Event labels can contain information on time. However, this information does not refer to the duration, but to the allowed times of occurrence instead. As with the phases, also the possible elements of the events are domain-specific, thus no further specification of them is required here. Note that we cannot define exact semantics of signals on TML, but it should become obvious that in general at one specific point in time there is not only one exact value specified but other intervals of possible values.

The set of labels $\mathcal{L}_P$ is also used in the definition of signals on PFL along with $\mathcal{L}_E$. These labels are attached to the elements of a bipartite graph: $E$ and $P$ are the sets that contain vertices representing events and phases, respectively. As we
can see in the definition of $\sigma$ and $\theta$, every vertex has at most one predecessor and one successor, with the exception of the start and end events $e_0$ and $e_\perp$. Thus the vertices are connected to each other forming a linear sequence. Each vertex is labeled with a description of the mathematical properties, including possible specifications on the start time intervals or the durations. Consequently, we do not have any information on absolute time, but only relative one depending on the labels of the vertices. Hence, on this level, ambiguities – i.e. nondeterminism in the signal – are not only limited to the function values, but can also occur in the timing of the properties as well.

The example in Fig. 4.1 illustrates how signals on the different abstraction levels can be associated. Events on PFL are associated with elements of $T$ on TML and SFL, while phases are associated with intervals between two succeeding elements in $T$. Events’ and phases’ labels are linked to the mathematical functions used on SFL to describe the exact value of the signal. In particular, we can order the abstraction levels, PFL being the most abstract one, SFL the least, and TML lying in between.

One element in the behaviours’ definition 4.2 is still undefined, these are the interdependencies. In PFL, they can be used to represent temporal dependencies between events and phases of two different signals, e.g. an input and an output signal. Thus, interdependencies are syntactically additional transitions which connect vertices of different signals of one behaviour. Since they carry temporal information, they are labelled.

**Definition 4.4** (Interdependency). Let $I = \{I_1, \ldots, I_m\}$ be a set of input signals, and $O = \{O_1, \ldots, O_n\}$ be a set of output signals on PFL. Let $E_i^I$ ($i \in \{1, \ldots, m\}$) and $E_j^O$ ($j \in \{1, \ldots, n\}$), resp. be their event sets (cf. Def. 4.3). An **interdependency**
for these inputs and outputs on PFL is a relation

\[
\chi_{PFL} \subseteq \bigcup_{i=1}^{m} E^I_i \times \bigcup_{j=1}^{n} E^O_j \times \mathbb{R}^+ \times \mathbb{R}^+
\]  

(4.4)

Interdependencies connect events of input and output signals and represent causalities. They express the fact that an event has to occur in a specified time after the occurrence of another event in an input. The lower and upper limit for the admissible time points of the interdependencies are represented by the two positive real numbers in the definition.

One could define them for the more accurate levels, too, but there the interdependencies do not have to be labelled. The absolute time axis resolves all temporal interdependencies, thus this syntactical construct is not necessary on TML or SFL.

For the following definition of semantics we will introduce the notion of family of functions in a semiformal way. Let us take a set of functions defined on the same domain. This set is a family of functions, if the function values, the values of the first and second derivative meet the same requirements. One possible definition of these families can be based on a finite set of reference functions, and on a criterion that decides whether two functions lie close to each other.

**Definition 4.5** (Family of functions). Given a finite set of functions \( F \) and a criterion to check closeness of functions \( \Phi (x, y) \). \( F \) and \( \Phi \) define a family of functions \( \mathcal{F} \) as follows:

\[
f \in \mathcal{F} \iff \exists g \in F : (f, g) \models \Phi (x, y)
\]

(4.5)

A more formal definition of this concept would require an elaboration on the details of the requirement definitions, and the closeness criterion. For instance, we can examine whether their values’ are correlated or whether the squared difference of the values for same inputs lies within predefined tolerances. An example for a family of functions are all monotonic rising functions with the first derivative between 0.9 and 1.1, and second derivative between −0.1 and 0.1.

The idea of our semantics’ definition is quite straightforward: a behaviour induces a number of function families, one family for each input signal and each output signal. Each family consists of functions over the positive real numbers as time domain. The values of the function depend on the behaviour itself, and will often be real values as well, e.g. when the function represent velocity, distance, pressure, etc. Each of the function families defining a behaviour’s semantics is an admissible evolution of the behaviour’s input signals and output signals.

**Definition 4.6** (Semantics). Let \( B = (I, O, \chi) \) be a behaviour, where \( I = \{I_1, \ldots, I_m\} \) and \( O = \{O_1, \ldots, O_n\} \). Let \( V^I_1, \ldots, V^I_m, V^O_1, \ldots, V^O_n \) be suitable value domains for
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the inputs and outputs, resp. Then the semantics of \( B \), written as \( b(B) \), is a set of \( n + m \) families of functions meeting the properties specified in the behaviour’s signals, where each family consists of functions \( \mathbb{R}^+ \rightarrow V^I_i \) and \( \mathbb{R}^+ \rightarrow V^O_j \) resp.

![Figure 4.2. Elements of the semantics of a signal on PFL (left), TML (center), and SFL (right). The signal stays constant for a certain time, and then starts to rise. For better readability, the plots are coloured w.r.t. the start time of the slope.](image)

Let us illustrate the notion of semantics with an example using a minimalistic system model \( S^L \) on each layer \( L \). The system \( S^L \) contains one behaviour \( B^L \) with one output signal \( O^L = \{O^L_i\} \), \( I = \emptyset \). Let \( O^{PFL} = (E, P, \sigma, \theta, \lambda^PFL_E, \lambda^PFL_P, e_0, e_\bot) \) with

- \( E = \{e_0, e_1, e_\bot\} \),
- \( P = \{p_1, p_2\} \),
- \( \sigma = \{(e_0, p_1), (e_1, p_2)\} \),
- \( \theta = \{(p_1, e_1), (p_2, e_\bot)\} \),
- \( \lambda^PFL_E = \{(e, \varepsilon) \mid e \in E\} \), \( \varepsilon \) being the empty label,
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- \( \lambda_{PFL}^{PFL} = \{(p_1, 'x = 0 for max. 0.5 second'), (p_2, '\dot{x} \in [0.9, 1.1] for 1 second')\} \)

This definition describes a signal that equals 0 for at most 0.5 second, and then rises for 1 second with a rate of approximately 1. Some of the signals meeting this specification are depicted on the left in Fig. 4.2; these signals are elements of \( b(B_{PFL}) \).

On TML a refined signal \( O_{TML} \), namely one where \( x = 0 \) for \( \frac{3}{5} \) seconds and then rises with a rate of approximately 1, can be defined as follows. Let \( O_{TML} = (T, \lambda_{E_{TML}}^{TML}, \lambda_{P_{TML}}^{TML}) \) with

- \( T = \left(0, \frac{3}{5}, \frac{11}{5}\right) \),
- \( \lambda_{E_{TML}}^{TML} = \{(t, \varepsilon) | t \in T\}, \varepsilon \text{ being the empty word,} \)
- \( \lambda_{P_{TML}}^{TML} = \{(0, 'x = 0 for max. 0.5 second'), (\frac{3}{5}, '\dot{x} \in [0.9, 1.1] for 1 second')\} \)

Some of the resulting signals are depicted in the center plot in Fig. 4.2. Analogously, these are also elements of \( b(B_{TML}) \).

Finally, a further refined \( O_{SFL} = \{T, \lambda_{SFL}^{SFL}\} \) can be defined using \( T \) as above:

- \( T = \left(0, \frac{3}{5}, \frac{11}{5}\right) \),
- \( \lambda_{SFL}^{SFL} = \{(0, x = 0), (\frac{3}{5}, x = 1.1t)\} \)

On the right side in Fig. 4.2 this function is depicted; it is the only element in \( b(B_{SFL}) \). Fig. 4.2 illustrates how the refined syntactic definition lead to ‘tighter’ semantics.

Note that as the behaviour is a domain-specific description, there is no generic way to generate (or even compute) the semantic of a behaviour. In fact, it is also not obvious how to decide for a given function family whether it belongs to the semantics of the behaviour or not. We illustrate the problem with the following example.

Assume a system with just one behaviour consisting of one input acceleration and one output velocity. From domain-knowledge, we infer that acceleration is the first derivative of velocity. The abstract model defines the acceleration such that after eight seconds the system will be accelerated with \( a = 1 \text{ m} \cdot \text{s}^{-2} \) for at least three and at most six seconds, and there is no acceleration before or after. Thus, for the acceleration, any function \( f_a(t) \) with

\[
    f_a(t) = \begin{cases} 
        1 & 8 < t \leq t_0 \text{ with } t_0 \in [11, 14] \\
        0 & \text{else}
    \end{cases}
\]

qualifies. Further, for the speed, any function \( f_s(t) \) that
1. starts with some value and stays constant for the first eight seconds,
2. then has a slope of one as long as the acceleration is one, and
3. stays constant afterwards,

qualifies as the velocity function in the family. Although the characteristics stated above can be formalized, the crucial information to put those up comes from domain-knowledge: acceleration is velocity’s first derivative.

Even in this simple example, it is clear that there is no straightforward computational generation of the semantics. It is also not obvious how we can derive a algorithm that decides for a given arbitrary family of acceleration functions and one of velocity functions whether both families are in the semantics of the behaviour – although in this simple case, we have in fact a method for this. In general, such a method must somehow find suitable candidates where to split the given functions into parts that need to be checked for the different properties of the abstract model. If we can guess these time points, then it will often be possible to define algorithms for checking whether the function fragments are evolutions that are correct w.r.t. the specified properties. Our method is mainly based on ‘guessing’ these time points but using a reference signal and cross correlation.

4.2. Association to Automata

The system modelling technique introduced in this chapter resembles some automata models, e.g. finite state machines, real time and hybrid automata, etc. (cf. Sec. 3.1.1). In fact one can argue that the model of one signal, regardless of the abstraction level, is an automaton in which each state has at most one entering and at most one exiting edge. Therefore, the signal could also be regarded as an automaton’s run. We will discuss this view in detail for PFL, TML and SFL now, starting with PFL.

From Def. 4.3 we learn that a signal on PFL is modelled as an alternating sequence of two kinds of vertices representing phases and events. We will show that we can associate a PFL signal $Y_{\text{PFL}}$ to a NFA and one of its runs, resp. For this we construct an automaton $A = (V, \Sigma, \delta, v_0, F)$ such that

- $V = P \cup E$,
- $\Sigma = \lambda_{P}^{\text{PFL}} \cup \lambda_{P}^{\text{PFL}}$,
- $v_0 = e_0$, and
- $F = \{ e_\bot \}$.

The automaton’s transition function $\delta$ is constructed based on the transitions $\sigma$ and $\theta$ in such a way that
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• $\delta$ maps the same events to phases as $\sigma$ and the same phases to events as $\theta$, and

• the input symbol serving as parameter for $\delta$ equals the label of the target phase and event, resp.

The result of this operation is a ‘linear automaton’, where each vertex has exactly one successor, except the accepting state which has none. This automaton accepts exactly one word consisting of the labels of the PFL signal.

On TML, a signal is modelled as a sequence of points in time, with intervals and points in time labelled with the phase and event descriptions (cf. Def. 4.3). Analogously to PFL signals, we can transform these into automata. Here, a TML signal is mapped to a timed automaton. For this purpose, we introduce one clock that represents the continuous time in the TML signal, the points in time defined there are used to construct the guards for the transition function. With every transition this clock is set back again. In comparison to the transformation of a PFL signal, we have to change the input alphabet because in the semantics of timed automata, we cannot capture instantaneous events in locations. While the NFA’s $\Sigma$ is the union of both labelling sets, for the timed automaton we have to concatenate one event label and one following phase label. By this, we guarantee that the automaton has exactly one run, accepting the sequence of labels at the points in time defined in the TML signal.

Similar to the former transformations, a SFL signal is mapped to a hybrid automaton. We can use the clock introduced above for transition guards, and add location invariants that are derived from the set $\mathfrak{F}$ in Def. 4.3. In contrast to the former automata we do not need an input alphabet anymore, since the transitions are taken at the defined points in time captured in the guards. Again, we obtain a linear automaton, every location has at most one successor. Additionally, all continuous variable values are well defined at every point in time.

Above, we chose three different automaton models to demonstrate this association, but alternatively we are able to use only hybrid automata. For this we would have to evaluate the labelling of phases, etc. to construct invariants, guards, etc. In the end we would obtain the same hybrid automaton for a SFL signal as above, for a TML signal the guards would still incorporate exact clock values, while for PFL the guards would consist of intervals in time. We will not elaborate on the representation of all abstraction levels’ signal models as hybrid automata, since it is not significant for the further topics.

Essentially, a signal model on an arbitrary abstraction level can be associated to a linear automaton, where each state and location, resp. has exactly one successor, except the finite state or location. In fact, these automata represent one path in a more general automaton, we will discuss this problem in the following paragraph.
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With two operations we can transform a system’s model defined according to Def. 4.1 to automata. One operation is the composition of one ‘signal’ automaton per signal in a behaviour to obtain concurrent automata representing this behaviour. The other is merging all automata of one specific signal to one automaton accepting all defined property sequences in the PFL signal. After executing these operations in an arbitrary order, we would obtain a complex collection of concurrent automata. We can expect that correctly building such a collection from scratch is a difficult and time consuming task, as would be maintaining it afterwards. Therefore, we represent a system’s behaviour with the abstract modelling technique introduced in Section 4.1 instead of using the sketched automata representation.
5. Conformance and Similarity

Using the abstract behavioural models, we define a similarity relation that compares two systems showing continuous behaviour. In general terms, one can consider two systems to be similar when they behave in a similar way. Hence the proposed definition of similarity of systems uses an analogous similarity relation of behaviours. The abstract modelling of systems which was introduced in Chapter 4 to deal with the limitations of an exact time-value description, serves as a tool for these relations. We will compare accurate signal data obtained in test from two development artefacts on the one hand with an abstract behavioural system model on the other hand. If both artefact’s signals accord to the abstract model, the artefacts are considered to be similar. The most abstract level, PFL, will serve as comparison level, while the accurate data will be represented on SFL.

The starting point will be a notion that describes which (more exact) behaviours conform to a given abstract behaviour. With this relation, for instance, we can express whether a SFL behaviour conforms to a given PFL behaviour. Using this, we define the similarity relation with respect to an abstract model, before turning to a practically usable method to decide the conformance of continuous behaviours to abstract models.

Let us now define a conformance relation between a more accurate behaviour and a more abstract model. As already stated before, in general we are not able to list all allowed behaviours explicitly. Thus, we need to approach our conformance problem from the lower levels of abstraction: we will check whether the semantics of a more accurate behaviour is contained in the semantics of a more abstract one. As this is in fact a containment relation, we reuse the usual set inclusion symbol for our relation:

**Definition 5.1 (Conformance).** A behaviour \( \mathcal{A} \) conforms to a behaviour \( \mathcal{B} \) iff the semantics of \( \mathcal{A} \) is contained in the set of behaviours allowed by \( \mathcal{B} \), \( b(\mathcal{A}) \subseteq b(\mathcal{B}) \):

\[
\mathcal{A} \subseteq \mathcal{B} \iff b(\mathcal{A}) \subseteq b(\mathcal{B}) \tag{5.1}
\]

A behaviour \( \mathcal{A} \) conforms to a system \( S \) iff there exists a behaviour \( \mathcal{B} \) in \( S \) such that \( \mathcal{A} \) conforms to \( \mathcal{B} \):

\[
\mathcal{A} \subseteq S \iff \exists \mathcal{B} \in S : \mathcal{A} \subseteq \mathcal{B} \tag{5.2}
\]
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Although this definition does not specify the abstraction levels of both behaviour and model, we can assume that \( S \) should be at least as abstract as \( A \). Nevertheless it is possible to construct a TML and a PFL behaviour in such a way, that the PFL behaviour conforms to the TML behaviour, e.g. by specifying exact points of time for the PFL vertices and ‘relaxing’ the labels in TML behaviour.

We now use this relation to define the similarity of behaviours with respect to a behavioural model, and extend this definition to allow statements on the similarities of systems in general.

**Definition 5.2 (Similarity).** Two behaviours \( A \) and \( B \) are similar with respect to a system \( S \) iff both behaviours conform to the same behaviour \( S \) of the system \( S \):

\[
A \approx_S B \iff \exists S \in S : A \subseteq S \land B \subseteq S \quad (5.3)
\]

Two systems \( A \) and \( B \) are similar with respect to a system \( S \), iff for every continuous behaviour \( A \) of \( A \) there exists a continuous behaviour \( B \) of \( B \), such that \( A \approx_S B \), and vice versa:

\[
A \approx_S B \iff \forall A \in A \exists B \in B : A \approx_S B \\
\land \forall B \in B \exists A \in A : B \approx_S A 
\quad (5.4)
\]

The conformance relation in Eq. (5.2) of Definition 5.1 suggests that a behaviour conforms to a system, if the behaviour’s semantics is included in the semantics of a system’s behaviour. Thus, if we have two behaviours \( A \), \( B \) and both of them conform to the same behaviour \( S \) in the system, the sets of functions inferred from \( A \) and \( B \) will have common elements. This justifies the definition which calls them similar with respect to the abstract model. When we extend this definition to systems, we have to make sure that for each behaviour of one system there is a similar behaviour in the other system (cf. Eq. (5.4)).

Let us go back to the example on page 40, where we illustrated the syntax and semantics on the three abstraction levels with help of a simple signal. There, we had defined systems \( S^L \) consisting of one behaviour \( B^L \) each, each of which in turn consists of one output signal. From the definitions and Figure 4.2 we see that

\[
b (B^{SFL}) \subseteq b (B^{TML}) \subseteq b (B^{PFL}) \quad (5.5)
\]

and hence

\[B^{SFL} \subseteq B^{TML} \subseteq B^{PFL}.
\quad (5.6)
\]

So, we can conclude that \( B^{SFL} \subseteq S^{PFL} \).

From Equations (5.5) and (5.6) we can infer that

\[B^{SFL} \approx_{SPFL} B^{TML} \quad (5.7)
\]
and in particular

\[ S^{SFL} \approx_{SPFL} S^{TML} \]  

Now we have the necessary relations to compare systems showing accurate continuous behaviour. When we apply Def. 5.2 to the accurate measured behaviours of two such systems, we can state the similarity with respect to a model on a more abstract level, e.g. PFL. From the preceding definitions we see, that we can break this relation down to the question of conformance of behaviours in Def. 5.1. In consequence, a fitting iteration of a method evaluating the conformance of behaviours as defined is sufficient to answer this question.

Our main goal is to check the similarity of two systems by checking the similarity of their generated behaviours based on the input and output signals. Typically, the information on the signals has the form of sampled continuous data, so we need to connect this data with our definitions. A straightforward way would be checking for a whole sampled signal whether it lies in the semantics of an abstract signal. Although this would work out for models on SFL, this method would not be feasible on higher abstraction levels. Therefore, we have to take a different approach.

At first, we have to associate sampled continuous data with models on higher abstraction levels, in particular on PFL.

**Theorem 5.3.** Let \( C \) be a sampled continuous data signal and \( P \) a behaviour on PFL. Then \( C \subseteq P \) iff there exists an behaviour \( R \) on SFL such that \( C \subseteq b(R) \land R \subseteq P \).  

*Proof.* Let \( R \subseteq P \) be an arbitrary behaviour on SFL. If \( C \subseteq b(R) \), then \( C \subseteq b(P) \) by Def. 4.6 and 5.1, and therefore \( C \subseteq P \), and vice versa. \( \Box \)

Since this theorem does not give any hints on how to construct a conformance check, it is not sufficient to be used directly for conformance checking. In order to use this theorem effectively, we need to come up with a more constructive method to show conformance. The following lemmas are formulated to associate the different elements in a more detailed way. In the following let us assume that we can represent the data of a sampled continuous signal as

\[ C = \{(t_1, x_1), \ldots, (t_h, x_h) \mid t_i \in \mathbb{R}^+ \land t_i < t_{i+1}, x_i \in \mathbb{R}, h \in \mathbb{N}^+\} \]  

**Lemma 5.4.** Let \( C \) be a sampled continuous data signal and \( R = (T_R, \lambda_R) \) a signal on SFL. \( C \subseteq R \) iff there exists a partition \( \Pi = \{\pi_1, \ldots, \pi_l\} \) of \( C \), such that

1. \( \pi_i = \{(t_j, x_j) \in C \mid t_{j}' \geq t_j > t_{j+1}' \text{ with } t_{j}', t_{j+1}' \in T_R\} \).
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2. \( x_i = (\lambda_R (t_{i'})) (t_i) \) holds for all \((t_i, x_i) \in \pi_r = \{(t_{i'}, x_{i'}) \ldots \}\). \((t_{i'}, x_{i'})\) denotes the smallest element in \(\pi_r\): \( \forall (t_{k'}, x_{k'}) \in \pi_r : t_{i'} \leq t_{k'} \).

Note that the elements in each \(\pi_r\) get a new enumeration \(1', 2', \ldots\). \(\lambda_R (t_{i'})\) is one piecewise defined function from \(R\); the according interval in the signal data is represented by \(\pi_r\).

Proof. First we can state that \(b (R)\) has one element, which can be inferred from \(R\) directly (cf. Def. 4.3). This one element is a piecewise defined function.

Let us now assume \(C \not\subseteq R\). Then there is at least one tuple \((t_f, x_f)\), such that it is not equal to the value of \(b (R)\) at \(t_f\). Let \(\lambda_R\) map the interval which holds \(t_f\) to \(\lambda'\), then \(x_f \neq \lambda' (t_f)\). So, the second condition cannot hold.

Let us now assume that there is a partition \(\Pi\) of \(C\), such that both conditions hold. The consequence is that all the \(x_i\) in the tuples of \(C\) are the appropriate evaluations of the functions associated by \(\lambda_R\) at each \(t_f\). Thus, they lie within the semantics of \(R\) and therefore \(C \subseteq R\). \(\square\)

With this lemma we have established a connection between the signal data obtained from measurements, simulation, etc. and the behavioural models defined in Cha. 4. In particular, the lemma shows how to represent such data on SFL. Note that the original continuous signal, that is sampled, may not be equal to the SFL signal and still be considered as conforming due to the sampling.

In the next step we have to connect the system models on SFL and PFL in a similar way. The following lemma will associate a signal on SFL representing the measured data with a signal model on PFL being the comparison instance.

Lemma 5.5. Let

- \(R = (T_R, \lambda_R)\) be a signal on SFL, and
- \(P = (E, P, \sigma, \theta, \lambda_P, E, \lambda_P, P, e_0, e_\perp)\) a signal on PFL.

\(R \subseteq P\) iff there is a bijective mapping \(T_R \rightarrow E, t_i \mapsto e_i\), such that

1. the elements of \(T_R\) lie in the intervals allowed for the events,\(^1\)

2. the events defined by \(\lambda_P, E (e_i)\) are fulfilled by
   - \((\lambda_R (t_i)) (t_i)\), and by
   - \(\lim_{t \rightarrow t_i} (\lambda_R (t_{i-1})) (t)\),

\(^1\)A more formal definition of ‘intervals allowed for the events’ depends on detailed definitions for event and interdependency labels. We left those to be determined by domain experts. Given detailed definitions, allowed intervals will have to be inferred from the event labels, the property labels and interdependency labels of the SFL model.
and

\[ 3. \lambda_R (t_i) \in b (\lambda_P, P (\sigma (e_i))) \]

Proof. First recall from the proof of Lem. 5.4 that the semantics \( b (R) \) consists of one element. On the other hand, the semantics of \( P \) are represented by a family of functions (cf. Def. 4.6).

Let us first assume \( R \subseteq P \). Then we know that the semantics of \( R \) are an element of \( b (P) \). In particular we can conclude, that \( R \) has to have certain characteristics. Those characteristics can be mapped to certain characteristics of the PFL signal whose semantics contain the semantics of the SFL signal. First, the points of time in \( T_R \) separate intervals of time on which functions are defined. Thus, the elements of \( T_R \) have to be mapped bijectively on the elements of \( E \). Since the semantics of the SFL signal lies within the semantics of the PFL signal, timing and value constraints found in the labels of the PFL signal’s vertices are met. This fact is expressed by the three restrictions in the lemma, the first one relates to the timing, while the other two relate to the event and phase labels.

Let us now assume that there is a bijective mapping \( T_R \rightarrow E \) satisfying the three constraints. Then the SFL signal meets the timing and value constraints specified in the labels of the PFL signal. In particular each piece of the piecewise defined function resulting from the SFL signal meets the constraints of the according labels. Thus, we can conclude that the whole semantics \( b (R) \) meets those constraints and therefore is an element of \( b (P) \), and \( R \subseteq P \).

From those two lemmas we can deduce an algorithm allowing us to evaluate the conformance of sampled signal data with an abstract model. We present this process in Sec. 7 after showing that we now have the necessary foundations to check conformance of systems and therefore, also the similarity of two of them with respect to an abstract model. For this, we conduct below corollaries from Lemma 5.5 in an inductive way. In both corollaries bijectivity and surjectivity, resp. are crucial: With a bijection we assure that the number of input and output signals is equal, while the surjective mapping allows several less concrete behaviours conforming one more abstract one.

**Corollary 5.6.** Let \( R = (I_R, O_R, \chi_R) \) and \( P = (I_P, O_P, \chi_P) \) be now behaviours on SFL and PFL, resp. \( R \subseteq P \) iff there exist two bijections \( I_R \rightarrow I_P \) and \( O_R \rightarrow O_P \), resp. such that \( Y \subseteq X \) holds for all \( Y \mapsto X \). \( Y \in I_R, X \in I_P \) and \( Y \in O_R, X \in O_P \), resp.

**Corollary 5.7.** Let \( S \) and \( P \) be two systems on SFL and PFL, resp. \( S \subseteq P \) iff there is a surjective mapping \( S \mapsto P \), such that Cor. 5.6 holds.
These two corollaries complete the formal definition of the similarity relation with respect to an abstract model. In Lemma 5.5, we left open the question how to determine whether a SFL function lies in a PFL label’s semantics: When does \( \lambda_S \in b(\lambda_{P,P}) \) hold? When addressing this problem we have to keep in mind that there is no straightforward way to generate every exact signal function allowed by PFL semantics. Nonetheless, we are able to obtain a subset of reference signals on SFL, which exhibits typical features of the PFL label. By restricting the cardinality of such a subset to be finite we can compare the signal resulting from a SFL function with every reference signal in finite time.

We already introduced such an idea in the definition of families of functions (Def. 4.5). Based on this, we can state the following.

**Lemma 5.8.** Given

- a criterion for closeness \( \Phi(x,y) \) of two SFL functions,
- a finite reference signal set \( R \) of a PFL phase label \( \lambda_{P,P} \), and
- a signal \( S \) on SFL defined by a SFL function label \( \lambda_S \).

Let \( \mathfrak{R} \) be the family of functions defined by \( R \) and \( \Phi \).

\[
\exists \mathfrak{R} \in R : (S, \mathfrak{R}) \models \Phi(x,y) \iff S \in \mathfrak{R} \\
\implies \lambda_S \in b(\lambda_{P,P}) \quad (5.10)
\]

Before we proof the lemma, let us remark that the labels used in SFL represent functions which can be interpreted as signals (cf. Def. 4.3, (4.3)).

**Proof.** Since the labels in SFL represent functions we can apply a criterion for closeness \( \Phi \). Given a finite set of reference signals, we can decide whether there is one reference signal that is close to an arbitrary signal \( S \) defined by \( \lambda_S \). According to Def. 4.5, \( S \) belongs to the family of functions defined by \( R \) and \( \Phi \).

Since the elements of \( R \) are reference signals of a phase label \( \lambda_{P,P} \), functions that are elements of the family of functions \( \mathfrak{R} \) are elements of the semantics of \( \lambda_{P,P} \) (cf. Def. 4.6).

Note that we cannot decide whether a SFL signal is an element of the semantics of an PFL phase label; the choice of both closeness criterion and set of reference signals have a crucial impact on the construction of the family of functions. Depending on how the PFL labels for phases and events are formulated, it may be necessary to take a sequence of these labels into account.
Part III.

Implementation – The Approach in Practice
6. Implementing Abstract Behavioural Models

Originally, the author of this work developed abstract behavioural modelling hierarchy in the scope of the ZAMOMO project from 2006 till 2009. That project dealt with the problem of integrating model-based approaches in control engineering and software engineering with focus on small and medium sized enterprises. As already pointed out in [37], the found solutions were implemented in such a way that only a few tools are needed to make use of the solutions. For several reasons a tool chain with few elements is helpful for such enterprises. The most important aspects are lower costs when purchasing software tools, and less effort maintaining and using the tool chain.

Because the hierarchy connects the requirement management and the controller design process, the project partners involved in the according working package decided to use the tools used for those tasks. In this project the group working on requirement and system modelling implemented their solutions in a tool based on OpenOME, a framework for agent-based modelling [1]. The OpenOME approach uses the following additional tools:

- Telos is used for implementing new frameworks for OpenOME [34],
- ConceptBase is a database where the model information in OpenOME is stored [28].

One aim in ZAMOMO was to connect requirement engineering as known from software development with modelling methods used in control engineering with an automotive focus (cf. [15, 46–49]). The mentioned tools used for requirement capturing and engineering were connected to those used in controller design, mainly MATLAB/Simulink. Hence, the abstract modelling hierarchy was implemented in the same tool environment to establish the connection between those two domains. In [37], the authors implement the more abstract modelling layers PFL and TML with OpenOME, while for the more accurate SFL and TFL\(^1\), Simulink is used. In particular for the TFL, the choice was easy, since Simulink is a tool incorporating the use of transfer functions both implicitly and explicitly. The most abstract layer PFL was implemented using Telos with OpenOME as front end. Furthermore, with

\(^1\)TFL is not used in this work and therefore is not introduced in Cha. 4.
the Telos/ConceptBase environment the authors were able to create new models and gather information on existing ones with little effort.

The intermediate layers were implemented in both Simulink and OpenOME. The SFL models consist of lookup tables representing the piecewise functions, the switching from one interval to the following interval is achieved by using Simulink’s Clock block and blocks representing logical and relational functions. The TML links both tool domains and here, the change from OpenOME to Simulink is performed. In OpenOME we used a customised version of the PFL’s framework which includes such features as absolute timing information, removal of interdependencies, etc. Using ConceptBase, we can transform a PFL model to a TML model in such a way, that the latter’s semantics is included in the first one’s.

On the one hand, as pointed out in Chapter 4, the semantics of an abstract signal’s graph on PFL and TML induce a set of possible accurate signals. So, there is no unambiguous mapping of an abstract signal to exactly one accurate one. On the other hand, in Simulink one is not able to represent several signals in one simulation run. Thus, we have used a different approach to model TML signals in Simulink. Simulink provides a block library Model Verification that facilitates checks of signal values, e.g. whether a signal is zero, or lies within a certain interval. We use these blocks to validate whether a generated signal meets the property definitions of the OpenOME implemented model. The switching between the intervals is achieved similarly as in the SFL implementation (cf. Fig. 6.1).

For modelling requirements and linking those to the design process, the implementation in two tool domains, OpenOME and MATLAB/Simulink, was necessary. But this is not very suitable for test case modelling and analysis purposes. Here, we have measurements from different sources which can be analysed using mathematical tools such as MATLAB. For instance, the algorithm that determines the conformance of models is implemented in MATLAB (cf. Cha. 7). Thus, we will take a look at an object oriented approach for the implementation of abstract behavioural models in MATLAB.

As is demonstrated in [40], the modelling hierarchy can be made feasible with help of MATLAB/Simulink. Here, the formal concepts introduced before are applied. We have to implement both abstract models and algorithms to compute the similarity of systems. Since we are dealing with embedded systems here, it is straightforward to choose an environment commonly used in this domain. As mentioned in Chapter 3, MATLAB is a common tool suite in the embedded software domain. A conceptual description about how to implement the abstract modelling of systems in MATLAB will be presented in the following paragraphs.

For the abstract behavioural models we choose an object-oriented implementation; the UML class diagram of the abstract models is depicted in Fig. 6.2. The classes are defined according to the formal definitions, thus an instance of Abstract behavioural system model is composed of at least one behaviour object. Accord-
ing to Def. 4.2, each behaviour contains an arbitrary number of input signals and at least one output signal – \texttt{input\_signal} and \texttt{output\_signal}. Interdependencies between input and output signals are components of a behaviour, too, because the interdependencies are links between events and phases of different signals – \texttt{property\_flow\_interdependency}. As we already have reasoned in Chapter 4, they are only used for signals on PFL.

Input and output signal representing classes are derived from the class \texttt{signal}. Each signal can contain representations of any abstraction level, i.e. on PFL build up by events and phases, and absolute time signals on TML and SFL. Each \texttt{signal} object contains therefore a \texttt{property\_flow} object representing a signal on PFL, and is composed of \texttt{event} and \texttt{phase} objects. The according classes are derived from an abstract \texttt{property} class and inherit also two additional classes that are not defined in Def. 4.3:

1. \texttt{reference\_signal} object containing an accurate representation for the property,
   
2. \texttt{occurrence} object containing the shifts where the property was found in a signal’s data.

Both classes are used for the computations of the property identification algorithm (cf. Sec. 7.2). The transitions between events and phases are established within the \texttt{property\_flow} class.

The \texttt{signal} class also contains signal representations on the layers that use an absolute time scale, TML (\texttt{timemetric}) and SFL (\texttt{signal\_function}). These can be used for intermediate steps when refining a PFL representation, and as exact representation, resp. Observe that one \texttt{signal} can contain several objects of the classes \texttt{timemetric} and \texttt{signal\_function}. This is a consequence of the definition of a system’s semantics in Def. 4.6, a signal induces a set of mathematical functions.

In general, an \textsl{abstract behavioural system model} object will contain at least the PFL representations of the behaviours. Hence it can serve as the abstract model that one system should conform to while the measured signals can be represented in a \texttt{signal\_function} object. The conformance check algorithm can now check property by property, whether it can be found in the measured signal data, and also determine if it occurs at the right time and in the right order. Here, the storage class \texttt{occurrence} is used. The algorithm will use the information in the \texttt{reference\_signal} objects to search for the property.
Figure 6.1.: Simulink model on TML as implemented in the ZAMOMO project.
   Top: The overall model for a signal with three phases, the switching between phases is achieved by Clock and Multport Switch.
   Bottom: One of the phases subsystem is shown in detail.
Figure 6.2.: UML class diagram of abstract behavioural models.
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7. Conformance Checking

Together with the corollaries, Lemmata 5.4 and 5.5 describe a constructive approach to checking the conformance of a signal’s sampled data with a PFL signal. We can validate the conformance of continuous signal data with a PFL signal by inductively constructing a reference SFL signal from the PFL signal and checking whether the values of the continuous data are a subset of the resulting function. The problem lies in the generation of the reference signal, since in general the semantics of a PFL signal is an innumerable set.

According to Lemma 5.8, the main idea is to generate reference signals for each property defined in a PFL signal, and search for it in the sampled data. The generated reference signals belong to the SFL, and therefore Lem. 5.4 is applicable. Still, accurate equality of sampled data and reference signal is almost impossible to achieve, therefore we have to examine the continuous data using a closeness criterion. The crucial initial step is to identify times at which the sampled data is so similar to a reference signal, that we can assume the corresponding property being met. Having identified these times of occurrences for all properties we can validate

- whether the order is the same as in the PFL signal, and
- whether the times comply to the times in the abstract signal, too.

If we are able to validate these characteristics, the sampled signal conforms to the PFL signal. Thus, the result is that Lemmata 5.4 and 5.5, and the corollaries are satisfied.

Fig. 7.1 illustrates this process, where for example sampled continuous data is obtained from execution of test cases. In the following, we will focus on three of these steps, namely

1. generation of reference signals,
2. identification of properties in a signal, and
3. validation of the properties’ order and timing.

Note that some steps are taken in the modeling domain and in the SuT as well. In the first step, a reference signal is generated on the model side, while on the SuT side an accurate stimuli is generated as input for the test cases (cf. Sec. 7.1). Then, the stimuli are used for executing the test cases on the SuT side, e.g. a simulation
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Figure 7.1.: Activities and work flow of conformance checking of continuous signal data with an abstract model; the continuous data origins from test execution.
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of a Simulink model, or a software in the loop test with the real target system or similar systems. From the test case execution we obtain sampled signals, i.e. the values of a continuous signal are measured at distinct points of time. Keep in mind that in general the original signal is continuous.

This sampled data has to be compared to the abstract model of the outputs which is done by means of the reference signals. The first part of the analysis is the search for points of time at which a property occurs in a signal (cf. Sec. 7.2). This is the property identification on the model side.

After all properties required by a signal’s abstract model have been found, the last step follows. The first part is the validation of the order where we check whether the identified times of the properties’ occurrences are in the correct order. If this is the case we can go ahead and validate the properties’ timing with respect to other properties of the same and of related signals (Sec. 7.3). In case the timing could be validated, the signal lies in the behaviours allowed by the abstract model. By iterating these steps for every signal of every behaviour we check the conformance of the SuT with respect to the abstract model.

7.1. Generation of Reference Signals

Generation of reference signals of one single property involves steps of refinement with respect to the abstraction levels introduced in Sec. 4. While the properties are already defined on the PFL, we need to represent them on the SFL in order to enable property search in the accurate quasi-continuous signal obtained in the test. Generally speaking, it is obvious that one reference signal per property is not sufficient to cover the semantics of a PFL property; coverage is therefore a very interesting issue, which will have to be explored in future work (Sec. 12). System models on the PFL abstract from both time and value, thus we have to transform these abstract information to accurate ones. This can be done in one step or by taking an intermediate step to the TML, where only time is accurate. For better understanding the process will be described with this intermediate step in detail in the following paragraphs.

As the first step we have to define the sequence of points of time $T$; on the intervals between its elements the reference signal will be defined by piecewise functions. The information on the corresponding points of time can be extracted from the timing information in the properties’ and interdependencies’ labels. Since we now have removed the ambiguities with respect to time, we can also remove timing information from the labels, and there is no need to model interdependencies on TML and SFL (cf. page 38). Duration of phases are helpful, though, because it is a characteristic of the property itself, e.g. the duration of a rising signal determines its gradient. At this point we encounter the problem of coverage for the first time,
because durations can be specified as intervals over time. Thus, we have to choose some reasonable $T$ out of an uncountable set.

The recently described step results in a representation of a property on the TML. By replacing the natural language description with mathematical formulas we proceed to the SFL. Here we propose to apply Occam’s razor, i.e. we keep the formulas as simple as possible, while meeting the required properties. In most cases linear functions and polynomials of low order are sufficient and ease the later step of property identification. Again, we would have to cope with coverage, and have to choose a finite number of functions out of an uncountable set.

It is straightforward to transform the phases in such a manner, but as stated in Lem. 5.5, neighbouring events are necessary to create correct reference signals. Hence, these have to be captured implicitly in representations of the phases. Iterating this process and connecting the SFL representations to complete signals could be used for creating stimuli for test case execution. Note that if “wrong” reference signals are used, it might be impossible to find a property though the continuous data contains it. However we can be sure that every property found with a reference signal also occurs in the sampled signal.

In the context of back-to-back testing we suggest to use the oracle as reference signal generator. For this we assume that exact stimulating signals on SFL already exist, and can be used as inputs for the oracle. The oracle’s output is a sampled signal on SFL conforming to the abstract model on PFL, thus all required properties occur in the required order and timing. The user is able to identify these occurrences and mark them. By this, signal snippets are created, which can serve as properties’ reference signals. In the long run, a database of reference signals for properties can be build. One possibility to create stimuli would be generic parametrisable signal snippets based on individual domain expert knowledge. This topic exceeds the focus of this work and will be discussed in Future Work (Cha. 12).

7.2. Property Identification in Signal

While in the preceding step we prepared the reference signal for applying Lem. 5.4, we will now use this lemma to obtain the data we need for Lem. 5.5. The identification of properties’ occurrences in a signal is a crucial step in our work flow, since the following validation steps rely on well-founded and correct results. For every property expected to be in an obtained signal, two operations are executed.

1. Find points of time at which the property can occur (the first three steps in Fig. 7.2).

2. Check, whether the signal values are correct at these points of time (remaining steps in Fig 7.2).
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Figure 7.2.: Work flow of property identification. The first three steps (interpolate signals, calculate cross correlation, find intervals) compose the operation of finding possible times at which a property might occur, in the remaining ones the results are checked and filtered.
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By executing these steps one after another, the correct and quick identification of occurrences is guaranteed. We subdivide the identification process in these two main operations in order to avoid time intense comparisons of reference signal and test signal along of the whole length of the test signal.

Before we can start with the identification of possible occurrences of a property in time, we need to take a preparing step and interpolate the signal based on the sampled data. This preparation is necessary because of the method which will be used to compute the cross correlation in order to identify the occurrences. In Section 3.1.2 we already introduced the definition of cross correlation (3.2), let us repeat it here for better understanding:

\[
R_{xy}(\tau) = \lim_{T_F \to \infty} \frac{1}{T_F} \int_{-T_F/2}^{T_F/2} x^*(t) \cdot y(t - \tau) \, dt
\]

(7.1)

An established numerical approach to compute the cross correlation of sampled, discrete data would be to omit the integration and sum up the product of the shifted data points; \(m \in \mathbb{N}\) takes now the role of \(\tau\)\(^{1}\)

\[
\hat{R}_{xy}(m) = \begin{cases} 
N - m - 1 \sum_{n=0}^{N-m-1} x_{n+m} y_n^* & m \geq 0 \\
\hat{R}_{yx}^*(-m) & m < 0
\end{cases}
\]

(7.2)

MATLAB’s xcorr function in the Statistical Toolbox, for example, uses this equation to calculate cross correlation. This method has two drawbacks:

- it relies on sampling with a constant and fixed sampled rate, and
- it does not take into account the signal function’s characteristics, e.g. change rate, etc.

Expecting that the test signals are sampled, but the sampled data not necessarily equidistantly distributed in time, we have to use the original definition. For this we either need to resample both of the signals with the same sample rate, or we can analytically derive the cross correlation function from the functions of the signals. As we will discuss in Sec. 8.3, the results obtained from applying xcorr to resampled signal are unsatisfactory. For both possibilities we need to interpolate the signal values in order to obtain intermediate values or an interpolation function.

\(^{1}\)In (7.2), \(y_n^*\) and \(\hat{R}_{yx}^*(-m)\) are the conjugate complex of \(y_n\) and \(\hat{R}_{yx}\).
7.2. Fitting and Interpolating Sampled Signals

There exist several methods for obtaining additional values for intermediate steps from a given discrete set of pairs of breakpoints and values. We can distinguish those into two groups:

**Approximation:** fitting one polynomial or other function to the given function values while minimizing the error between function values at given breakpoints.

**Interpolation:** determine the values between the elements of the set with piecewise functions defined on the intervals between the breakpoints. The functions’ values at the breakpoints are equal to the corresponding pairs.

The first group includes methods such as polynomial fitting, where one polynomial approximates the given set of values. Here we cannot guarantee that every element from the given set is met, and the error between the element and the polynomial’s values at the breakpoint has to be minimized. Another fitting method are Fourier approximations using sums of sine and cosine functions of certain harmonics.

The second group interpolates in a piecewise manner, i.e. for each interval between two successive elements a function according to certain boundary conditions is calculated. These boundary conditions depend on the chosen interpolation method and they can restrict, e.g., the gradient near original values. In Tab. 7.1 we list the characteristics of some fitting and interpolation methods. While the first two methods, polynomial and Fourier, are fitting methods, the others are piecewise interpolation methods.

In Fig. 7.3 we apply those methods to show how differently sampled data is approximated and interpolated, resp. The original function (reference in grey colour) is constantly 0 up to the time $t = 0$, then oscillates with a rising amplitude. This signal is sampled with a rate of $1 \text{s}^{-1}$, and diverse fitting and interpolation methods are applied to reconstruct the original signal function. High-order polynomials tend to exhibit oscillatory behaviour, known as Runge’s phenomenon, we see this behaviour around $-10$. This also leads to the problem that not all nodes are met when the original signal is oscillating. In contrary to this, Fourier approximation meets all nodes, and shows decent results when the original function oscillates. Still, the resulting function oscillates for constant function values. This example with a switching function exhibits the disadvantages of fitting such functions.

Compared to this, piecewise methods perform better by following the data points quite closely. The simple piecewise linear interpolation connects successive data points by straight lines. Due to this, the interpolation result is not differentiable in the data points. Spline interpolation, in contrary, leads to differentiable results, as we see with Hermite and cubic splines. Hermite splines follow jumps in the original data set more closely then cubic splines, which tend to oscillate.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial fitting</td>
<td>One polynomial approximates all given elements</td>
</tr>
<tr>
<td></td>
<td>Shape depends on maximum order</td>
</tr>
<tr>
<td></td>
<td>Oscillation possible (Runge’s phenomenon)</td>
</tr>
<tr>
<td>Fourier approximation</td>
<td>Sum of weighted sine and cosine functions</td>
</tr>
<tr>
<td></td>
<td>Suited for periodic functions</td>
</tr>
<tr>
<td>Linear interpolation</td>
<td>Simple piecewise method</td>
</tr>
<tr>
<td></td>
<td>No side conditions at data points</td>
</tr>
<tr>
<td></td>
<td>Not differentiable at data points</td>
</tr>
<tr>
<td>Spline interpolation</td>
<td>Piecewise cubic polynomials</td>
</tr>
<tr>
<td></td>
<td>First and second derivative at nodes is constant</td>
</tr>
<tr>
<td></td>
<td>Resulting graph is “smooth”</td>
</tr>
<tr>
<td>Hermite interpolation</td>
<td>Piecewise cubic Hermite polynomials</td>
</tr>
<tr>
<td></td>
<td>First derivative is constant at nodes</td>
</tr>
</tbody>
</table>

Table 7.1.: Characteristics of a choice of fitting and interpolation methods.

![Comparison of interpolation methods](image)

Figure 7.3.: Comparison of interpolation methods introduced in Table 7.1. The original signal is depicted in grey colour.
When we keep in mind that often in control system we have to cope with signal functions exhibiting jumps and switching, piecewise interpolation methods are the better choice when computing intermediate values. Additionally, sampling takes place at short, possibly varying intervals, and differentiability is not required. Assuming a high sampling rate, piecewise linear interpolation is a good compromise being a simple method, and reconstructing the original signal function.

### 7.2.2. Analytically Deriving Cross Correlation

Having interpolated our set of signal data, we can continue with the search for properties in it. From signal processing and statistics we know cross correlation which we already introduced in Sec. 3.1.2. Remember that cross correlation gives us a measure of how similar two sets or signals are.

We make use of the fact that our functions are piecewise polynomials of order \( n \) and can subdivide the integral \( I \) in Eq. (7.1) using intervals in such a way that the coefficients of the interpolation polynomials of \( x \) and \( y \) are constant on each interval. The subdivision depends on both sampling time sets \( T_x \) and \( T_y \), and the shift \( \tau \). The sampling time sets can be obtained from the sampled data sets as defined in (5.9), \( T_x = \{ t \mid (t, x) \in C_x \} \) and \( T_y = \{ t \mid (t, y) \in C_y \} \), \( C_x \) and \( C_y \) being the data sets of signals \( x \) and \( y \), resp.

To compute the aforementioned intervals we construct an increasing sequence \( T' (\tau) \). First, we define

\[
T_y (\tau) = \{ t + \tau \mid t \in T_y \}
\]  
(7.3)

Secondly we restrict the unified time set to those values covered by both sets

\[
T (\tau) = \{ t \in T_x \cup T_y (\tau) \mid t \geq \max (\min (T_x), \min (T_y (\tau))) \land t \leq \min (\max (T_x), \max (T_y (\tau))) \}
\]  
(7.4)

Finally we construct the increasing sequence with the elements of \( T (\tau) \)

\[
T (\tau) = (t'_0, \ldots, t'_m) \text{ with } t'_l \in T (\tau), l \in \{0, \ldots, m\}
\]  
(7.5)

The set \( T (\tau) \) contains all sample times which lie in the common interval of both signals, i.e. we obtained the sample times of the intersection of the continuous time intervals of both signals.

Based on this sequence we can divide \( I \) into \( m - 1 \) subintegrals

\[
I = \sum_{l=0}^{m-1} I_l
\]  
(7.6)
Each of these \( I_l \) can be solved as follows (a more detailed derivation can be found in App. A).

\[
I_l = \int_{t'_l}^{t'_{l+1}} \sum_{i,j=0}^{n} x_i(t) \cdot t^i \cdot y_j(t-\tau) \cdot (t-\tau)^j \, dt \tag{7.7}
\]

We set \( x_i(t) = x'_{t_l,i} \) for \( t \in [t'_l, t'_{l+1}] \) and \( y_i(t) = y_{t'_l,i} \) for \( t \in [t'_l, t'_{l+1}] \):

\[
I_l = \sum_{i,j=0}^{n} x'_{t_l,i} y'_{t_l-\tau,j} \int_{t'_l}^{t'_{l+1}} t^i \cdot (t-\tau)^j \, dt \tag{7.8}
\]

\[
I_l = \sum_{i,j=0}^{n} x'_{t_l,i} y'_{t_l-\tau,j} \sum_{k=0}^{j} (-1)^j \binom{j}{k} \int_{t'_l}^{t'_{l+1}} t^{i+k+1} \tau^{-k} \, dt \tag{7.9}
\]

Setting \( \delta_l = t'_{l+1} - t'_l \) we obtain

\[
I_l = \sum_{i,j=0}^{n} x'_{t_l,i} y'_{t_l-\tau,j} \sum_{k=0}^{j} (-1)^j \binom{j}{k} \delta_i^{i+k+1} \tau^{-k} \tag{7.10}
\]

The limit function in Eq. (7.1) is not applicable in our case and needs to be substituted, since our data has limited range in time. The term \( \lim_{T_F \to \infty} \frac{1}{T_F} \) is used to scale the result of \( I \), so we have to introduce a different scaling. There are different methods to scale the cross correlation function, one of these is computing the cross correlation of the shifted signal with itself for shift \( \tau \), i.e. \( y(t-\tau) \) and \( y(t) \) shifted by \( \tau \), and setting it to 1. This, in fact, is the autocorrelation of the shifted signal \( y \), and we denote it by the following equation (cf. Eq. (7.1))

\[
R_{y,y}^n(\tau) = \int_{t'_0}^{t'_m} y^*(t-\tau) \cdot y(t-\tau) \, dt \tag{7.11}
\]

The integration limits \( t'_0 \) and \( t'_m \) are the minimum and maximum sample times shifted by \( \tau \).

In the end we obtain piecewise polynomials of \( \tau \) with the same order \( n \) as the
original interpolation polynomial.

\[
R_{xy}(\tau) = \frac{1}{R_{y,y}(\tau)} \sum_{l=0}^{m-1} I_l 
= \frac{1}{R_{y,y}(\tau)} \sum_{l=0}^{m-1} \sum_{i,j=0}^{n} x_{t',i} y_{t'_{\tau}-\tau,j} \sum_{k=0}^{j} \frac{(-1)^j}{k!} \delta_{i+k+1}^{j+k+1} \tau^j 
\]

(7.12)

The idea of the step from Eq. (7.13) to Eq. (7.14) is to solve the Eq. (7.13) for \( \tau \).

Observe that \( R_{y,y} \) can be computed with Eq. (7.14) by setting the denominator to 1.

In general the values for \( \delta_l \) differ in the terms of numerator and denominator. With the cross correlation function at hand we determine shifts of the reference signal against the test signal, at which the normalised cross correlation shows values close to 1. These are the points in time at which the property from which the reference signal has been created is expected to occur in the test signal.

The individual coefficients’ values \( a_{l,s} \) in Eq. (7.14) can be computed and used in an algorithm for cross correlation, \texttt{axcorr} [38, 40]. This newly implemented algorithm uses Eq. (7.14) to determine the value of cross correlation of a property reference signal and the measured test signal for given \( \tau \). In \texttt{axcorr} we make use of vectorised functions and are able to compute the values for \( R_{xy}(\tau) \) for a whole interval of values of \( \tau \), e.g. \( \{ \tau = 0.1k \mid k \in \{-1000, -999, \ldots, 0, \ldots, 999, 1000 \} \} \).

Starting with the sampled data sets of both signals \( x \) and \( y \), e.g. test signal and a property’s reference signal, and an array with the values of \( \tau \), we compute the piecewise interpolation of both signals. The individual values of the \( \tau \) array determine the shifts for which cross correlation is computed. For performance reasons we precompute the sequences \( T(\tau) \) for each element of the \( \tau \) array in the second step. We look up the interpolation polynomials’ coefficients according to the sequence’s elements and calculate the coefficients \( a_{l,s} \). For linear interpolation, we obtain following coefficients:

\[
a_{l,0} = \frac{1}{\sum_{r=0}^{1} (-1)^r \sum_{i=0}^{r} \delta_{i+r+1}^{i} x_{t',i} y_{t'_{\tau}-\tau,r}} \delta_{0} \]}

(7.15)

\[
= \delta_{0} x_{t',0} y_{t'_{\tau}-\tau,0} + \frac{\delta_{2}^{2}}{2} x_{t',1} y_{t'_{\tau}-\tau,0} - \frac{\delta_{2}^{2}}{2} x_{t',0} y_{t'_{\tau}-\tau,1} - \frac{\delta_{3}^{3}}{3} x_{t',1} y_{t'_{\tau}-\tau,1} 
\]

(7.16)

\[
a_{l,1} = -\frac{\delta_{2}^{2}}{2} x_{t',0} y_{t'_{\tau}-\tau,1} - \frac{\delta_{3}^{3}}{3} x_{t',1} y_{t'_{\tau}-\tau,1} 
\]

(7.17)
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By summing up the cross correlation’s polynomial we obtain the value of unscaled $R_{xy}(\tau)$. The scaling factors for every shift $\tau$ are also determined with the same algorithm.

The \texttt{axcorr} algorithm is implemented as a MATLAB function and makes use of the predefined interpolation function \texttt{interp1}. Additionally to the steps mentioned above we have to recompute the interpolation coefficients, since MATLAB’s interpolation function generates coefficients relative to the last sampling point.

![Figure 7.4.: Shifted PT$_2$ behaviour serving as example for early feasibility check.](image)

The feasibility and advantages of \texttt{axcorr} will be discussed with help of the following example. In control engineering, the step response is used to identify the behaviour of a system. For this the input variable is set instantly from one value to another, e.g.

$$u(t) = \begin{cases} 
0 & t < t_{\text{step}} \\
1 & t \geq t_{\text{step}} 
\end{cases}$$

One possible response is called PT$_2$ and is governed by the following differential equation

$$K u(t) = T^2 \ddot{y}(t) + 2dT \dot{y}(t) + y(t)$$

where $K > 0$ is the gain, $T > 0$ the time constant and $d > 0$ the damping constant. The blue curve in Fig. 7.4 is a plot of a step response at $t_{\text{step}} = 1$ showing PT$_2$
behaviour. In comparison to this, the green curve is shifted against the blue one by 2, while the red one is artificially disturbed by adding noise. Observe that all step responses are sampled at different points in time, which makes the analysis of the sampled signals more difficult.

Figure 7.5.: Computing the analytically derived cross correlation numerically with axcorr. The autocorrelation exhibits a maximum of 1 at $\tau = 0$, while the cross correlation of the original and the shifted signal exhibits the maximum at $\tau = -2$. The cross correlation of the original and the shifted disturbed signal has its maximum at $\tau = -2$, but the maximum is now approximately 0.7.

The results of computing the cross correlation of all three signals with the blue one are plotted in Fig. 7.5. The curves represent the values computed for an interval of values of $\tau$, their colours correspond to those in Fig. 7.4. Computing the normalized autocorrelation, we expect a maximum of 1 at $\tau = 0$. In fact the blue one exhibits such a maximum. For the shifted green signal, a similar curve should be the result, but shifted by 2, while for the shifted and disturbed one we expect a lower maximum around 2.

The peak of the disturbed signal’s cross correlation is lower than one would assume (below 0.8). Although the rising edge in the original signal can easily be found in the undisturbed ones, but from $t = 10$ on, the signals show different behaviour: while the undisturbed signals remain constant, the disturbed one oscillates. This
shows the need for further validation of found occurrences, which will discussed in the following section.

Let us first compare the results of \texttt{axcorr} with the ones obtained with \texttt{xcorr} applied to a linearly interpolated and resampled signal. The latter ones do not exhibit maxima at the expected shifts, and additionally, the resulting cross correlation values barely differ. In Fig. 7.6, the values for both shifted signals, undisturbed and disturbed, are plotted as dashed curves. When compared to those with the already known ones obtained by \texttt{axcorr}, we can observe that the computations made with \texttt{axcorr} represent the actual relations better. Reasons for this may be:

- In \texttt{axcorr} we work with the original sampling of the data and do not have to resample with a fixed rate.

- In \texttt{axcorr} we compute the cross correlation using the interpolated functions, thus taking into account the evolution of the signal in between. In contrast to this, (7.2) computes the cross correlation of only of the (re-)sampled data.

Additionally, in algorithms based on (7.2), the sampling rate controls the values for the shift $\tau$, while in \texttt{axcorr} we can choose the $\tau$'s arbitrarily.
7.2. Property Identification in Signal

7.2.3. Checking the Occurrences

Since the values of the cross correlation function indicate the time of a property’s occurrences, we have to validate the results of the step mentioned above. Additionally, we cannot conclude from the value how big the absolute differences from the reference are, and therefore, whether the test signal at that time conforms to the property. Hence, we determine certain intervals of potential occurrences of a property and use error metrics to compute the exact occurrences.

We choose to evaluate the shifts with help of mean square error, as well as absolute maximum positive and negative errors. Mean square errors are used to decide at what point of time a property really occurs, and since cross correlation gives a good hint we just have to calculate on certain intervals. For each interval of \( \tau \) where \( 0.8 \leq R_{xy}(\tau) \leq 1.1 \) holds we determine the minimal mean square error. This threshold is justified by the co-domain of the correlation, \([-1, 1] \subseteq \mathbb{R}\), where a perfect match would result in \( R_{xy} = 1 \). Values of \(-0.7 < R_{xy} < 0.7\) indicate weak or no correlation at all.

Since we have to take disturbances or slightly different signals into account, we expect the value of \( R_{xy} \) to be less than 1. For every value of \( \tau \) in one interval, we shift the property’s reference signal to that corresponding position in the measured signal. Here, we compute the mean square error between the reference and a interval of the measured signal of the same length starting at that position. The shifts that exhibit minimal values for the mean square error are prime candidate values of \( \tau \) for a property’s occurrence.

Having determined possible occurrences of a property \( p \in P \) in the signal, we have to filter those which lie in \( b(p) \). This can be achieved by discarding the occurrences at which the absolute errors of sampled signal and reference signal lie outside of the properties semantics. Therefore we have to determine the tolerances of a reference signal when generating it from the property. These tolerances have to be included in the closeness criterion \( \Phi \) (cf. Def. 4.5, and Lemma 5.8).

If no occurrence of a required property remains after the filtering process, the test signal does not contain all properties and therefore violates the abstract signal. If a faulty signal is recognised, the further progress varies and depends whether this signal is an input or an output. A faulty input signal indicates that accurate stimulus does not conform to the abstract model’s version, thus the test case executed is not the valid one and the output signal does not have to be checked further. If the input signals do conform but one of the output signals is faulty, the reason for this lies in the SuT, since conforming stimuli are processed in a way that yields not conforming outputs.
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7.3. Validation of Order and Timing

By now we have taken care of the second and third constraint in Lem. 5.5. However, we still did not check whether the first one holds. This constraint has two consequences:

1. The order of the properties’ occurrences has to be compared with the one in the PFL signal.
2. The times of these occurrences have to meet the timing constraints derived from the abstract model.

In order to validate the order of the properties in the test signal, we sort the identified occurrences according to the corresponding times. By this we obtain a sequence of properties similar to the one defined in the abstract model of the signal. Comparing the order of both sequences shows, whether a test signal conforms to the abstract model. If a deviation between abstract model and the test signal’s sequence occurs, the signal can not conform to the abstract model. As mentioned before, we would then have to distinguish between input and output signals.

A correct order of the property sequence is not sufficient for conformance of signals with respect to an abstract model when the correct timing is crucial. Hence, we have to check, whether the properties occur at the valid points of time. The timing information of the test signal’s sequence is easy to obtain, but the information of the abstract model has to be processed to be usable in this step. As mentioned in Sec. 4, there are three kinds of timing information in the abstract model on the PFL: intervals in which a property has to occur, duration of phases (cf. Def. 4.3), and interdependencies between signals (cf. Def. 4.4). We have to take into account all of these information for computing acceptable times for a property’s occurrence in a predefined order.

The information easiest to obtain are the intervals in time in which a property has to occur. These can be read directly from the model and are the base for our further calculations. If for a property no interval is given in the abstract model, all positive reals are possible times for this property at the beginning. In the following steps we restrict these intervals according to the durations and interdependencies. The first restriction comes in with the possibly defined durations of phases, the durations of preceding phases are summed up and restrict the interval of occurrence of the succeeding properties. The second restriction are the interdependencies, which also can be labelled with intervals, too. These intervals define the time span between the start of the originating property and start of the target property. After these restricting steps we can compare the times of the properties’ occurrences with the computed intervals in the PFL signal, and thus check whether these times meet the first restriction in Lem. 5.5.
After all time information has been taken into account, we can compare the required times calculated in this step with the occurrences we got from property identification. If the times of all occurrences lie within the according intervals, then the signal must lie in the set of allowed signals, otherwise the timing should be revised. Iterating this process for all signals of all behaviours of a system decides whether it conforms to its abstract model.

Again, we have to stress that the process we introduced here is a semi-decision procedure. Due to the arbitrary choice of one or more reference signals we cannot exclude false negatives, i.e. in case we did not find a property it might still occur in the test signal. If different reference signals have been chosen, we would have been able to find it. Still, we can exclude false positives, i.e. a identified property’s occurrence is a “real” one.
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Part IV.  
Application

This section demonstrates the general idea of the proposed approach for behaviour-based testing of embedded systems. The method is based on a conformance relation between two systems $A$ and $B$ described by their discrete and continuous behaviour. Let us assume that for the discrete part a suitable conformance relation is given, and only focus on the continuous behaviour of a system. The continuous behaviour of a system is given by a set of signals, in pairs of input/output signals.

8.1. Approach to Validation of Two Development Artefacts

We use the similarity relation with respect to the abstract model introduced in Chapter 5 to compare two development artefacts behaviour by behaviour. One scenario, in which the conformance relation is put to good use, is the one which originally motivated our work (cf. Sec. 2.1). In the model-based development of embedded software we usually have artifacts of different nature, maturity, etc., e.g. models and the code which was derived from the models manually or automatically. The question arises whether both of them behave in a way that is similar enough to be regarded as correct behaviour. Since we are dealing with embedded systems, continuous variables are a crucial issue and might show different behaviours in both kind of artifacts as was stated by Pehinschi, et al. in [41]. Still, both behaviours, though different, can be acceptable with regard to a specification; this situation is depicted in Fig. 8.1. Taking advantage of abstract behavioural models and the defined conformance relation, we can decide whether the behaviours of two systems, e.g. model and code, conform the abstract model and therefore, the systems themselves are similar with respect to these models.

8.2. Generalized Approach to Conformance Validation

The generalisation of the above described scenario results in a method to validate whether a system showing continuous behaviour conforms to its specification (Fig. 8.2). From this specification accurate continuous reference signals are created, to which the behaviour of the developed system should conform. Again, we can

Figure 8.1.: Similarity with respect to abstract model; if the behaviours of both systems conform to the abstract behavioural model, their behaviours are similar with regard to this model.

Figure 8.2.: Testing using the conformance relation.
take advantage of abstract models and the conformance relation. The continuous behaviour from the specification can be obtained in different ways, e.g. by refining abstract behavioural models as mentioned in [37]. Alternatively, the simulation of a model yields continuous behaviour, too, and as mentioned in Sec. 3.2.2, the model in MBD represents requirements in executable form.

Showing that the continuous behaviour of a SuT lies in the set of allowed behaviours of the abstract models, implies that the SuT is similar to its specification with regard to the abstract model. The test suite with the test cases can be derived from the specification, and the test stimuli are sets of continuous signals. For test execution, the input signal is fed to the SuT, and the output of the signal is measured. Then, this measured output signal from the SuT is checked for the conformance with the output signal of the test case specification. The test case is passed when the output signals conform to each other with respect to the abstract model, the test suite is passed when all test cases are passed.

8.3. Results

Figure 8.3.: Measured disturbed signal of a vehicle’s velocity.

To determine whether two systems behave in a similar way with respect to an abstract model, we have to check the conformance of the measured signal data with the signal definition in the abstract model. In this section we will be working with

an example taken from the automotive domain, similar to the one found in [23], and will show central aspects of the property identification process with one signal. We start with measurements of a vehicle’s velocity (Fig. 8.3) and an abstract signal definition on PFL, which belongs to one of the abstract system model’s behaviours (Fig. 8.4). In Fig. 8.4 the PFL model of the output signal is depicted, events are depicted as ovals or circles, phases as rectangles. Here, in the vertices’ labels the properties are defined by the following four variables:

- $t$ represents timing information, i.e. in what interval in time a property should start,
- $d$ denotes the interval of a phase’s duration,
- $v$ is the signal variable, i.e. the vehicle’s velocity, and
- $a$ stands for the acceleration $\dot{v}$, the rate of change of $v$.

Figure 8.4.: Graphical representation of an example signal definition on PFL. Rectangles represent phases, ellipses and circles represent events; variables $t$ and $d$ capture timing and duration information, while $v$ is the signal’s value and $a$ the rate of its change. In the property identification step we will search for the phase marked with green colour.

The graphical representation of conforming signals on the more accurate layers are depicted in Fig. 8.5. Here, we see both a TML and a SML signal model using the same time scale. The TML signal uses the same labels as defined in
the aforementioned PFL model. Hence, one can validate that the points of time correspond to the durations and the timing intervals in the PFL model. The SFL model is represented by its sole element in the semantics, namely a piecewise defined function using affine functions on the intervals. When we graphically compare the SFL signal with the measured data in Fig. 8.6, we see that there are obvious similarities. Still neither the measured signal’s timing is the same as the one of the SFL signal, nor are the values.

In order to check whether the signal conforms to the abstract model, first of all we have to find the properties specified in the abstract model. We pick the phase marked with green colour in Fig. 8.4 as an example. This is a “braking” phase where the signal \( v \) has a gradient (vehicle’s acceleration \( a \)) between \(-2.5\) and \(-1.5\), and this phase takes between 7 and 9 seconds. In order to generate a fitting reference signal we also have to take a look at the predecessor or the successor of the corresponding phase.\(^1\) Those provides us with the information that the starting value of our ramp lies around 16 (vehicle’s velocity). This is why we choose the following times and

\[^1\text{As mentioned in the context of Lemma 5.8, it may be necessary to use sequences of labels to create appropriate reference signals.}\]

Figure 8.5.: Graphical example signal definition on TML and on SFL. The TML representation on top uses the same time axis as the SFL representation below. The SFL signal is represented by its semantics.

Figure 8.6.: Graphical comparison of the interpolated measured signal and SFL model from Fig. 8.5

functions for our reference signal (cf. Fig. 8.7):

- \( T_x = \{0, 1, 9, 10\} \),

- \( v = \begin{cases} 
16 & \text{for } t \in [0, 1] \\
-2t + 16 & \text{for } t \in [1, 9] \\
0 & \text{for } t \in [9, 10] 
\end{cases} \)

By adding short signals originating in the neighbouring properties at the beginning and the end of the reference itself, we take the second restriction in Lem. 5.5 into account. By this, we are able to check the connection of the corresponding phase to its temporal neighbours. The occurrences of that phase in a different context within the measured signal can be omitted more easily.

With this reference signal at hand, we can search for an occurrence of this property in the measured signal. In general measurements yield discrete sampled data, thus we have to interpolate it first. As discussed in Section 7.2.1, with piecewise linear interpolation we obtain good results (cf. Fig. 8.6). This interpolation technique also supplies the functions we need for computing the cross correlation of reference signal with the test signal. The result of this is shown in Fig. 8.8, where also the interval where \( 0.8 \leq R_{xy}(\tau) \leq 1.1 \) is marked. As one can see, a peak lies in this
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Figure 8.7.: Reference signal for the phase marked with green colour in Fig. 8.4.

interval at a lag of $\tau = 25.4$. When we shift the reference signal by this lag against the measured signal, we see that the property is found with an acceptable quality (Fig. 8.9, left).

The next step is to validate the occurrence by computing the mean square error for the marked interval. When we determine the minimal mean square error on the surrounding interval, we obtain a lag of $\tau = 25.95$. In fact, when we compute the absolute errors $\Delta v$ at both lags, we get

$$\Delta v \in \begin{cases} [-1.20, 0.15] & \text{for } \tau = 25.4 \\ [-0.60, 0.53] & \text{for } \tau = 25.95 \end{cases} \tag{8.1}$$

Fig. 8.9 shows the reference signal shifted by the computed values; the computation of cross correlation already gives a very good hint (left), while additionally taking into account the minimal mean square error gives an almost perfect match (right). This is one example indicating that computing cross correlation analytically with `axcorr` is a valid method for finding properties in sampled signals obtained through measurements; we will discuss another one in the following chapter. Furthermore, additionally computing the minimal mean square error on the intervals where the cross correlation lies within the defined boundaries can be used to validate and improve the result.
Figure 8.8.: Analytically computed cross correlation of our example test signal and reference signal, mean square error is computed in marked interval.
Figure 8.9.: Reference signal shifted against test output (left: after computing cross correlation; right: after additionally computing minimal mean square error).
After iterating this process for all properties, we can assure that the order and timing conforms to the abstract model. Similarly to above example, the lags of the other properties except the first phase lie approximately one second after their occurrences in the SFL model in Fig. 8.5. Having computed the shifts, the signals are compared with the timing and duration information obtained from the PFL model. Since these steps become clear from their description in Sec. 7.3, we omit a detailed elaboration on validating. To sum up, we were able to validate that the measured signal conforms to the PFL model. Hence, if further measurements are available, we could check the similarity of those measurements with respect to this model.
9. Clock Drift Estimation

Hardware measurements systems can exhibit different timing behaviour due to drifts in intern clocks. This may lead to wrong sampling of continuous signals, and in turn to wrong test results. This chapter describes how the proposed conformance check can be applied to solve such a problem which originates from a real testing problem in industry. The knowledge on the drift of a clock helps to correct such measurement faults, and therefore is crucial for testing real time behaviour.

9.1. Approach

We will use the property-based conformance checking to estimate the drift of an unknown measurement system. To do so, another measurement system with known drift is required to derive a test oracle. The unknown systems serves as SuT. Thus both system measure the same continuous signals to yield sampled data. Each of these sampled data should exhibit similar representations of the same properties in the same order. In contrast to the order, the measured values over time will differ if the resulting signals values are naively mapped on the same time scale. This leads to a growing discrepancy over time, as depicted in Fig. 9.1

An expert tester would easily realise that the signals are similar. He recognises that similar signal properties follow each other in the same order. By identifying these properties and calculating the shift of their occurrences, the drift per sample can be estimated. In fact, when comparing the graphs of two functions, humans try to recognise similar characteristics and patterns. This is equivalent to the process of modelling signals with help of properties, i.e. this is equivalent to PFL. We use this fact to utilise the conformance check with \texttt{axcorr} to solve this problem.

Figure 9.2 represents the workflow of how to apply the conformance checking of sampled continuous data with respect to an abstract model to estimate clock drift. From the oracle’s measurement the user cuts out intervals in time at which a property occurs, we call this \textit{interval reference snippet}. By recognising a property, the user implicitly uses an abstract representation of it. After having found an appropriate snippet he refines this abstract representation from PFL to SFL. The next step is to find a part of the SuT’s measurement that is similar to the reference snippet.

1. First, we calculate the cross-correlation of snippet and SuT’s measurement
Figure 9.1.: The device with drift samples the signal more often, thus more values are obtained. When mapped on the same time scale along with the correctly working device, the signal seems to be stretched and longer. This figure is the same as Fig. 2.2, p. 15 and repeated here for better readability.
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Figure 9.2.: Using conformance checking for drift estimation.
with a coarse time scale. This step yields intervals on which the property is likely to occur.

2. Second, we refine the result by finding the minimal mean square error on the identified property occurrence intervals.

Subsequently, we obtain points of time, at which the property occurs in the SuT’s measurement and can therefore determine the difference in time between the occurrences in both measurements. This directly gives us the drift per sample.

9.2. Results

The data we are working with origins from a simulation of a Simulink model with two measurement devices implemented in Stateflow (cf. Fig.9.3). Both devices are hybrid automata with one state. The measurement takes place, when the transition is triggered each $\delta t = 10$ ms. While in one device $\delta t = 1$, in the other $\delta t$ is set to 1.1. Thus the second clock runs faster and the signal is sampled more often. The simulation itself is executed at a sample rate of 0.01. Due to numerical issues we expect that the mean drift per sample will be less then 1.1. This leads to a longer, stretched signal, then it is in reality (cf. Fig. 9.1).

Starting with two sampled data sets for one signal, the user identifies characteristic properties in the set obtained by the correct working measurement system. Cutting the appropriate data from the data set creates a signal snippet that serves as property’s reference on SFL. With this at hand we can apply $\text{axcorr}$. In this example we choose the property in the correctly measured signal in Fig. 9.1 occurring at $t = 700$ s. We create a snippet of this property by extracting the values at simulation samples 69000 and 75000 (Fig. 9.4).

Calculating the cross correlation with $\text{axcorr}$ yields several intervals where the function value is near 1 (cf. Fig. 9.5). We validate these results by calculating the minimal mean square error on these intervals with a finer subdivision of $\tau$. As depicted in Fig. 9.6, there is one minimal value for mean square error at a shift of 726.8 seconds from the signal’s start. In the correctly sampled data, this property occurs at sample 69000, i.e. at $t = 689.24$ s. Thus, the property appears to be shifted by 37.56 s which implies a drift rate of 0.0545. This means that during each measurement sample of the correctly working device 1.0545 samples of the drifting one are executed.

In Fig. 9.5 we observe, that $\text{axcorr}$ calculates values higher than 1 and lower than −1, which should not occur. The origin of this seldom observed effect is not known yet. When it was observed, we were able to validate that no potential occurrences were missed. Getting rid of these miscalculations will be one of the tasks still to solve.
9.2. Results

In this example we did not take into account jitter on purpose, in order be able to get first validation results. A more elaborate future validation should include such additional disturbances.
9. Clock Drift Estimation

Figure 9.3.: Simulink model implementing a correctly working and a drifting clock. The Stateflow charts are build in the same way and differ only in the input drift.
9.2. Results

Figure 9.4.: Reference snippet of rising signal occurring at samples 69000 to 75000.

Figure 9.5.: Potential occurrences found with \texttt{axcorr}.
Figure 9.6.: Values of mean square error calculated at the intervals shown in Fig. 9.5. Notice the logarithmic scale.
Part V.

Discussion & Outlook
10. Related Work

Conformance checking is an important topic in software system testing. Driven by a practical point of view, different authorities defined several standards approaching conformance testing (cf. [19, 29, 55]). Firm theoretical basics to conformance checking was developed by several authors, e.g. Tretmans, Cavalli and others (cf. e.g. [11, 53, 54]). This is not only true for pure software systems, but also for real-time systems where timed automata (see [6]) and relations like timed ioco (see [45]) play an important role.

As mentioned in the literature on embedded systems, a growing number of those systems are developed in a model-based approach, i.e. the controller software and the corresponding controlled system are modelled together in which the code is generated manually or automatically afterwards [13, 26]. Especially, the validation of automatically generated code is an issue. According to Stürmer, Conrad, et al., although there are sophisticated methods to prove the correctness of compilers and code generators, testing is seen as the most feasible one [50, 51]. Here, the proposed approach can be used to compare the behaviour of model and generated code in back-to-back test.

In recent work several novel approaches are demonstrated that tackle the question of how to cope with the inaccuracies and other problems, when it comes to continuous data. Surveys as the one conducted by Pehinschi [41] show that this is an issue of practical relevance. We discuss briefly two of those, namely TTCN-3 extensions and online test evaluation in Simulink. The latter is presented in detail by Zander-Nowicka, et al. in [56–58], where a multi-level testing methodology for automotive software is suggested. This also incorporates the modeling of test signal with help of features, which corresponds to the properties used in the approach presented in this work and are inspired by Gips and Wiesbrock [20].

Also using the ideas of properties of continuous signals is the work by Schieferdescker, et al. [23, 43, 44] introducing cTTCN-3, an enhanced version of TTCN-3. Originally, TTCN-3 [18] is a programming language for modelling test cases for testing communication protocols. While the first two publications introduce the concept of continuous signals to TTCN-3, the latter adds the notion of properties. Another approach to continuous signals in TTCN-3 is μTTCN by Bräuer, et al. [9], but there seems to be no further publication on this specific topic. All the work mentioned above approaches the problem of modeling continuous signals, but does not elaborate on checking of test results’ conformance to those models. Such a
conformance checking is one of the main contributions in the work presented here.

Piketech’s TPT\cite{10, 32}, originally developed by Bringmann (nee Lehmann), et al. in cooperation with Daimler AG, is a tool for modelling and executing test cases in embedded software development. It offers a modelling method similar to the time region automata introduced by Alur and Dill in \cite{6}. For communication with Simulink models, TPT provides interfaces with MATLAB/Simulink. The modelling method is similar to the PFL signals presented in this work (cf. Sec. 4.2), but it also contains additional elements for modelling feedback loops and concurrent systems. Besides that, TPT explicitly allows taking decisions in the individual test cases, hence facilitating the representation of a set of test cases in one model. The test cases represented by such a model do not have to be similar.

The proposed methodology is intentionally designed to use a more single test case centered view, by not allowing feedback and conditional flows, i.e. each behaviour model represents one test case. As argued in Section 4.2, the main reason was the growing complexity of such automata, when more and more runs are introduced and in the same time, one has to exclude the prohibited ones. Moreover, the proposed work included more precise levels of abstraction, which are important for the test assessment. In \cite{32} Bringmann does not elaborate on the test assessment methodology in detail. While he discusses the necessity of abstraction, he presents little details on how this abstraction should take place. Although he mentions a concept of similarity, it does not become clear how this similarity is defined and checked.

Regarding the implementation, both approaches, cTTCN-3 and TPT, bring their own stand-alone applications. These can connect to modelling environments as Simulink via data import and export or directly. Still, this means that an additional tool has to be added to the overall tool chain, which can lead to glitches and dependencies with regard to versions, builds, etc. In contrast to this, our work aims to keep the amount of different tools as low as possible. Hence, the proposed solution is directly implemented with MATLAB avoiding the use of any additional Tool Boxes. That is, new functionality can be added without increasing the amount of tools. A further advantage of this approach is the utilisation of several build-in features of MATLAB, e.g. working with vectorised functions on large arrays.

In Section 4.2 it is shown that timed automata \cite{6} or hybrid systems \cite{25} could be used for the abstract models’ definition. The main idea is that events and phases are described by the logical formulas allowed as transition guards in these formalisms. In the case of timed automata, our semidecidable method would then become decidable. The relation of the presented modelling method to timed and hybrid automata is not yet understood in all detail. The impact of a potential link between hybrid automata and the presented technique on the decidability of the latter would be an interesting field of investigation.

Dang and Nahhal use hybrid automata as specification for conformance tests in
They, too, use a behaviour based approach, comparing input/output behaviour of a specification automaton and an SuT. In contrast to the approach presented in this work, they rely on the accurate signal and focus on coverage and validation of “completeness”. For this, they suggest a relation called star discrepancy that measures the distribution of test case trajectories.

In [21, 22, 30], Girard, Julius, Pappas, et al. present methods for robust testing of hybrid systems using hybrid automata. The question how to obtain such a hybrid automaton from a system’s behaviour is not covered there. In the proposed work, a methodology to obtain an abstract model based on the system’s behaviour without the need of constructing an automaton is described.

Kuipers introduced qualitative simulation, which takes a different approach to modelling of physical systems [31]. This approach is based on the so called qualitative differential equations, which allow a dynamic, yet abstract view on physical systems. Similar to ordinary differential equations, qualitative differential equations describe a system’s behaviour with help of changes of state variables. The change itself can be either increasing, steady or decreasing, and additional constraints can be stated. A set of qualitative differential equations comprises all solutions of the ordinary ones that comply to them. Convoluting such qualitative differential equations leads to a set of possible and diverging behaviours. Apart from that, there seems to be no methodology to refine such qualitative models systematically, a problem addressed in this work.

As mentioned before, an important aspect when talking about continuous test data is test coverage of continuous systems. Interesting approaches by Dang and Nahhal, and Girard et al. are presented in e.g. [14, 22]. However, this issue is out of scope of this work. One direction in which research could be perpetuated based on the work presented here will be discussed in Sec. 12.2.
10. Related Work
11. Summary

Model-based approaches in the development of embedded software become more and more wide spread. In these approaches, different models of one target system are the central elements. The most common algorithm modelling technique used in engineering are block diagrams. In these models, blocks represent the algorithm’s mathematical functions which are connected by signal lines representing the variables. One popular tool for modelling and simulating block diagrams is The MathWorks Simulink.

Recently, a growing number of algorithms and functionality of embedded software are designed using such model-based approaches, a prominent one is Rapid Control Prototyping (RCP). Its main advantage is the possibility to develop functionality of both controlling embedded software and controlled system in one modelling environment. Additionally, the developer can simulate the whole system and improve its performance, debug algorithms, etc. in early development stage.

In all development stages of RCP iterative testing takes place, yielding different test results and system behaviours. Important test phases are Software in the Loop (SiL), and Hardware in the Loop (HiL). In this work, we have discussed two problems that may occur during these phases:

1. Taking into account the continuous characteristics of system variables, how can we safeguard a consistent evolution of the development artefacts?
2. How can we analyse correctly test results obtained from real time test devices that do not have certified clocks?

For the first question, test results are compared in order to safeguard a consistent evolution of the development artefacts. Since different artefacts were tested at different stages of the development under different conditions, we cannot expect the results of each test case to be exactly equal, but at most similar. This similarity check of continuous systems is addressed in this work.

The methodology presented here is based on models of system behaviour with different levels of abstraction. A behaviour is represented by the input and output signals of a system and their interrelationship. Thus, we obtain a black-box model of our system in the time domain. A collection of such behaviours enables the observation to get more insight into the systems nature. On each level of abstraction, a system’s model is put up by a set of behaviours, each of which consists of input signals and the according output signals created by the system.
The description of the signals themselves varies strongly, and was originally driven by the needs of requirement capturing for dynamic continuous systems. In early development stages, we use the most abstract models of the PFL, representing a signal by a sequence of natural language, paraphrasing the mathematical properties. Here, neither absolute time nor exact function values have to be used. We refine the abstract models by adding first information on time, then on exact signal values. On the most accurate level SFL, we describe a signal by piecewise defined functions, again representing the mathematical properties.

Here, we apply these models to represent and evaluate the behaviour of a SuT, and use the models on PFL as a reference to compare it with a oracle’s behaviour. For this comparison we have to introduce a similarity relation with respect to an abstract model. Two systems are similar with respect to an abstract model $A$, when their behaviours conform to this abstract model $A$. Conformity is given, if all properties defined in the PFL-model’s signals can be found in the measured data, in the correct order and at appropriate points of time.

Thus, the central question is how we can find properties in measured signal data. The proposed work describes a method in which signal snippets are used to a property on the SFL, i.e. as a mathematical function on a time interval. To find one snippet in a set of measured signal data, we compute the cross correlation of the interpolated measured data and the snippet. By this, we find on which time interval of the measured data one property potentially occurs and refine this result by computing the mean square error of both signals on this interval. Repeating this for all properties yields all occurrences of the properties in the system’s abstract behaviour model.

After all the properties are localised, we proceed to the next step and validate whether the found properties’ order is the same as specified in the abstract model. If this is the case for all specified property flows, we examine the points in time of the occurrences. These have to lie in the specified interval of the property, which can be inferred from the timing constraints in the property flow. After successfully checking these conditions for all specified behaviours of both systems, we know that these systems conform the abstract model and therefore are similar with respect to the abstract model.

An important application of the similarity and the conformance relations is evaluating test cases in regression test. Here, the older development artefact, e.g. a Simulink model, serves as oracle, while the SuT is a newer artefact generated during the development process, e.g. automatically generated C code compiled to an executable. Both systems are stimulated with the same inputs, which conform to the abstract model’s inputs. If both systems’ outputs also conform to the abstract outputs, the systems are similar with respect to this model. In case that one output of the SuT does not conform, the regression test found a faulty behaviour of the SuT. The feasibility of this method is demonstrated in an example using measured
signal data from a Simulink simulation model. In addition, the similarity relation can also be used for other behavioural tests, especially when the user has a library of snippets. A brief outlook on this topic will be discussed in Chapter 12.

When dealing with the second problem, the validation of test hardware timers, we can apply conformance checking, too. The motivation here are possible differences in sample timing due to not exactly working hardware timers. Due to this, a drift occurs in the sampled data which leads to distorted signals and seemingly wrong timings of events. The original timing of these pieces was obtained in test runs with certified reference test hardware. In both test results, we search for certain properties, and obtain the points in time of the occurrences. Using these time information, we can estimate the difference of the sample times, i.e. the drift. For the search for properties based we use the cross correlation approach already used for regression tests. We have shown the feasibility of this approach using a Simulink/Stateflow model in order to work with an undisturbed signal without jitter. We discussed the example in Chapter 9.
11. Summary
12. Future Work

In this work a methodology to compare signals of test measurements with respect to an abstract behavioural model is proposed. The following closing remarks will throw a light on possible steps to continue the work.

The components of the proposed methodology focuses especially on the computational and modelling aspects. Arbitrary signal snippets are chosen as reference signals for those computations. The process of obtaining those such signal snippets is not covered in depth. Additionally, testing continuous behaviour with respect to an abstract behaviour in the proposed way poses the question of test case coverage:

- How many test cases are required to cover one abstractly modelled behaviour?
- How well does a given set of behaviours describe the target system?

Dealing with aspects such as reference signal generation or test coverage are two possible ways to enhance, augment, and continue this work.

12.1. Reference Signal Snippets

As indicated in Section 7.1, reference signal generation is not the main focus in this work. Nevertheless we have to keep this topic in the back of our mind, since these snippets are substantial for the conformance check. The proposed initial approach to obtain this snippets is to choose fundamental mathematical functions such as constant values, linear polynomials, etc. Furthermore, this initial approach only defines one sequence of these functions, i.e. one snippet per property. The final result, however, needs to be picked from these functions by hand. For further investigation, two approaches seem promising:

1. Interactive collection of snippets in a library
2. Parametrisable templates

During the model-based development process several runs of simulations and X-in-the-loop tests are performed, yielding signal data. Over time, numerous development cycles for different products take place, creating a wide variety of domain-specific data which is typical for a company or department. From this data, developers can choose good examples for certain properties. By associating this signal intervals with
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According property descriptions in a database, a development team, department, etc. would be able to create a collection of typical signal snippets. Such snippets database can be used afterwards for conformity checks with respect to an abstract behavioural model.

The second approach makes use of a template for each property, which can be parametrised by the user. The general idea here is to determine typical properties of signals used in tests and produce a template for each property. For the conformity check, the user can assign a set of parameters to the respective property templates to instantiate an according set of snippets. Examples of parameters that could be used for instantiation of a snippet are initial value, ending value, duration, derivatives, etc.

Realistically, a combination of both approaches should prove as most promising. A collection of snippets collected during tests and simulations would be used to obtain templates and typical parameters. These now domain-specific templates, in turn, would be used to instantiate new snippets.

12.2. Test Case Coverage

When it comes to software intense embedded system, several interesting problems stem from the combination of discrete and continuous mathematics. The discrete one governs software and computer environments, while the continuous one the physical world. While addressing the aspect of comparability of dynamic behaviour in both mathematical domains in this work, it is observed that the problem of test coverage is one worth further investigation. The central questions driving this problem are discussed in the following.

The first one, being the more specific one, asks for the number of test cases needed to test a system exhibiting continuous behaviour. This can be reformulated to the question whether there is a metric telling how much of an abstractly modelled behaviour is covered by certain accurate test cases. When checking the conformance and similarity of a system, we try to assess the developed algorithm with a finite number of test cases. Given a system with at least one continuous variable, we have an innumerable set of possible behaviours. Thus, even when focussing only on one abstractly described behaviour, the number of accurate behaviours included in it cannot be enumerated.

The second question takes this topic one step further by asking how well a system’s behaviours can be described by a given set of behaviours. For a verification process, an exhaustive evaluation of all input signal functions would be the ideal, yet unfeasible approach. To simplify this, the system’s specific dynamics can be taken into account, e.g. not all inputs make sense for physical reasons. For testing purposes we have to restrict ourselves to those realistic cases. Still, because of the
12.2. Test Case Coverage

The aforementioned question this leaves us with a potentially innumerable number of test cases.

As mentioned in Chapter 10, Dang and Nahhal suggested a relation called star discrepancy to measure test coverage of continuous and hybrid systems [14, 35]. With star discrepancy one can determine whether a set is distributed uniformly in a variable space. Thus, Dang and Nahhal’s approach estimates boundaries of the coverage of the potentially reachable space using star discrepancy. This method could also be applied in our case. The basic idea is to restrict the reachable space to the values defined by the abstract behavioural model. Additionally, one could take into account the evolution of the input and output signals in form of the derivatives.

A brief overview over other approaches to the coverage problem can be found in [30]. Here, as in [21, 22], similar methods as applied by Dang and Nahhal are used to measure the coverage of robust test cases for hybrid systems. As mentioned in Chapter 10, tests are performed on hybrid systems. Combining this approaches with the modelling method presented here, might be an interesting enhancement of robust test case generation.
12. Future Work
Part VI.

Appendix
A. Computation of Integrals $I_l$

In Section 7.2.2, in Equation (7.6) cross correlation is described with a sum of integrals $I_l$:

$$I_l = \int_{t_l^l}^{t_{l+1}} \sum_{i,j=0}^{n} x_i(t) t^i \cdot y_j(t-\tau)(t-\tau)^j \, dt \quad (A.1)$$

There, we also introduced the monotonically rising sequence of points of time

$$\mathcal{T}(\tau) = (t'_0, \ldots, t'_m) \text{ with } t'_l \in T(\tau), l \in \{0, \ldots, m\} \quad (A.2)$$

where

$$T(\tau) = \{ t \in T_x \cup T_y(\tau) \mid t \geq \max (\min (T_x), \min (T_y(\tau))) \land t \leq \min (\max (T_x), \max (T_y(\tau))) \} \quad (A.3)$$

$T_x$ is the set of sample points of time of the reference signal, and $T_y(\tau)$ is the corresponding set of the property signal snippet shifted by $\tau$.

From this construction of $\mathcal{T}(\tau)$ we can infer that the coefficients of the piecewise interpolation are constant on each interval that is enclosed by two adjacent elements of $\mathcal{T}(\tau)$. Hence, for $t \in [t'_l, t'_{l+1}]$ we can substitute

$$x_i(t) = x_{t'_l,i} \quad y_i(t) = y_{t'_l,i} \quad (A.4)$$
and get

\[ I_1 = \int_{t'_i}^{t'_{i+1}} \sum_{i,j=0}^{n} x_{t'_i,i} t^{i} \cdot y_{t'_i-\tau,i} (t - \tau)^{j} \, dt \]  
(A.5)

\[ I_2 = \sum_{i,j=0}^{n} \int_{t'_i}^{t'_{i+1}} x_{t'_i,i} t^{i} \cdot y_{t'_i-\tau,i} (t - \tau)^{j} \, dt \]  
(A.6)

\[ I_3 = \sum_{i,j=0}^{n} x_{t'_i,i} y_{t'_i-\tau,j} \int_{t'_i}^{t'_{i+1}} t^{j} (t - \tau)^{j} \, dt \]  
(A.7)

\[ I_4 = \sum_{i,j=0}^{n} x_{t'_i,i} y_{t'_i-\tau,j} \sum_{k=0}^{j} (-1)^{k} \binom{j}{k} \frac{j^{i+k}}{i+k} \tau^{j-k} \, dt \]  
(A.8)

\[ I_5 = \sum_{i,j=0}^{n} x_{t'_i,i} y_{t'_i-\tau,j} \sum_{k=0}^{j} (-1)^{k} \binom{j}{k} \tau^{j-k} \int_{t'_i}^{t'_{i+1}} t^{i+k} \, dt \]  
(A.9)

\[ I_6 = \sum_{i,j=0}^{n} x_{t'_i,i} y_{t'_i-\tau,j} \sum_{k=0}^{j} (-1)^{k} \binom{j}{k} \frac{1}{i+k+1} t^{i+k+1} |_{t'_i}^{t'_{i+1}} \]  
(A.10)

Setting \( \delta_t = t'_{i+1} - t'_i \) we obtain

\[ I_1 = \sum_{i,j=0}^{n} x_{t'_i,i} y_{t'_i-\tau,j} \sum_{k=0}^{j} \frac{(-1)^{k}}{i+k+1} \binom{j}{k} \delta_t^{i+k+1} \tau^{j-k} \]  
(A.12)
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