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Formal methods are mathematical techniques used in the development of trustworthy ICT systems. Their application ensures correct specifications and error-free implementations of systems providing guarantees on their functional requirements and probabilistic behaviours, e.g., performance, reliability, etc. Model checking is one of such techniques that systematically and exhaustively explores all possible configurations of systems’ models to verify certain properties. One of the challenges faced by this approach is to design efficient algorithms for exploring all configurations of systems’ model. The number of states for realistic systems is usually extremely high and sometimes even infinitely-many — known as the state space explosion problem. This problem restricts the applicability of model checking algorithms.

Abstraction is a reduction technique that removes information from system models irrelevant to the property of interest; and consequently induces additional behaviour. The abstract models over- and/or under-approximate the behaviour of concrete models. For example, existential abstract models like Segala’s probabilistic automata (PA) over-approximate while modal abstract models over- and under-approximate the behaviour of concrete models. The game-based abstract models, such as Condon’s stochastic games (SGs), are different in a sense that they keep the behaviour from the abstraction process (handled by, say, player-two) separate from the concrete behaviour (handled by, say, player-one). Both modal and game-based abstract models allow for bounding the reachability probabilities in concrete models from below and from above. In fact, abstraction-refinement algorithms initially construct coarser abstract models and then gradually refine them until the bounds on the reachability probabilities of concrete models are sufficiently tight.

We orthogonally combine the techniques of modal and game-based abstractions. This yields modal stochastic games in which player-two completely handles behaviour induced by abstraction whereas player-one handles behaviour induced by abstraction and from concrete models. Due to this additional non-deterministic behaviour in player-one states, bounds on reachability probabilities in modal stochastic games are at most as tight as in stochastic games, but modal games are comparatively smaller in size. Moreover, our modal game-based abstraction is compositional in a sense that individual components can be abstracted separately and then plugged together constituting an overall model of a system.

Existing abstraction techniques in the literature are state-based. That is to say, abstract models derive their transitions from that of the concrete states and, thus, simulate concrete models in a step-wise manner. Exploiting the fact that probabilistic systems are not just stochastic processes but transformers of probabilities as well, we treat distributions over states (rather than states) as first-class citizens and lift the notion of abstraction from states to distributions over states. We also define (alternating) simulation relations between concrete and abstract models. We show that game-based abstraction is not the optimal abstraction preserving extremal reachability probabilities. Furthermore, we illustrate that our distribution-based abstraction may induce more precise and concise models than state-based abstraction.

Finally, we propose a state-based and a distribution-based abstraction-refinement framework for PA. It refines a modal stochastic game in two nested loops. The inner-loop iteratively refines player-one states until the effect of non-deterministic behaviour induced in them by the abstraction process has no impact anymore on the reachability probabilities of player-two states. The outer-loop refines player-two states until their reachability probabilities bound that of their corresponding concrete states within a certain
given range. This yields the smallest possible modal abstraction for a given state-space partitioning, that bounds the reachability probabilities of concrete model within a given range.
Zusammenfassung
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In today’s world, almost every aspect of our society, e.g., energy requirements, medical treatments, communication, etc., is directly or indirectly dependent on information and communication technology (ICT) systems. With the advancement in science and technology, these systems not only get bigger and bigger but their interaction with each other also increases. This trend poses multidimensional challenges to the developers of these systems, for example, how to correctly specify the requirements of systems, how to design systems from their requirements, how to verify that the resultant systems comply with their requirements, etc. This is because a flaw in the development of a system may result in catastrophic events with severe financial penalties, loss of lives and lasting damages to the environment.

Conventionally, in industry the flaws at each stage of a development process are figured out by conducting a large number of tests. As it is not possible to test every scenario, assuring development of error-free and reliable systems through this process alone is impossible. This, therefore, requires the development of systems in some formal ways in order to have reliable and trust-worthy ICT systems; thus, necessitating the use of **Formal Methods** in the development of systems.

Formal methods are mathematical techniques used in the production of trustworthy ICT systems, e.g., static analysis, abstract interpretation \(^{[CC92, CC77]}\), model checking \(^{[BK08]}\), etc. Their application during the development cycle of systems ensures their correct specifications and error-free implementations; and provides guarantees on their qualitative and quantitative aspects.

By qualitative aspects, we mean the functional behaviours of systems. For example, "the gate of a railway crossing is closed when a train passes by", "in case of fire, the fire alarm starts", etc; and by quantitative aspects, we mean probabilistic behaviours of systems. For example, "in case of fire, the fire alarm starts with probability at least 0.95", "a message is delivered with probability at least 0.9", etc. Therefore, the guarantees on qualitative aspects of system models help identifying whether the functional requirements are correctly implemented, whereas guarantees on quantitative aspects help so for non-functional requirements such as performance, reliability, robustness, etc., — which are only relevant for systems with probabilistic behaviour.

Of the many formal methods techniques used for the verification of systems, this thesis mainly improves upon model checking — a framework for the verification of systems models for certain aspects (properties) — of probabilistic systems. To be precise, we propose different techniques to reduce the size of huge (even infinite) systems models (with probabilistic behaviour) such that they can be verified; thus pushing the existing boundaries of model checking techniques. Moreover, among the different techniques used for reduction, we deal with abstraction for discrete-time systems, i.e., systems evolving at discrete time points.
CHAPTER 1. INTRODUCTION

1.1 Model Checking

Model checking approach has been used to verify qualitative as well as quantitative aspects of systems. The basic concept behind this approach is to systematically and exhaustively explore all possible configurations of systems’ models and check whether certain requirements are fulfilled.

Of the challenges faced by model checking approach, three are the important ones: getting a mathematical model of systems, formally specifying requirements (properties) to be verified, and designing efficient algorithms that thoroughly explore all possible configurations of systems’ model.

In the literature, different ways to build mathematical models of systems have been suggested, e.g., models are developed in high-level modeling formalism like (probabilistic) state-charts [Har87, JHK02], Petri nets [Pet62, Kud05, LMZL11], guarded-command languages [Dij75, HSM97], etc; or extracted from a program code [CKSY05], etc. The properties of systems are given as formulas of some (probabilistic) temporal logic — (probabilistic) linear temporal logic, (probabilistic) computation tree logic, etc, as (probabilistic) automata or as statements of high-level specification languages. Similarly, different model checking algorithms have been proposed in the literature.

To explore all configurations of systems models (specified in high-level formalisms), the model checking algorithms need to convert them into underlying low-level models, i.e. labelled transition systems (LTS), discrete-time Markov chains (DTMC) [BK08], etc. These underlying models are usually manifolds (or may be infinitely) larger than their high-level descriptions — in case of probabilistic systems, as each configuration keeps probabilities of taking transitions to next configurations, the models are relatively bigger. This is known as the state space explosion problem, that restricts the applicability of model checking approach to systems not bigger than a certain size. For relatively bigger systems, the model checking algorithms say nothing about the satisfaction or refutation of properties, thus generating out-of-memory error instead of yes or no. However, with certain reduction techniques such as bisimulation minimization [KKZJ07], partial order reduction [GB06], abstraction [CGL94, DJL01] etc., systems with billions of states are verifiable [CCG+02, KNP09, KZH+11].

1.2 Abstraction

Informally speaking, abstraction is a generalization that allows omitting details from the models of systems that are not relevant for the verification of the properties under consideration. The models induced as a result are finite, small in size and have less information as compared to the concrete models (that may be infinitely large). Usually, model checking frameworks construct coarser abstractions in the beginning, and then gradually refine them until the abstract models have enough details for the verification of properties. In the literature, different abstraction techniques have been proposed, we discuss a few of them that are relevant to this thesis.

Existential abstraction: The abstract models obtained by this technique over-approximate the behaviour of concrete models [CGL94, Seg95], i.e., for every (probabilistic) execution [Seg95] in the concrete model, there is a (probabilistic) execution in the abstract model. This, therefore, allows for the verification of those properties on concrete models that can be refuted by single (probabilistic) executions, i.e., safety properties in non-probabilistic systems, whereas one-sided bounds on quantitative properties — upper/lower bound of maximum/minimum reachability probabilities — in probabilistic systems. That is to say, if an abstract model satisfies a property, the concrete model also does so. But if the abstract model
refutes, no conclusion can be drawn about the validity in the concrete model. Therefore, in case of refutation an abstract counterexample that refutes the property is analysed on the concrete model to find out the source of this behaviour. If the abstract counterexample corresponds to some concrete behaviour, then the model is faulty and needs to be corrected. Otherwise, if the refutation is due to over-approximation of concrete behaviour, then the abstraction is too coarse and needs to be refined. This procedure forms the basis of the CEGAR approach (counter-example-guided abstraction-refinement) (CEGAR)[CGJ+03] for non-probabilistic systems, and has been extended for probabilistic systems in [HWZ08] (see Fig. 1.1).

**Modal abstraction:** The abstract models [LT88b, DKL+13, KKLW12, KKN09] obtained by this technique have two transition functions: one over-approximates the behaviour of the concrete model — as in existential abstraction — whereas the other under-approximates. Alternatively, a modal abstraction, in fact, represents two abstractions of a concrete model: one over-approximates and the other under-approximates its behaviour. Therefore, if an over(under)-approximating abstraction satisfies (refutes) a safety property or a one-sided bound on a quantitative property, so does the concrete model. However, if a property is neither satisfied nor refuted by the over- and under-approximating abstraction, e.g. modal transition systems [LT88a], then an abstraction is too coarse, its verification is inconclusive and it needs to be refined, as given in [SG07, dAR07] for non-probabilistic systems and in [KKLW12] for probabilistic systems (see Fig. 1.2). Intuitively, an abstract model is analysed and those states which neither satisfy nor refute the property are refined. By this way, refinement is done locally and the size of an abstract model does grow very fast in an abstraction-refinement loop.

**Game-based abstraction:** This technique [KKNP10, WZ10] induces two-player turn-based games [Sha53, Con92] as abstract models in which state spaces are partitioned into two sets, one for each player. One player deals with the behaviour from the abstraction and the other from states of concrete
models. This, therefore, allows to keep the behaviour from abstraction separate from the behaviour from concrete models. In probabilistic systems, game-based abstractions preserve extremal (maximum and minimum) reachability probabilities to sets of states, i.e., the reachability probabilities in the abstract models bound those in concrete models. For example, if the maximum probability to a set of, say, bad states in a concrete model is 0.8, in game-based abstract models it would be given as an interval $[x - 0.8, y + 0.8]$ for some $x \in [0, 0.8]$ and $y \in [0, 0.2]$. The reason of given the maximum probability as an interval in the abstract models is the additional behaviour induced by abstraction — if no additional behaviour is induced by abstraction, the values of both $x$ and $y$ would be zero. Moreover, if the difference between probability bounds is above a certain threshold for some states in the abstract model, they are refined as in game-based abstraction refinement frameworks [KKNP10, WZ10] (see Fig. 1.2). In case of non-probabilistic systems, the applicability of this technique is in those models where stakeholders compete with each other to achieve their goals [HJM03].

**Compositional abstraction:** In another approach to tackle the state space explosion problem, the models of huge systems are not built in a monolithic way; rather using divide-and-conquer approach the systems are broken down into components and each component is modelled and then abstracted individually; and at the end abstract models are plugged together to get abstract models of complete systems. This strategy, therefore, calls for high level formalisms to support compositional modeling as in [BHH+09, HHK02] and abstraction techniques to be compositional [Kli10].

### 1.3 Contributions

The formalism that we deal with in this thesis for modeling discrete-time probabilistic systems is Segala’s probabilistic automata (PA) [Seg95], that extend labelled transition systems by allowing targets of tran-
1.3. Contributions

positions to be distributions over states rather than simply states. PA are a slight extension of Markov decision processes (MDPs) [Put94]. They allow for modeling functional and probabilistic behaviour of systems in a compositional manner, which have been successfully exploited in modeling and verification of randomized distributed algorithms, security protocols, etc.

To mention our contributions we first explain some existing game-based abstraction techniques of PA and then describe how we improve upon these techniques.

In the literature, stochastic games (SGs) [Sha53, Con92] have been used as abstract models of PA. SGs are turn-based two-player games in which one player has only non-deterministic behaviour whereas the other player has non-deterministic as well as probabilistic behaviour.

In [KKNP10], SG-based abstractions, called game-based abstractions, of Markov decision processes (MDPs) — PA with singleton action sets — have been proposed. In a game-based abstraction, one set of states, say player-two states, represents the partition of the state space of an MDP and the other set, say player-one states, represents the sets of states of the MDP that have the same step-wise behaviour after abstraction.

In a slightly different way, [WZ10] proposes SG-based abstractions of PA, called menu-based abstractions. In a menu-based abstraction, like game-based abstraction, player-two states represent the partition of the state space of a PA whereas player-one states represent the sets of transitions, for a particular action, of the associated concrete states. Thus, each player-two state is associated with only those player-one states that derive their transitions from the concrete states of the player-two state.

Both SG-based abstractions preserve extremal (maximum and minimum) reachability probabilities. Though menu-based abstractions are easier to implement than game-based abstractions, their reachability probability bounds are at most as tight as that of game-based abstractions. Moreover, [WZ10] claims that game-based abstraction is the optimal abstraction preserving reachability probabilities (best transformers in terms of abstract interpretation), i.e., no abstraction induces tighter bounds than game-based abstraction. Therefore, we concentrate on game-based abstraction [KKNP10] and describe how our techniques compare to [KKNP10].

Next, we briefly explain our contributions towards improving upon the game-based abstraction for PA. Broadly speaking, we devise compositional abstraction techniques that induce more precise (in terms of reachability probabilities) as well as concise (in terms of number of states and transitions) abstract models of PA than game-based abstraction, i.e., our abstract models are relatively smaller in size with reachability probability bounds at least as tight as that of game-based abstractions. This shows that game-based abstraction is not the optimal abstraction preserving reachability probabilities. Moreover, our abstractions can be plugged together, thus generating the abstractions of systems in a compositional way. In the sequel, SG-based abstractions mean game-based abstractions of [KKNP10].

Preliminary results of the material in this dissertation have been published in the following publications:


In one direction, we propose non-game-based abstractions of PA, i.e., the state space of abstract models is not partitioned into two sets, and in the other direction, we extend the game-based abstraction technique of [KKNP10] for PA.

- In [DKL+13] (2nd publication above), we consider an extension of PA with modalities, i.e., required and possible transitions as in modal transition systems (MTS) [LT88a]. Abstract PA (APA) have as semantics a (possibly infinite) set of PA, namely all PA that have at least all required transitions and zero or more possible ones. Whereas sets of transitions are modelled by modalities, sets of distributions are represented by constraint functions as in constraint Markov chains [CDL+11]. APA thus provide a model/framework for designing abstraction techniques for PA.

- In [SK12] (3rd publication above), we propose APA-based compositional abstraction techniques of PA such that the same transitions of concrete states become the required transitions in the associated abstract states, and the abstract states have at least the step-wise behaviour of concrete states. We show that APA-based abstract models bound the reachability probabilities of PA.

Although the aforementioned SG-based as well as APA-based abstraction techniques are different in nature, they have in common that the abstraction is state-based. That is to say, abstract models derive their transitions from that of the concrete states and, thus, simulate concrete models in a step-wise manner [JL91]. In more recent work, we propose an extension of game-based abstractions [KKNP10] of PA by lifting abstraction from states to distributions over states.

- In [SK14] (1st publication above), we treat distributions rather than states as first-class citizens, and relax state-based simulation to distribution-based simulations. Our abstractions yield (simple) probabilistic game automata (PGA) [CL88], 2-player turn-based stochastic games in which moves of both players — as opposed to classical stochastic games (SGs) [Sha53, Con92] — yield distributions over states. The new abstraction technique yields tighter upper and lower bounds on (extremal) reachability probabilities than state-based abstraction. This shows the potential superiority over state-based game-based MDP abstraction [KKNP10], and puts the optimality result of [WZ10] in perspective.

- In [SK14], we define two distribution-based pre-orders between abstract and concrete PGA: simulation and alternating simulation relations. Simulation relations are of interest when both players have identical objectives, whereas alternating simulation relations are useful for competitive objectives. Both relations are shown to be pre-congruences w.r.t. parallel composition of (a class
of) PGA, enabling *compositional* abstraction of P(G)A. The pre-orders are the key to distribution-based abstraction, a technique distinguishing the non-deterministic behaviour of concrete distributions from that of the distributions induced by the abstraction. This enables merging concrete distributions having similar behaviour in the abstraction.

Our APA-based and PGA-based abstractions of PA are not separately discussed in this thesis. The reason being they are the special cases of the abstraction techniques that we discuss in this thesis. In this thesis, we propose a new game-based modeling formalism that generalizes APA and PGA, called *abstract probabilistic game automata* (APGA). Therefore, PA, SGs, APA and PGA are subclasses of APGA. Moreover, APA-based abstractions of PA are the natural extensions of our APA-based [SK12] and PGA-based [SK14] abstractions.

- We consider an extension of probabilistic game automata (PGA) with modalities (i.e., *required* and *possible* transitions) and *constraint functions* as for APA [DKL+13]. Abstract PGA (APGA) have as semantics a set of PGA, and are equipped with the notions of *state-based* and *distribution-based* refinement, showing that refinement relations between APGA imply (alternating) simulation relations between their implementations. We show that maximal and minimal reachability probabilities in APGA can be bound by considering extremal games – those PGA that besides all *required* transitions contain all *possible* transitions, and those that contain only *required* transitions for one set and all *possible* transitions for the other set of states. Moreover, we define a composition operator for a class of APGA that act as abstract models of PA, and show that our refinement relations are pre-congruences w.r.t. it, thus facilitating compositional abstraction of PA as APGA.

To define the APGA-based compositional abstraction techniques of PA, we combine the techniques of [KKNP10], [SK12] and [SK14] in two ways.

- First, we combine the techniques of [KKNP10] and [SK12]; the abstract models are then a class of APGA in which one of the players have only non-deterministic behaviour as in SGs. This is called *state-based abstraction* of APGA. State-based abstraction differs from [KKNP10] in the sense that the non-deterministic behaviour in concrete systems is not completely handled by one set of states: in state-based APGA-based abstraction, concrete states are merged if they have the same step-wise behaviour after abstraction; whereas in [KKNP10], they are merged iff they have the same step-wise behaviour. Because of this, the bounds on extremal reachability probabilities in state-based APGA-based models are at most as tight as in SG-based models, however, they are at most the size of SG-based models.

- Second, we combine the techniques of [SK12] and [SK14]; the induced models are APGA with both players having non-deterministic and probabilistic behaviour as in PGA. This is called *distribution-based abstraction* of APGA. The difference between distribution-based abstraction and [SK14] is the same as between state-based abstraction and [KKNP10], i.e., in distribution-based APGA-based abstraction, (support sets of) concrete distributions are merged if they have the same step-wise behaviour; whereas in [SK14], they are merged iff they have the same step-wise behaviour. Thus, the bounds on extremal reachability probabilities in distribution-based APGA-based models are at most as tight as in PGA-based models; and they are at most the size of PGA-based models.

- Both state-based and distribution-based abstractions are comparable with concrete models using state-based and distribution-based refinement relations respectively, that are shown to be pre-
congruences w.r.t. parallel composition of (a large class of) APGA, enabling *compositional* abstraction of AP(G)A. Moreover, SG-based and APA-based abstractions are special cases of our state-based abstraction; and similarly PGA-based abstraction is a special case of distribution-based abstraction. We show that game-based abstraction of [KKNP10] is not the optimal abstraction preserving extremal reachability probabilities. Furthermore, we illustrate with examples that our distribution-based abstraction may induce more precise as well as concise models than our state-based abstraction of APGA.

- We propose a *state-based* and a *distribution-based abstraction-refinement framework* for PA. These frameworks are, in fact, inspired by the frameworks of [KKLW12] and [KKNP10] for modal and game-based abstractions respectively. Intuitively, it iteratively refines a modal game-based model until the effect of non-deterministic behaviour from the abstraction process in player-one states have no impact on the reachability probabilities of player-two states; and, moreover, the reachability probabilities of player-two states bound that of their corresponding concrete states within a certain given range. Therefore, the resulting models are at least as large as (PGA-)SG-based models, but they have the same precision as (PGA-)SG-based models. Moreover, we illustrate with examples that our distribution-based abstraction-refinement framework may induce abstract models having the tightest bounds on extremal reachability probabilities so far.

1.4 Outline of the thesis

- In Chapter 2, we define some basic notations and give background on probabilistic models used in the remaining of the thesis. We also recall Segala's simulation (bisimulation) relations for PA [Seg95], and bisimulation minimization as a reduction technique.

- In Chapter 3, we discuss *state-based* and *distribution-based* (alternating) simulation relations for PGA, and show that (alternating) simulation relations between PGA preserve their reachability probabilities.

- In Chapter 4, we define *abstract probabilistic game automata* (APGA) — an extension of PGA with *required* and *possible* modalities as well as constraint functions. We define *state-based* and *distribution-based refinement* relations for APGA, and discuss approximation techniques for APGA such that extremal reachability probabilities in APGA can be bounded by considering their extremal implementations.

- In Chapter 5, we define two compositional abstraction techniques for APGA — *state-based* and *distribution-based abstraction* — and show that the abstract models bound the extremal reachability probabilities of concrete models.

- In Chapter 6, we discuss *state-based* and *distribution-based abstraction-refinement frameworks* of PA. We also show that our distribution-based framework may induce abstract models having the tightest bounds on extremal reachability probabilities so far.
This chapter prepares a ground for this thesis by giving some notations and definitions relevant to this thesis. It recaps the concept of some probabilistic modeling formalisms like Markov chains, probabilistic automata, stochastic games, probabilistic game automata, etc. along with the reachability analysis framework for probabilistic game automata. At the end, Segala’s simulation and bisimulation relations are discussed along with the limitations of bisimulation minimization to tackle the state space explosion problem in model checking of probabilistic systems.

2.1 Notations

**Distributions.** A distribution $\mu$ is a function on a countable set $S$ iff $\mu : S \rightarrow [0, 1]$ and $0 < \sum_{s \in S} \mu(s) \leq 1$; its support set is given as $\text{Supp}(\mu) = \{ s \in S \mid \mu(s) > 0 \}$; and its mass w.r.t. set $S' \subseteq S$ is given as $\mu(S') = \sum_{s \in S'} \mu(s)$. Let $|\mu| = \mu(S)$ denote the size of the distribution $\mu$; $\mu$ is a full distribution iff $|\mu| = 1$, otherwise, it is a sub-distribution. Let $\text{Dist}(S)$ and $\text{SDist}(S)$ denote the set of full and sub-distributions over $S$ respectively. Let $\delta_{s} \in \text{Dist}(S)$ denote the Dirac distribution for $s \in S$, i.e., $\delta_{s}(s) = 1$. Let $\text{Dirac}(S) \subseteq \text{Dist}(S)$ denote the set of Dirac distributions over $S$.

A distribution $\mu''$ can be split into sub-distributions $\mu$ and $\mu'$, say, represented as $\mu'' = \mu \oplus \mu'$, iff $\mu''(s) = \mu(s) + \mu'(s)$ for $s \in S$. Since $\oplus$ is associative and commutative, we use the notation $\oplus$ for finite sums. Let $\text{SDist}(\mu)$ denote the set of all sub-distributions that have a support included in $\text{Supp}(\mu)$. A distribution is sometimes represented as $\mu = \{ \mu(s) \mid s \in \text{Supp}(\mu) \}$, where $[\cdot]$ and $\{\cdot\}$ differentiate a set of probabilities from an ordinary set.

For $0 \leq c \leq 1$, $c \cdot \mu$ denotes the distribution defined by: $(c \cdot \mu)(s) = c \cdot \mu(s)$. For a distribution $\mu$, the conditional distribution w.r.t. a set $A \subseteq \text{Supp}(\mu)$ is given as: $\mu_{\downarrow A}(s) = \frac{\mu(s)}{\mu(A)}$ for $s \in A$, and $\mu_{\downarrow A}(s) = 0$ if $s \notin A$; if $A = \text{Supp}(\mu)$, we omit $A$ and simply write $\mu_{\downarrow}$. For example, for a sub-distribution $\mu = [0.1s_1, 0.3s_2]$ over $S = \{s_1, s_2\}$, the conditional distribution $\mu_{\downarrow}$ is given as $\mu_{\downarrow}(s_1) = \frac{\mu(s_1)}{\mu(S)} = \frac{0.1}{0.4} = 0.25$ and $\mu_{\downarrow}(s_2) = \frac{\mu(s_2)}{\mu(S)} = \frac{0.3}{0.4} = 0.75$.

**Constraint functions.** A constraint function, denoted $\phi$, is an arithmetic expression on variables denoting probabilities over $S$. A set of distributions over $S$ satisfying $\phi$ is the satisfaction set of $\phi$, denoted $\text{sat}(\phi)$. For example, $\phi = \{(x_1 \leq 0.5, x_2 \geq 0.5, 0 \leq x_3 \leq 1) \lor (x_1 = 0.2, x_2 = 0.2, x_3 = 0.6) \land (x_1 + x_2 + x_3 = 1)\}$ is a linear constraint function on the variables $x_1, x_2$ and $x_3$ denoting probabilities over $S = \{s_1, s_2, s_3\}$ respectively, with $\text{sat}(\phi) = \{[0.5s_1, 0.5s_2], [0.5s_2, 0.6s_3]\}$. For two constraint functions $\psi$ and $\phi$, we write $\psi = \phi$ iff $\text{sat}(\psi) = \text{sat}(\phi)$. Let $\text{CFunc}(S)$ denote the set of (not necessarily linear) constraint functions over $S$ with non-empty satisfaction sets.
Probability measures and spaces. Let $\Omega$ be a non-empty set and $\mathcal{F} \subseteq 2^\Omega$. $\mathcal{F}$ is a $\sigma$-field on $\Omega$ iff:

1. $\emptyset \in \mathcal{F}$;
2. $A \in \mathcal{F}$ $\Rightarrow$ $\Omega \setminus A \in \mathcal{F}$;
3. $A_1, A_2, A_3, ... \in \mathcal{F}$ $\Rightarrow$ $\bigcup_{i \geq 1} A_i \in \mathcal{F}$.

The elements of $\mathcal{F}$ are measurable sets and $(\Omega, \mathcal{F})$ is a measurable space. A function $\Pr : \mathcal{F} \rightarrow [0, 1]$ is a probability measure on $(\Omega, \mathcal{F})$ iff $\Pr(\Omega) = 1$ and if $A_1, A_2, ...$ are disjoint elements in $\mathcal{F}$, then $\Pr(\bigcup_i A_i) = \sum \Pr(A_i)$. $(\Omega, \mathcal{F}, \Pr)$ is called a measurable space. For any $A \subseteq \mathcal{F}$, there exists a unique smallest $\sigma$-field that contains $A$ [ADD00]; and given that $A$ satisfies certain conditions [ADD00], a probability measure defined on $A$ can be uniquely extended to the $\sigma$-field containing $A$.

2.2 Stochastic Processes

The models that we deal with in this thesis are stochastic in nature, therefore, we recap the concept of stochastic processes along with some of their properties as per the need of this work.

**Definition 1.** A stochastic process is a collection of random variables $\{X(t) \mid t \in T\}$ defined over a probability space.

For a stochastic process that evolves discretely like every second, every hourly, etc., we usually have $T = \mathbb{N}$, and it is called discrete-time stochastic process; otherwise, we have $T = \mathbb{R}_{\geq 0}$ that shows continuous evolution of the process, called continuous-time stochastic process. In this thesis, we only deal with discrete-time processes, moreover, we also assume the domain of $X(t)$ — called state space — to be countable.

Markov and time-homogeneity properties. During the evolution of a stochastic process, if the probability to reach any state $s'$ after $t'$ time units only depends on the current state $s$ (and not on the states that have been traversed to reach $s$), the process is said to hold Markov property. Formally,

$$\Pr(\{X(t+t') = s' \mid \forall y \leq t : X(y) = s_r\}) = \Pr(\{X(t+t') = s' \mid X(t) = s_t\})$$

Moreover, if the above probability is even unaffected by the time span elapsed after reaching the current state $s$ at time $t$, then the process possesses the time-homogeneity property. Formally,

$$\Pr(\{X(t+t') = s' \mid X(t) = s\}) = \Pr(\{X(t') = s' \mid X(0) = s\})$$

2.3 Discrete-time Stochastic Models

In this section, we introduce some discrete-time stochastic models that are related to this thesis. These models have been extensively used in modelling and quantitative verification of probabilistic systems and algorithms like randomized distributed algorithms, communication protocols, etc. [Her90, Rab82]. We start with the simplest models discrete-time Markov chains.

2.3.1 Discrete-time Markov chains (DTMC)

Discrete-time Markov chains are fully probabilistic models suitable for modeling probabilistic systems with no notion of non-determinism. They usually act as semantic models for other higher-level probabilistic models. Formally,
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**Definition 2. (Discrete-time Markov Chains)**. A discrete-time Markov chain (DTMC) is a tuple $\mathcal{L} = (S, \Delta, s_0)$ where $S$ is a non-empty countable set of states with initial state $s_0 \in S$ and $\Delta : S \rightarrow \text{Dist}(S)$ is a total probabilistic transition function.

The restriction of totality on transition functions ensures the deadlock freeness of DTMC. Note that our assumption of unique initial states for DTMC does not restrict their modeling power. This is because any model with a probability distribution $\mu_0$ over initial states can be converted into a system with a single initial state $s_0$ having $\Delta(s_0) = \mu_0$. In the sequel, $\mathcal{L} = (S, \Delta, s_0)$ is a DTMC. We assume that in figures a state without any outgoing transition is equipped with a self-loop, and we adopt this convention for all models that we discuss in this thesis. In the figures, we depict the states of DTMC as circles.

**Example 1.** Consider the DTMC $\mathcal{L}$ in Fig. 2.1 in which for every state, the transitions to next states are defined by a unique probability distribution function. Note that as per our assumption of deadlock-freeness, a state $u_i$ is equipped with a self-loop, where $i \in \{1, 2, 3, 4\}$, but for simplicity we do not draw them.

### 2.3.2 Probabilistic Automata (PA)

Segala’s probabilistic automata [Seg95] are used for modelling probabilistic systems that have non-deterministic behaviour and, therefore, can act asynchronously as well as synchronously. Informally, PA are extensions of labelled transition systems (LTS) in which the target of an action-labelled transition is a distribution over states instead of a single state. Let $\text{UAct}$ be a countable universe actions including the internal action $\tau$. Formally,

**Definition 3. (Probabilistic Automatona)**. A Probabilistic Automaton (PA) is a tuple $\mathcal{M} = (S, A, \Delta, s_0)$ where $S$ is a non-empty, countable set of states with initial state $s_0 \in S$; $A \subseteq \text{UAct}$; and $\Delta \subseteq S \times A \times \text{Dist}(S)$ is a set of transitions.

We denote $(s, a, \mu) \in \Delta$ by $s \xrightarrow{a} \mu$ and $\text{Act}(s)$ as the set of enabled actions from state $s$, i.e., $\text{Act}(s) = \{a \in A \mid s \xrightarrow{a} \mu\}$; and $\text{Succ}(s) = \{u \in S \mid \exists s \xrightarrow{a} \mu : \mu(u) > 0\}$ as the set of successor states of $s$. We say a PA is finite if $S$ and $\Delta$ are finite sets. We assume that each state in PA has at least one action enabled from it to ensure deadlock freeness. Note that DTMC is the subclass of PA in which $A = \{\tau\}$ and $|\text{Act}(s)| = 1$ for $s \in S$. Moreover, Markov decision processes (MDPs) are also the subclass of PA in which $a \in \text{Act}(s)$ implies $|\Delta(s, a)| = 1$ for $s \in S$. In the sequel, $\mathcal{M} = (S, A, \Delta, s_0)$ is an infinitely branching PA. For depicting PA, we use the same convention as for DTMC.
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Example 2. Consider the PA \( \mathcal{M} \) in Fig. 2.2. The target of the transitions \( s_1 \xrightarrow{a} [0.5s_2,0.3s_3,0.2s_4] \), \( s_1 \xrightarrow{a} [0.2s_2,0.48s_3,0.32s_4] \) and \( s_5 \xrightarrow{a} [0.6s_3,0.4s_4] \) are distributions over states; whereas for other transitions the targets are Dirac distributions e.g. the \( a \)-transition from \( s_4 \) has \( \iota_s \) as the target distribution (for simplicity we omit “black dots” to represent Dirac distributions). Note that \( s_0, s_1 \) and \( s_5 \) have more than one target distributions for one action.

2.3.3 Alternating Two-Player Stochastic Games (SGs)

PA are not suitable for modeling probabilistic systems in which stakeholders compete among themselves for certain objectives. For such system, stochastic games (SGs) have been proposed [Sha53, Con92].

An alternating two-player SG is a game of chance played between two players, say, player one and player two. The game arena is a bipartite graph – having, say, \( S_1 \) and \( S_2 \) as sets of vertices – in which each player owns a specific set of vertices; say, the players one and two own \( S_1 \) and \( S_2 \) respectively. The game is started by player one and evolves in a turn-based fashion. Starting from the initial state in \( S_1 \), player one non-deterministically chooses an action-distribution pair. Based on the selected distribution, a state in \( S_2 \), say \( s_2 \), is randomly selected and control is passed to player two. Player two non-deterministically selects an enabled action in \( s_2 \), uniquely picks a successor of \( s_2 \), and passes control back to player one. This goes on until some goal is achieved either by player one or player two.

Definition 4. (Stochastic Games). A Stochastic Game (SG) is a tuple \( \mathcal{S} = (S,\{S_1,S_2\},A,\Delta,s_0) \) where \( S \) is a non-empty, countable set of states, disjointly partitioned into \( S_1 \) and \( S_2 \), with \( s_0 \in S_1; A \subseteq U\text{Act}; \) and \( \Delta \subseteq (S_1 \times A \times \text{Dist}(S_2)) \cup (S_2 \times A \times \text{Dirac}(S_1)) \) is a set of probabilistic transitions.

We assume that a game is started by player one in \( s_0 \). Note that PA are SGs in which \( \forall s \in S_2, a,b \in A : (s \xrightarrow{a} \mu \wedge s \xrightarrow{b} \nu) \) implies \( \mu = \nu \) and \( |\text{Supp}(\mu)| = 1 \). For depicting SGs we represent states in \( S_1 \) and \( S_2 \) as rectangles and double rectangles respectively. Moreover, we show player-one states inside player-two states for simplicity. In the sequel, \( \mathcal{S} = (S,\{S_1,S_2\},A,\Delta,s_0) \) is an (possibly infinitely branching) SG.

Example 3. Consider the SG \( \mathcal{S} \) in Fig. 2.3 with \( S_1 = \{s_0,s_1,s_2,s_3,s_4\} \) and \( S_2 = \{t_1,t_2,t_3\} \). Note that the target of a transition from every state in \( S_2 \) is a Dirac distribution which is not the case for states in \( S_1 \). For example, \( s_2 \) has an \( a \)-transition to \( [0.5t_2,0.5t_3] \). For simplicity, we do not draw transitions from
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Let player one start the game and choose state t₁ with probability 0.5. It then passes control to player two. Player two has two possibilities (s₁ or s₂). Let she choose state s₂ and pass control back to player one. Player one now has two choices, she can non-deterministically select one of the a-transitions and continue the game. In this way, (possibility) infinite runs in \( \mathcal{F} \) can be generated.

2.3.4 (Simple) Probabilistic Game Automata (PGA)

In SGs, player-one moves yield distributions over states, while player-two moves yield states. In PGA, player-two moves also yield distributions over states. Formally,

**Definition 5. (Simple Probabilistic Game Automata).** A Simple Probabilistic Game Automaton (PGA) is a tuple \( G = (S, \{S_1, S_2\}, A, \Delta, s_0) \) where \( S, S_1, S_2, A \) and \( s_0 \) are as for SGs, and \( \Delta \subseteq (S_1 \times A \times \text{Dist}(S_2)) \cup (S_2 \times A \times \text{Dist}(S_1)) \) is a set of probabilistic transitions.

PGA are simplified versions of the probabilistic game automata in [CL88]. SGs are the subclass of PGA in which \( \text{Dist}(S_1) \) is a set of Dirac distributions. In the sequel, \( \mathcal{G} = (S, \{S_1, S_2\}, A, \Delta, s_0) \) is a (possibly infinitely branching) PGA. For depicting PGA, we use the same convention as for SGs.

**Example 4.** Consider the PGA \( \mathcal{G} \) in Fig. 2.4 with \( S_1 = \{s_0, s_1, s_2, s_3, s_4\} \) and \( S_2 = \{t_1, t_2, t_3\} \). Note that in \( \mathcal{G} \), both the players can make a non-deterministic as well as probabilistic choices. For example, unlike in Fig. 2.3, the target of the a-transition from \( t_1 \) is a distribution, i.e., \([0.5s_1, 0.5s_2]\). The rest of the example is trivial.

**Paths:** If \(|\text{Act}(s)| > 1\) for a state \( s \), a non-deterministic choice among the enabled actions in \( s \) occurs. A path (also known as play) in a PGA represents a particular resolution of non-determinism by players one and two at each state, as well as a resolution of the probabilistic choices. Formally,
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Definition 6. For PGA $\mathcal{G}$, a path from $s_{i_0} \in S_1$ is given as:

$$\pi = s_{i_0} a_{i_0}, \mu_{i_0} \xrightarrow{} s_2 \xrightarrow{} a_{i_2}, \mu_{i_2} \xrightarrow{} s_1 \xrightarrow{} \ldots$$

where $s_{i_k} \in S_i$, $a_{i_k} \in \text{Act}(s_{i_k})$, $(s_{i_k}, a_{i_k}, \mu_{i_k}) \in \Delta$, $\mu_{i_k}(s_{i_k}) > 0$ and $\mu_{i_k}(s_{i_{k+1}}) > 0$ for all $i \in \{1, 2\}$ and $k \geq 0$. A path is finite if it has a finite number of transitions, otherwise infinite.

For a finite path $\pi_{\text{fin}}$, let $\text{last}_i(\pi_{\text{fin}})$ denote the last $S_i$ state in $\pi_{\text{fin}}$ for $i \in \{1, 2\}$. Let $\text{Path}_{\text{fin}}(\mathcal{G})$ and $\text{Path}_{\text{inf}}(\mathcal{G})$ denote the set of finite and infinite paths in a PGA $\mathcal{G}$ respectively, and $\text{Paths}(\mathcal{G}) = \text{Path}_{\text{fin}}(\mathcal{G}) \cup \text{Path}_{\text{inf}}(\mathcal{G})$.

Schedulers: In order to analyse reachability properties on $\mathcal{G}$, we resolve non-determinism at all game states by means of a scheduler (also known as policy, strategy or adversary). Let $\kappa_i$ be the scheduler for $S_i$ states, $i \in \{1, 2\}$. We consider deterministic memoryless (DM) schedulers as they suffice for reachability probabilities on PGA. DM-schedulers select an action-distribution pair only on the basis of the current state. More specifically, for bit $x$, a deterministic scheduler $\kappa_{(1+x)}$ maps a finite path $\pi_{\text{fin}}$ to a pair in $\text{Act}(\text{last}_{(1+x)}(\pi_{\text{fin}})) \times \text{Dist}(S_{(2-x)})$; and a memoryless scheduler $\kappa_{(1+x)}$ assures that for finite paths $\pi_{\text{fin}}$ and $\pi'_{\text{fin}}$, $\text{last}_{(1+x)}(\pi_{\text{fin}}) = \text{last}_{(1+x)}(\pi'_{\text{fin}})$ implies $\kappa_{(1+x)}(\pi_{\text{fin}}) = \kappa_{(1+x)}(\pi'_{\text{fin}})$.

A path $\pi$ under a pair of DM-schedulers ($\kappa_1, \kappa_2$) is of the form $\pi = s_{i_0} \xrightarrow{a_{i_0}, \mu_{i_0}} s_2 \xrightarrow{a_{i_2}, \mu_{i_2}} s_1 \xrightarrow{} \ldots$ where $\kappa_i(s_{i_k}) = (a_{i_k}, \mu_{i_k})$ for $i \in \{1, 2\}$ and $k \geq 0$. Let $\text{Paths}_{\kappa_i}(\mathcal{G})$ be the set of paths of PGA $\mathcal{G}$ under DM-schedulers ($\kappa_1, \kappa_2$). The DM-schedulers ($\kappa_1, \kappa_2$) on PGA $\mathcal{G}$ induce a Markov chain with countably-many states. This allows us to construct a measurable space $(\text{Paths}_{\kappa_i}(\mathcal{G}), \mathcal{F}_{\kappa_i}, \text{Pr}_{\kappa_i})$ over the (infinite) paths of $\mathcal{G}$ under ($\kappa_1, \kappa_2$) [BK08] Ch. 10; and thus determining the probability for a certain set of paths of $\mathcal{G}$ under ($\kappa_1, \kappa_2$). In the sequel, we consider only DM-schedulers.

Reachability Probabilities in PGA

This section discusses how optimal (i.e., maximal and minimal) reachability probabilities are defined for PGA. We first define some notations and definitions.
**Optimal reachability probabilities**: Let $\Pr_{\kappa_2}^N(T)$ be the probability of the set of paths from the initial state $s_0$ that reach some set of states $T \subseteq S$ under schedulers $(\kappa_1, \kappa_2)$ for PGA $\mathcal{G}$.

**Definition 7.** [CL88] For PGA $\mathcal{G}$, the optimal probabilities of reaching $T \subseteq S$ for players one and two are defined respectively as: $\sup_{\kappa_1} \inf_{\kappa_2} \Pr_{\kappa_2}^N(T)$ and $\inf_{\kappa_1} \sup_{\kappa_2} \Pr_{\kappa_2}^N(T)$.

Intuitively, the reachability probability to a set $T$ of target states is optimal for player one under scheduler $\kappa$ if for every scheduler $\kappa_2$ of player two, $\inf_{\kappa_2} \Pr_{\kappa_2}^N(T) = \sup_{\kappa_1} \inf_{\kappa_2} \Pr_{\kappa_2}^N(T)$. Similarly, we can define optimal reachability probability for player two. For PGA $\mathcal{G}$ and $T \subseteq S$, we write:

- $\max^\tau(T) = \sup_{\kappa_1} \inf_{\kappa_2} \Pr_{\kappa_2}^N(T)$ and $\max^\Delta(T) = \sup_{\kappa_1} \sup_{\kappa_2} \Pr_{\kappa_2}^N(T)$
- $\min^\tau(T) = \inf_{\kappa_1} \inf_{\kappa_2} \Pr_{\kappa_2}^N(T)$ and $\min^\Delta(T) = \inf_{\kappa_1} \sup_{\kappa_2} \Pr_{\kappa_2}^N(T)$

Note that the values $\max^\tau(T)$ and $\min^\Delta(T)$ are the optimal reachability probabilities for players one and two respectively, which can be achieved by DM-schedulers [CL88]. The values $\max^\tau(T)$ and $\min^\Delta(T)$ – for which both players collaborate with each other – can be obtained similarly. For games with finite state spaces these values can be computed through value iteration [BT91, AL99] or by linear programming.

**Closed PGA**: To calculate the reachability probabilities of a PGA, we assume that it does not interact with its environment. Therefore, we define a function that yields closed-versions of PGA $\mathcal{G}$ in which all actions are replaced with the internal action $\tau$.

**Definition 8.** For PGA $\mathcal{G}$, let PGA $\tau(\mathcal{G}) = \mathcal{G}' = (\mathcal{S}', \{\mathcal{S}'_1, \mathcal{S}'_2\}, \mathcal{A}', \Delta', s'_0) \text{ with } S' = S, s'_0 = s_0, A' = \{\tau\}$ and $\Delta' = \{(s, \tau, \mu) \mid (s, a, \mu) \in \Delta\}$.

**Probability valuation transformer**: Let $w : S \to [0,1]$ be a probability valuation function mapping a state $s$ to the probability of reaching target states $T \subseteq S$ from $s$. The probability valuation functions $W = \{w \mid w : S \to [0,1]\}$ form a complete lattice $(W, \leq, \bot, \top)$ with order $\leq$, bottom element $\bot \in W$ and top element $\top \in W$. We write $w \leq w'$ iff $w(s) \leq w'(s); \bot(s) = 0$ and $\top(s) = 1$ for $s \in S$. For a set $M \subseteq W$, the least upper bound is given as $\bigvee M(s) = \max_{w \in M} w(s)$, and the greatest lower bound as $\bigwedge M(s) = \min_{w \in M} w(s)$ for $s \in S$. Let $w(\mu) = \sum_{s \in S} \mu(s) \cdot w(s)$ for $\mu \in \text{Dist}(S)$.

**Definition 9.** In PGA $\tau(\mathcal{G})$ with goal states $T \subseteq S$, let $T_0 \subseteq S$ be the set of states without outgoing transitions. For reachability objectives $1, 2 \in \{\min, \max\}$ for players one and two respectively, the probability valuation transformer $\Pr^1_2 : W \to W$ is defined for $w \in W$ and $s \in S$ as:

$$\Pr^1_2(w)(s) = \begin{cases} 1 & \text{if } s \in T \\ 1 = \max? 0 : 1 & \text{if } s \in S_1 \cap T_0 \\ 2 = \max? 0 : 1 & \text{if } s \in S_2 \cap T_0 \\ 1\{w(\mu) \mid s \xrightarrow{\tau} \mu\} & \text{if } s \in S_1 \setminus (T \cup T_0) \\ 2\{w(\mu) \mid s \xrightarrow{\tau} \mu\} & \text{if } s \in S_2 \setminus (T \cup T_0) \end{cases}$$
For a state $s \in T_0$, the reachability probability is set depending on the objective of its associated player: if it is to maximize then the reachability probability is set to 0; otherwise 1. If $s \in S_1 \setminus (T \cup T_0)$ then for the next iteration the reachability probability of $s$ is the optimal value of the set $\{w(\mu) \mid s \xrightarrow{a} \mu\}$ w.r.t. the objective 1; and if $s \in S_2 \setminus (T \cup T_0)$, it is w.r.t. the objective 2. Note that $\Pr^1_{\alpha}$ is a monotonic function over $W$ and, by Tarski’s theorem [55], has a least and a greatest fixpoint. This definition provides the basis to compute reachability probabilities.

**Example 5.** For PGA $\mathcal{G}$ in Fig. 2.5, let $1 = \max$, $2 = \min$, $T = \{t_3\}$ and $w_0$ be a probability valuation function with $w_0(t_3) = 1$ and $w_0(v) = 0$ for every $v \in S \setminus \{t_3\}$. Then $w_1 = \Pr^1_{\alpha}(w_0)$ with $w_1(t_3) = 1$, $w_1(s_1) = 0.5$, $w_1(s_2) = 1$ and $w_1(v) = 0$ for every $v \in S \setminus \{t_3, s_1, s_2\}$. Note that the probability valuation function $w$ with $w(s_0) = 0.25$, $w(s_1) = 0.5$, $w(s_2) = 1$, $w(s_3) = 0$, $w(s_4) = 0$, $w(t_1) = 0.5$, $w(t_2) = 0$, and $w(t_3) = 1$ is a fixpoint of $\Pr^1_{\alpha}$.

**Embedding of PA into PGA**

In the following, we show how a PA can be embedded into a PGA. For a state $s \in S$, let $\overline{s}$ be a copy of $s$.

**Definition 10.** For PA $\mathcal{M}$, the bijective embedding function $\alpha : S \to S'_2$ induces the PGA $\alpha(\mathcal{M}) = \mathcal{G}' = (S', \{S'_1, S'_2\}, A', \Delta', s'_0)$ where $A' = A$, $S'_1 = \{\overline{s} \mid s \in S_1\} \cup S'_2$, $s'_0 = \alpha(s_0)$ and for every $s' \in S'_2$:

1. $\overline{s} \xrightarrow{a} \mu' \iff \alpha^{-1}(\overline{s}) \xrightarrow{a} \mu$ and $\mu'(u') = \mu(\alpha^{-1}(u'))$ for all $u' \in S'_2$.

2. $s' \xrightarrow{t_\overline{s}} \mu' \iff \alpha^{-1}(s') \in \Supp(\mu)$ for some $u \in S$ such that $(u, a, \mu) \in \Delta$ in $\mathcal{M}$.

Let $\alpha_{PA}$ denote an embedding function for PA.
Example 6. Let $\mathcal{G} = \alpha_{PA}( \mathcal{M} )$ (see Fig. 2.5) with $S_2 = \{ t_0, \ldots, t_6 \}$ and $S_1 = \{ v_0, \ldots, v_6 \}$, $\alpha_{PA}(t_i) = s_i$, and $\tilde{t}_i = v_i$, for $i = 0$ to 6. For convenience, the $s_i$ states are depicted inside the corresponding states $v_i$ and $t_i$. We have e.g., $v_2 \xrightarrow{b} \mu'$ with $\mu'(t_1) = \frac{7}{10}$ and $\mu'(t_3) = \frac{3}{10}$ and $t_1 \xrightarrow{b} v_1$ and $t_3 \xrightarrow{b} v_3$, as in PA $\mathcal{M}$ we have $s_2 \xrightarrow{b} \mu$ with $\mu(s_1) = \frac{7}{10}$ and $\mu(s_3) = \frac{3}{10}$.

Combined hyper-transitions

We now adapt hyper and combined transitions – convex combinations of sets of transitions – for PA [Seg95, LSV07] to PGA.

Definition 11. For PGA $\mathcal{G}$ with $s \in S$ and $\mu \in \text{Dist}(S)$, we write:

- $\mu \xrightarrow{a} \eta$ is a hyper-transition iff $\eta = \bigoplus\{ \mu(s) \cdot \rho \mid \exists s \in \text{Supp}(\mu) : s \xrightarrow{a} \rho \}$. Let $\Delta(\mu, a) = \{ \eta \mid \exists \eta \in \text{Dist}(S) : \mu \xrightarrow{a} \eta \}$; and $\Delta(\mu) = \{ (a, \nu) \mid \exists a \in A, \nu \in \text{Dist}(S) : \mu \xrightarrow{a} \nu \}$.

- $s \xrightarrow{a_c} \eta$ is a combined transition iff there is a finite indexed set $\{ (c_i, \eta_i) \}_{i \in I}$ such that $s \xrightarrow{a} \eta_i$ and $c_i \in \mathbb{R}_{\geq 0}$ for all $i \in I$, $\sum_{i \in I} c_i = 1$ and $\eta = \bigoplus_{i \in I} c_i \cdot \eta_i$.

- $\mu \xrightarrow{a_c} \eta$ is a combined hyper-transition iff $\eta = \bigoplus\{ \mu(s) \cdot \rho \mid \exists s \in \text{Supp}(\mu) : s \xrightarrow{a_c} \rho \}$.

2.4 Simulation Relations on PA

Simulation relations are used to compare the behaviour of systems. They have been extensively discussed both for non-probabilistic [Mil89, LV92] as well as probabilistic systems [Seg95, SL95, DKL11, SK12]. For non-probabilistic systems, they are defined over the states of systems; however, for probabilistic cases, they have also been defined over the distributions over states [Seg95, EHZ10, DHR08].

The state-based notion of simulation for probabilistic systems [JL91] is a preorder on a state space requiring that whenever state $u$ simulates state $s$, then $u$ can mimic the stepwise behaviour of $s$ but may have more behaviour. This notion can be lifted to distributions over states using weight functions [JL91] as:

Definition 12. Let $S$ be a finite, non-empty set of states, and let $\mu, \mu' \in \text{Dist}(S)$. For $R \subseteq S \times S$, $\mu'$ simulates $\mu$ w.r.t. $R$, denoted $\mu R \mu'$, iff there exists a weight function $\delta : S \times S \to [0, 1]$ such that for all $u, v \in S$:

1. $\delta(u, v) > 0 \Rightarrow u R v$,

2. $\sum_{s \in S} \delta(u, s) = \mu(u)$, and

3. $\sum_{s \in S} \delta(s, v) = \mu'(v)$.

In [BEMC00], it has been shown that simulation preorders can be computed by reducing them to maximum-flow problems in suitable networks.
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Figure 2.6: $s_0 \prec_{pa} [0.5s_3, 0.25s_4, 0.25s_5]$

2.4.1 Segala’s Probabilistic (Bi)Simulation Relations

We now recall Segala’s probabilistic simulation, forward simulation and bisimulation [Seg95, LSV07] relations for PA.

Definition 13. (Simulation). $R \subseteq S \times S$ is a simulation relation on PA iff for every $sR s' \rightarrow c \mu$ implies $s' \rightarrow c \mu'$ such that $sR\mu$. If it also holds that $s' \rightarrow c \mu'$ implies $s \rightarrow c \mu$ such that $\mu R\mu'$, then $R$ is a bisimulation relation.

We can lift $\sim_{pa}$ to PA in the usual way: $M \sim_{pa} M'$ for PA $M$ and $M'$, with initial states $s_0$ and $s'_0$, iff $s_0 \sim_{pa} s'_0$ in the disjoint union of $M$ and $M'$. In the sequel, we will adopt this convention for all relations.

Note that $R$ is defined at the level of states; whereas $\mu R\mu'$ denotes $\mu$ and $\mu'$ are related by Def. 12 w.r.t. $R$.

Example 7. Ignoring the action labels of PA $M$ (Fig. 2.2), $M$ simulates the DTMC $L$ (Fig. 2.1), i.e., $L \prec_{pa} M$ as $R = \bigcup_{i=0}^{5} \{(u_i, s_i)\}$ is a simulation relation between states of $L$ and $M$. Moreover, PA $M$ and $M'$ (Fig. 2.2) are bisimilar, i.e., $R' = \{(s_0, s'_0), (s_1, s'_1), (s_2, s'_2), (s_3, s'_3), (s_4, s'_4), (s_5, s'_5)\}$ is a bisimulation relation relating the initial states of $M$ and $M'$.

Segala’s probabilistic forward simulation is based on distributions over states rather than states.

Definition 14. (Forward Simulation). $R \subseteq S \times \text{Dist}(S)$ is a probabilistic forward simulation relation on PA $M$ iff for every $sRa \rightarrow \eta$ implies $s \rightarrow a \eta'$ such that $\forall u \in \text{Supp}(\eta)$, $\exists \eta'_u \in \text{SDist}(\eta') : uR\eta'_u$. Let $\prec_{paf}$ be the largest forward simulation relation.

Note that for $sRa$, an $a$-transition from $s$ to some $\eta$ implies a hyper $a$-transition from $\mu$ to $\eta'$ such that $\eta'$ splits into sub-distributions as per the support of $\eta$, i.e., for every $u \in \text{Supp}(\eta)$, there exists a sub-distribution $\eta'_u$ of $\eta'$, and the conditional distribution of $\eta'_u$ is related to $u$. Recall that every state can also be represented by a Dirac distribution, and hence $R$ is directly defined at the level of distributions over states instead of states. Note that in $uR\eta'_u$ and $\eta'_u$ are not related by Def. 12.
Example 8. In Fig. 2.6, $s_0 \preceq_{\text{paf}} [0.5s_3, 0.25s_4, 0.25s_5] = \nu$ as $R = \{(s_1, \iota_{s_1}), (s_2, \iota_{s_2}), (s_0, [0.5s_3, 0.25s_4, 0.25s_5])\}$ is a probabilistic forward simulation relation. Let us check the conditions of Def. 14 for $s_0$ and $\nu$. For the $a$-transition from $s_0$ to $[0.5s_1, 0.5s_2]$, there is an $a$-transition from $\nu$ to $[0.5s_1, 0.5s_2]$, and the condition of splitting the target distributions into sub-distributions trivially holds.

2.5 Bisimulation Minimization

Bisimulation relations, in fact, relate those states of a system that cannot be distinguished apart in any aspect, i.e., they as well as their successors mimic the step-wise behaviour of each other. This provides a recipe to reduce the state space of a system, by merging bisimilar states, without compromising its behaviour. Therefore, bisimulation is an important minimization technique that has been used for all kinds of models. In fact, bisimulation is the coarsest equivalence that is compatible with trace equivalence, that is, there cannot exist another equivalence that implies trace equivalence and that collapses more states. Moreover, bisimulation minimization is a fully automated technique that can be done compositionally and it preserves exact probabilities (of almost all interesting measures).

However, bisimulation is not always a suitable technique for reduction. It may, sometimes, not induce a required reduction — in case of infinite state models, it is not always possible to reduce them to finite state models using bisimulation minimization — that otherwise is possible using other aggressive reduction techniques based on grouping (possibly) non-bisimilar states like three-valued abstraction [Kli10], etc. Such aggressive reduction techniques preserve simulation relations between concrete and abstract models, and they are not always fully automated (or involve more complex algorithms).

In the next chapter, we introduce (alternating) simulation relations for PGA and show that they preserve reachability probabilities. Later on in Ch. 4 and 5 these relations compare abstract with concrete models.
In this chapter, we discuss relations for comparing stochastic games. Stochastic games have the notion of players which, therefore, calls for defining two preorders (and equivalences) on their state spaces: simulation and alternating simulation relations. Simulation relations are of interest when both of the players have identical objectives, whereas alternating simulation relations are useful for competitive objectives. We define simulation and alternating simulation relations at the level of states as well as distributions over states and study their ordering. Moreover, we show that these relations preserve reachability probabilities. Later on in Ch. 5, we discuss abstraction of PGA and show that (some implementations of) abstract models are related to concrete models through these simulation relations. In Ch. 4, we also show these relations to be pre-congruences w.r.t. parallel composition for (a class of) probabilistic game automata (PGA), thus, enabling compositional abstraction of P(G)A.

3.1 Simulation Relations

Simulation relations are typically defined over the states of models; however in the probabilistic settings, coarser relations have been considered over the distributions over states [Seg95, EHZ10, DHR08]. We define simulation relations for PGA, that are state-based as well as distribution-based, and prove them to be preorders.

3.1.1 State-based Simulation Relation

State-based simulation relations are preorders on a state space requiring that whenever a state \( s' \) simulates a state \( s \), then \( s' \) can mimic at least the step-wise behaviour of \( s \). Formally,

**Definition 15. (State-based Simulation)**. \( R \subseteq \bigcup_{j \in \{1,2\}} S_j \times S_j \) is a state-based simulation (SBS) relation on a PGA \( \mathcal{G} \) iff for every \( sRs' \),

- \( s \xrightarrow{a} \mu \) implies \( s' \xrightarrow{a} \gamma \mu' \) with \( \mu R \mu' \).

Let \( \prec_{\text{sb}} \) be the largest SBS relation.

Def. 15 asserts that, for \( sRs' \), an \( a \)-transition from \( s \) implies a combined \( a \)-transition from \( s' \) such that the resulting distributions are related (by Def. 12) w.r.t. \( R \). Note that player-one(two) states can only be related with player-one(two) states.
Proposition 1. For PGA $\mathcal{G}$ and $\mathcal{G}'$, $\mathcal{G} \prec_{sb} \mathcal{G}'$ implies $\tau(\mathcal{G}) \prec_{sb} \tau(\mathcal{G}')$.

Lemma 1. Let $\mu_1 \in \text{Dist}(U_1)$, $\mu_2 \in \text{Dist}(U_2)$ and $\mu_3 \in \text{Dist}(U_3)$. Let $R \subseteq U_1 \times U_2$ and $R' \subseteq U_2 \times U_3$ be relations such that $R'' \subseteq U_1 \times U_3$ and $R'' = R \circ R'$ (composition of $R$ and $R'$), then:

$$
\mu_1 \circ R \mu_2 \text{ and } \mu_2 \circ R' \mu_3 \text{ implies } \mu_1 \circ R'' \mu_3
$$

Proof. In order to prove that $\mu_1 \circ R'' \mu_3$, we need to show that there exists a weight function for distributions $\mu_1$ and $\mu_3$ w.r.t. relation $R''$. Let $\delta$ and $\delta'$ be the weight functions for distributions $\mu_1$ and $\mu_2$ w.r.t. relation $R$, and $\mu_2$ and $\mu_3$ w.r.t. relation $R'$ respectively. We define a weight function for distributions $\mu_1$ and $\mu_3$ w.r.t. relation $R''$ such that for all $u_1 \in U_1$, $u_2 \in U_2$ and $u_3 \in U_3$:

$$
\delta''(u_1, u_3) = \sum_{u_2 \in U_2} \frac{\delta(u_1, u_2) \cdot \delta'(u_2, u_3)}{\mu_2(u_2)}
$$

and prove that it fulfils the three conditions of a weight function (Def. 12).

1. It follows trivially from the definition.

2. The proof of $\delta''(u_1, U_3) = \mu_1(u_1)$ goes as follows:

$$
\sum_{u_3 \in U_3} \delta''(u_1, u_3) = \sum_{u_3 \in U_3} \sum_{u_2 \in U_2} \frac{\delta(u_1, u_2) \cdot \delta'(u_2, u_3)}{\mu_2(u_2)} = \sum_{u_2 \in U_2} \frac{\delta(u_1, u_2) \cdot \sum_{u_3 \in U_3} \delta'(u_2, u_3)}{\mu_2(u_2)} = \sum_{u_2 \in U_2} \frac{\delta(u_1, u_2) \cdot \mu_2(u_2)}{\mu_2(u_2)} = \mu_1(u_1)
$$

3. This is proven along the same lines as case two.

Theorem 1. $\prec_{sb}$ is a preorder.
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\begin{proof}
\text{Reflexivity: } It follows trivially from Def. \[15\]

\text{Transitivity: } Let \( G = (S, \{S_1, S_2\}, A, \Delta, s_0) \) and \( G' = (S', \{S'_1, S'_2\}, A, \Delta', s'_0) \) be PGA. Let \( G \prec_{sb} G' \) and \( G' \prec_{sb} G'' \). Then we prove that \( G \prec_{sb} G'' \) holds. Let \( R_1 \) be an SBS relation between \( G \) and \( G' \), and \( R_2 \) between \( G' \) and \( G'' \). We define the relation \( R = \bigcup (S_1 \times S''_2) \) as:

\[ R = \{ (s, s'') \mid sR_1 s', s'R_2 s'' \text{ for } s' \in S' \} \]

and show that it fulfills the conditions of Def. \[15\]

Assume \( sR_3 s'' \), and let \( s \overset{\mu}{\rightarrow} \mu \). As \( sR_1 s' \), by Def. \[15\] \( s' \overset{\mu'}{\rightarrow} \mu' \) such that \( \mu R_1 \mu' \). Similarly, as \( s' \overset{\mu'}{\rightarrow} \mu' \) and \( s'R_2 s'' \), it implies by Def. \[15\] that \( s'' \overset{\mu''}{\rightarrow} \mu'' \) with \( \mu R_2 \mu'' \). As \( \mu R_1 \mu' \) and \( \mu R_2 \mu'' \), this implies by Lem. \[1\] that \( \mu R \mu'' \).
\end{proof}

Note that for PA, SBS relations coincide with Segala’s simulation (see Def. \[13\] on page \[18\] relations; in that case \( R \) in Def. \[15\] is defined only for \( j = 1 \). The following proposition trivially follows from the definitions of \( \prec_{sb} \) and \( \prec_{pa} \).

\begin{proposition}
\( \prec_{sb} = \prec_{pa} \) for PA.
\end{proposition}

3.1.2 Distribution-based Simulation Relation

Distribution-based simulation relations are preorders on distributions over a state space requiring that whenever a distribution \( \mu' \) simulates a distribution \( \mu \), then \( \mu' \) can mimic at least the step-wise behaviour of \( \mu \). Formally,

\begin{definition} \text{(Distribution-based Simulation).} \( R \subseteq \bigcup_{j \in \{1, 2\}} \text{Dist}(S_j) \times \text{Dist}(S_j) \) is a distribution-based simulation (DBS) relation on a PGA \( G \) iff for every \( \mu R \mu' \):

\begin{enumerate}
\item \( \mu = \sum_{s' \in \text{Supp}(\mu')} \mu_{s'} \) and \( \forall s' \in \text{Supp}(\mu') : (\mu'(s') = |\mu_{s'}| \) and \( \mu_{s'} R_{t_{s'}} \), \) and

\item \( \mu \overset{a}{\rightarrow} \rho \) implies \( \mu' \overset{a}{\rightarrow} \rho' \) such that \( |\rho| \leq |\rho'| \) and \( \rho R_{t_{s'}} \).
\end{enumerate}

Let \( \prec_{db} \) be the largest DBS relation. We write \( s \prec_{db} s' \) iff \( t_s \prec_{db} t_{s'} \).
\end{definition}

By condition (1), \( \mu \) splits into sub-distributions as per the support of \( \mu' \), i.e., for every \( s' \in \text{Supp}(\mu') \), there exists a sub-distribution \( \mu_{s'} \) of \( \mu \) such that the conditional distribution of \( \mu_{s'} \) is related to \( t_{s'} \). By condition (2), an \( a \)-transition from \( \mu \) to some \( \rho \) implies a combined \( a \)-transition from \( \mu' \) to \( \rho' \) such that the mass of \( \rho' \) is at least that of \( \rho \) and their conditional distributions are related.

\begin{example}
In Fig. \[3.7\] \( \mu = [0.3u_3, 0.3u_4, 0.4u_5] \prec_{db} u_0 \) as \( R = \{ (t_{u_1}, t_{u_1}), (t_{u_2}, t_{u_2}), ([0.3u_3, 0.3u_4, 0.4u_5], t_{u_0}), ([0.5u_1, 0.5u_2], [0.5u_1, 0.5u_2]) \} \) is a DBS relation. Let us check the conditions of Def. \[16\] for \( \mu \) and \( t_{u_0} \). The condition (1) trivially holds for \( \mu \) and \( t_{u_0} \). For the \( a \)-transition from \( \mu \) to \( \rho = [0.3u_1, 0.3u_2] \), there is an \( a \)-transition from \( t_{u_0} \) to \( \rho' = [0.5u_1, 0.5u_2] \) such that \( |\rho| \leq |\rho'| \) and \( t_{s'} R_{t_{s'}} \). The same holds for the \( b \)-transitions from \( \mu \) and \( t_{u_0} \), thus fulfilling condition (2). Note that no SBS relation exists associating \( u_0 \) with any other state in Fig. \[3.7\].
\end{example}
The following example illustrates a DBS relation between two PGA which are not related by any SBS relation.

**Example 10.** Consider PGA $\mathcal{G}$ and $\mathcal{G}'$ in Fig. 3.2 $\mathcal{G} \prec_{db} \mathcal{G}'$ as $R = \{(v_3, v'_3), (v_2, v'_2), (v_3, v'_3), (v_2, v'_2)\} \cup \{(0.2v_0, 0.2v_1, 0.6v_2), (0.4v'_0, 0.6v'_1), (0.2v_0, 0.2v_1, 1, v'_0), (0.25t_1, 0.75t_2), (0.25t'_1, 0.75t'_2), (0.25v_3, 0.75v_4, 0.25v'_2, 0.75v'_3)\} \cup \bigcup_{i=0}^{3} \{(t_i, t'_i)\}$. A DBS relation. Let us consider the distributions $\mu = [0.2v_0, 0.2v_1, 0.6v_2]$ and $\mu' = [0.4v'_0, 0.6v'_1]$, and check the conditions of Def. 16. For $v'_0 \in \text{supp}(\mu')$, $[0.2v_0, 0.2v_1]$ is the sub-distribution of $\mu$ and $[0.2v_0, 0.2v_1, 1, v'_0]$ holds. Similarly, for $v'_1 \in \text{supp}(\mu')$, we have $[0.6v_2]$ as the sub-distribution of $\mu$ and $t_2, R_{t'_2}$ holds. Now for the $b$-transition from $\mu$ to $[0.6t_3]$, there is a $b$-transition from $\mu'$ to $t'_3$ such that $[0.6t_3, 0.4v'_3]$ and $t_3, R_{t'_3}$ hold. Similarly, for the $c$-transition from $\mu$ to $p = [0.1t_1, 0.3t_2]$, there is a $c$-transition from $\mu'$ to $p' = [0.1t'_1, 0.3t'_2]$ such that $|\rho| = |p'|$ and $\rho \rho p'$ hold, thus fulfilling the conditions of Def. 16. Note that no SBS relation exists between $\mathcal{G}$ and $\mathcal{G}'$ as $v_0$ and $v_1$ are not simulated by any state in $\mathcal{G}'$.

Unlike SBS relations (see Proposition 1), a DBS relation between two PGA does not imply a DBS relation between their closed versions.
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Figure 3.3: For PA $\mathcal{M}$ (left) with $\mathcal{G} = \alpha_{\text{PA}}(\mathcal{M})$ and PGA $\mathcal{G}'$ (right), $\mathcal{G} \prec_{\text{db}} \mathcal{G}'$ and $\tau(\mathcal{G}) \not\prec_{\text{db}} \tau(\mathcal{G}')$.

**Proposition 3.** For PGA $\mathcal{G}$ and $\mathcal{G}'$, $\mathcal{G} \prec_{\text{db}} \mathcal{G}'$ does not imply $\tau(\mathcal{G}) \prec_{\text{db}} \tau(\mathcal{G}')$.

**Example 11.** Consider PA $\mathcal{M}$ (left) with $\mathcal{G} = \alpha_{\text{PA}}(\mathcal{M})$ and PGA $\mathcal{G}'$ (right) in Fig. 3.3. Note that $\mathcal{G} \prec_{\text{db}} \mathcal{G}'$ whereas $\tau(\mathcal{G}) \not\prec_{\text{db}} \tau(\mathcal{G}')$. Let us consider the distribution $\mu = [0.5v_3, 0.5v_4]$ in PGA $\mathcal{G}$; note that $\mu \prec_{\text{db}} t_{v_2}'$ in PGA $\mathcal{G}'$. But in $\tau(\mathcal{G})$, there is a transition $\mu \rightarrow [0.5t_5, 0.5t_7]$ that is not simulated by any transition from $t_{v_2}'$ in $\tau(\mathcal{G}')$.

Moreover, DBS relations are not comparable to Segala’s probabilistic forward simulation relations (see Def. 14 on page 18).

**Proposition 4.** $\prec_{\text{db}}$ and $\prec_{\text{paf}}$ are incomparable for PA.

**Example 12.** Consider the distributions $\nu$ and $\mu$ in Fig. 2.6 and 3.1 respectively. By checking the conditions of Def. 14 and 16, we find that $s_0 \prec_{\text{paf}} [0.5s_3, 0.25s_4, 0.25s_5]$ whereas $s_0 \not\prec_{\text{db}} [0.5s_3, 0.25s_4, 0.25s_5]$; and $[0.3u_3, 0.3u_4, 0.4u_5] \prec_{\text{db}} t_{u_0}$ whereas $[0.3u_3, 0.3u_4, 0.4u_5] \not\prec_{\text{paf}} t_{u_0}$.

**Theorem 2.** $\prec_{\text{db}}$ is a preorder.
Proof. Reflexivity: It follows trivially from Def. 16.

Transitivity: Let \( \mathcal{G} = (S, \{s_1, s_2\}, A, \Delta, s_0) \), \( \mathcal{G}' = (S', \{s'_1, s'_2\}, A, \Delta', s'_0) \) and \( \mathcal{G}'' = (S'', \{s''_1, s''_2\}, A, \Delta'', s''_0) \) be PGA. Let \( \mathcal{G} \prec_{db} \mathcal{G}' \) and \( \mathcal{G}' \prec_{db} \mathcal{G}'' \). We prove that \( \mathcal{G} \prec_{db} \mathcal{G}'' \) holds. Let \( R_1 \) be a DBS relation between \( \mathcal{G} \) and \( \mathcal{G}' \), and \( R_2 \) between \( \mathcal{G}' \) and \( \mathcal{G}'' \). We define the relation \( R = (\text{Dist}(S_1) \times \text{Dist}(S'_1)) \cup (\text{Dist}(S_2) \times \text{Dist}(S''_2)) \) as:

\[
R = \{(\mu, \mu'') | \exists \mu' \in S' : \mu R_1 \mu' \text{ and } \mu' R_2 \mu''\}
\]

and show that it fulfills the conditions of Def. 16.

Assume \( \mu R \mu'' \) where \( \mu R_1 \mu' \) and \( \mu' R_2 \mu'' \) for some \( \mu' \in \text{Dist}(S') \).

1. As \( R_2 \) is a DBS relation and \( \mu' R_2 \mu'' \), \( \mu' \) can be split into sub-distributions according to the support of \( \mu'' \), i.e., \( \mu' = \bigoplus_{s'' \in \text{Supp}(\mu'')} \mu'_v \) such that \( |\mu'_v| = \mu''(s'') \) and \( \mu'_v R_2 \mu'' \) for all \( s'' \in \text{Supp}(\mu'') \).

   Similarly, as \( R_1 \) is a DBS relation and \( \mu R_1 \mu' \), we have \( \mu = \bigoplus_{s' \in \text{Supp}(\mu')} \mu_v \) such that \( |\mu_v| = \mu'(s') \) and \( \mu_v R_1 \mu' \) for all \( s' \in \text{Supp}(\mu') \).

   Let \( s'' \in \text{Supp}(\mu'') \) such that \( \mu'_v \) is its corresponding sub-distribution of \( \mu' \). As each state in the support of \( \mu'_v \), has a corresponding sub-distribution in \( \mu \), we can create a sub-distribution of \( \mu \) that corresponds to \( \mu'_v \) and subsequently to \( s'' \), i.e., \( \mu_v = \bigoplus_{s'' \in \text{Supp}(\mu'')} \mu'_v(u') \cdot (\mu_u) \). This shows that \( \mu \) can be split into sub-distributions according to the support of \( \mu'' \).

   Let \( s'' \in \text{Supp}(\mu'') \), then \( \mu'_v \) is a sub-distribution for \( s'' \) in \( \mu' \) which have a corresponding sub-distribution \( \mu''_v \) in \( \mu \). Thus, \( \mu''(s'') = |\mu''_v| = |\mu_v| \).

   Now as \( \mu' R_2 \mu'' \), by Def. 16, \( \mu'_v R_2 \mu''_v \); and as \( \mu R_1 \mu' \) and by Def. 16, \( \mu_v R_1 \mu'_v \) for every \( u' \in \text{Supp}(\mu'_v) \subseteq \text{Supp}(\mu') \), therefore \( \mu''_v R_1 \mu'_v \). Thus, \( \mu''_v R_1 \mu_v \).

2. Let \( \mu \xrightarrow{a} v \). As \( \mu R_1 \mu' \), by Def. 16, \( \mu' \xrightarrow{a_c} v' \) such that \( |v'| \geq |v| \) and \( v_1 R_1 v'_1 \). Similarly, as \( \mu' \xrightarrow{a_c} v' \) and \( \mu' R_2 \mu'' \), it implies by Def. 16, that \( \mu'' \xrightarrow{a_c} v'' \) with \( |v''| \geq |v'| \) and \( v'_2 R_2 v''_2 \). As \( |v| \leq |v'| \) and \( |v'| \leq |v''| \), thus \( |v| \leq |v''| \); and as \( v_1 R_1 v' \) and \( v'_2 R_2 v''_2 \), thus \( v_1 R v''_1 \).

\[ \square \]

### 3.1.3 State-based vs. Distribution-based Simulation Relations

Although state-based simulation relations can be lifted from states to distributions over states (by Def. 12), \( \prec_{db} \) (lifted to distributions over states) and \( \prec_{db} \) are not comparable in general. However, for closed PGA, \( \prec_{db} \) is a subset of \( \prec_{db} \).

#### Proposition 5. \( \prec_{db} \) and \( \prec_{db} \) are incomparable for PGA; and \( \prec_{db} \subseteq \prec_{db} \) for closed PGA.

Example [9] illustrates that DBS relations do not imply SBS relations. Similarly, SBS relations do not imply DBS relations, as illustrated by the following example.

**Example 13.** \( R = \bigcup_{i=0..2} \{(t_i, t'_i)\} \cup \bigcup_{i=0..3} \{(v_i, v'_i)\} \) is an SBS relation between PGA \( \mathcal{G} \) and \( \mathcal{G}' \) in Fig. 3.4. Note that a DBS relation cannot be defined between \( \mathcal{G} \) and \( \mathcal{G}' \). This is because the a-transition
from distribution $[0.4v_0, 0.6v_1]$ to $[0.4t_1]$ is not simulated by the $a$-transition from $[0.4v'_0, 0.6v'_1]$ to $[0.4t'_2, 0.6t'_2]$.

3.2 Alternating Simulation Relations

To compare two-player stochastic games with competitive objectives (e.g., if player one maximises the probability to reach a certain goal state, her opponent (player two) will try to minimize this quantity), we use alternating simulation relations.

3.2.1 State-based Alternating Simulation Relation

Like state-based simulation relations, state-based alternating simulation relations are intended to be preorders on a state space requiring that whenever a state $s'$ simulates a state $s$, then if $s' \in S_2$, $s'$ can mimic at least the step-wise behaviour of $s$; otherwise, if $s' \in S_1$, $s$ can mimic at least the step-wise behaviour of $s'$. Our state-based alternating simulation relations are inspired by the notions of alternating simulation of [AHKV98] and strong probabilistic game simulation of [Kat10].

**Definition 17.** (State-based Alternating Simulation) $R \subseteq \bigcup_{j \in \{1,2\}} S_j \times S_j$ is a state-based alternating simulation (SBAS) relation for a PGA $\mathcal{G}$ iff for every $sRs'$ the following holds:

1. If $s, s' \in S_1$, then $s' \xrightarrow{a} \mu'$ implies $s \xrightarrow{a} \gamma_c \mu$ such that $\mu R \mu'$,

2. If $s, s' \in S_2$, then $s \xrightarrow{a} \mu$ implies $s' \xrightarrow{a} \gamma_c \mu'$ such that $\mu R \mu'$.

Let $\preceq_{sb}$ be the largest SBAS relation. We write “$s'$ A-simulates $s$” iff $s \preceq_{sb} s'$.

Intuitively, in case of player-one states, the behaviour of $s'$ is mimicked by that of $s$; whereas in case of player-two states, it is the other way round. The condition (1) asserts that if $s, s' \in S_1$, then an $a$-transition from $s'$ implies a combined $a$-transition from $s$ and the resulting distributions are related (by Def. 12) w.r.t. $R$. The condition (2) asserts that if $s, s' \in S_2$, the similar conditions as in (1) hold for every transition from $s$. 

Figure 3.4: For PGA $\mathcal{G}$ (left) and $\mathcal{G}'$ (right), $\mathcal{G} \prec_{sb} \mathcal{G}'$ but $\mathcal{G} \not\prec_{db} \mathcal{G}'$. 
Proposition 6. For PGA $G$ and $G'$, $G \preccurlyeq_{sb} G'$ implies $\tau(G) \preccurlyeq_{sb} \tau(G')$.

Theorem 3. $\preccurlyeq_{sb}$ is a preorder.

Proof. The proof of the above theorem follows the similar lines as that of Th. 1.

Remark 1. The strong probabilistic game simulation relation in [Kat10, Def. 6.10] is obtained by lifting Def. 15 and 17 to player-two states (by considering hyper-transitions from player-one states) and merging their conditions.

Note that for PA, SBAS relations coincide with SBS relations — if $S_1 = \emptyset$, then $R \subseteq S_2 \times S_2$ and condition (1) in Def. 17 becomes irrelevant. The following proposition follows directly from the definitions of $\preccurlyeq_{sb}$ and $\preccurlyeq_{sb}$.

Proposition 7. $\preccurlyeq_{sb} = \preccurlyeq_{sb}$ for PA.

3.2.2 Distribution-based Alternating Simulation Relation

Like distribution-based simulation relations, distribution-based alternating simulation relations are intended to be preorders on distributions over a state space requiring that whenever a distribution $\mu'$ simulates a distribution $\mu$, then if $\mu' \in \text{Dist}(S_2)$, $\mu'$ can mimic at least the step-wise behaviour of $\mu$; otherwise, if $\mu' \in \text{Dist}(S_1)$, $\mu$ can mimic at least the step-wise behaviour of $\mu'$. Formally,

Definition 18. (Distribution-based Alternating Simulation). $R \subseteq \bigcup_{j \in \{1,2\}} \text{Dist}(S_j) \times \text{Dist}(S_j)$ is a distribution-based alternating simulation (DBAS) relation for a PGA $G$ iff for every $\mu R \mu'$:

1. $\mu = \bigoplus_{s' \in \text{Supp}(\mu')} \mu_{s'}$ and $\forall s' \in \text{Supp}(\mu') : (\mu'(s') = |\mu_{s'}|$ and $\mu_{s'} \downarrow R_{s'}$),

2. if $\mu, \mu' \in \text{Dist}(S_1)$, $\mu' \xrightarrow{a} \rho'$ implies $\mu \xrightarrow{a} \rho$ such that $|\rho| \geq |\rho'|$ and $\rho \downarrow R \rho'$,

3. if $\mu, \mu' \in \text{Dist}(S_2)$, $\mu \xrightarrow{a} \rho$ implies $\mu' \xrightarrow{a} \rho'$ such that $|\rho| \leq |\rho'|$ and $\rho \downarrow R \rho'$.

Let $\preccurlyeq_{db}$ be the largest DBAS relation. We write “$\mu'$ A-simulates $\mu$” iff $\mu \preccurlyeq_{db} \mu'$.
In this section, we discuss that simulation/alternating simulation relations between closed PGA provide bounds on their reachability probabilities when players collaborate/compete with each other. In fact, simulation relations between PGA bound their \( \max \) and \( \min \) values; whereas alternating simulation relations bound their \( \min \) and \( \max \) values.

**Theorem 5.** For \( x \in \{ \text{sb, db} \} \), and PGA \( G \) and \( G' \):

The condition (1) is the same as in Def. 16. By condition (2), if \( \mu, \mu' \in \text{Dist}(S_1) \), then an \( a \)-transition from \( \mu' \) to some \( \rho' \) implies a combined \( a \)-transition from \( \mu \) to \( \rho \) such that the mass of \( \rho \) is at least that of \( \rho' \) and their conditional distributions are related. And by condition (3), if \( \mu, \mu' \in \text{Dist}(S_2) \), the similar conditions as in (2) hold for every transition from \( \mu \).

**Theorem 4.** \( \preceq_{\text{db}} \) is a preorder.

**Proof.** The proof of the above theorem follows the similar lines as that of Th. 2.

**Proposition 8.** For PGA \( G \) and \( G' \), \( G \preceq_{\text{db}} G' \) does not imply \( \tau(G) \preceq_{\text{db}} \tau(G') \).

Moreover, like state-based relations (see Proposition 7), DBS relations coincide with DBAS relations for PA. The following proposition follows directly from the definitions of \( \preceq_{\text{db}} \) and \( \preceq_{\text{sb}} \).

**Proposition 9.** \( \preceq_{\text{db}} = \preceq_{\text{sb}} \) for PA.

**3.2.3 State-based vs. Distribution-based Alternating Relations**

Like simulation relations, alternating simulation relations are not comparable in general. However, for closed PGA, \( \preceq_{\text{sb}} \) is a subset of \( \preceq_{\text{db}} \).

**Proposition 10.** \( \preceq_{\text{sb}} \) and \( \preceq_{\text{db}} \) are incomparable in general; and \( \preceq_{\text{sb}} \subseteq \preceq_{\text{db}} \) for closed PGA.

**3.3 Reachability Probabilities and (Alternating) Simulation Relations**

In this section, we discuss that simulation/alternating simulation relations between closed PGA provide bounds on their reachability probabilities when players collaborate/compete with each other. In fact, simulation relations between PGA bound their \( \max \) and \( \min \) values; whereas alternating simulation relations bound their \( \min \) and \( \max \) values.
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We prove that \( \mathcal{G} \preceq \mathcal{G}' \), \( T \subseteq S \) with \( T' = \{ s' \in S' \mid \exists \mu \in \text{Dist}(S) : \mu(T) > 0 \text{ and } \mu \preceq_s s' \} \), then 
\[ \min^{\circ}(T') \leq \min^{\circ}(T) \text{ and } \max^{\circ}(T) \leq \max^{\circ}(T'). \]

Let \( \mathcal{G} \preceq \mathcal{G}' \), \( T \subseteq S \) with \( T'' = \{ s' \in S' \mid \exists \mu \in \text{Dist}(S) : \mu(T) > 0 \text{ and } \mu \preceq_s s' \} \), then 
\[ \min^{\circ}(T) \leq \min^{\circ}(T'') \text{ and } \max^{\circ}(T') \leq \max^{\circ}(T). \]

**Proof.** We only prove these two claims for distribution-based relations, as the proof for state-based relations is similar. Moreover, we give a proof for \( \min^{\circ}(T) \leq \min^{\circ}(T'') \), as the proof for the other cases (e.g., \( \max^{\circ}(T'') \leq \max^{\circ}(T) \)) is similar to this.

For PGA \( \mathcal{G} \) and \( \mathcal{G}' \), let \( \mathcal{G} \preceq_{db} \mathcal{G}' \). Let \( T \subseteq S \) be a set of goal states such that \( T'' = \{ s' \in S' \mid \exists \mu \in \text{Dist}(S) : \mu(T) > 0 \text{ and } \mu \preceq_{db} s' \} \). Let \( \mathcal{G}' \) be the closed version of the disjoint union of \( \mathcal{G} \) and \( \mathcal{G}' \) such that \( \bar{T} = T \cup T'' \).

Let \( 1 = \min \) and \( 2 = \max \) be the objectives of players one and two respectively, such that \( \text{Prt}^{\min}_{\text{max}} : W \rightarrow W \) (see Def. 9) is a probability valuation transformer function for \( \mathcal{G}' \).

We prove that \( t_{s_0} \preceq_{db} t_{s_0} \) implies \( \min^{\circ}(T) \leq \min^{\circ}(T'') \). The proof is by induction on ordered functions in \( W \).

**Base case:** For \( w_0 = \text{Prt}^{\min}_{\text{max}}(\bot) \), we have \( w_0(u) = 1 \) if \( u \in \bar{T} \) and \( w_0(u) = 0 \) otherwise.

For \( \mu, \eta \in \text{Dist}(\bar{S}) \) such that \( \mu \preceq_{db} \eta \), we show \( w_0(\mu) \leq w_0(\eta) \). Let \( s \in \text{Supp}(\eta) \), then \( \mu_s \) is a sub-distribution of \( \mu \) for \( s \); and \( \mu_{s_j} \preceq_{db} t_s \) (Def. 18). Let \( \mu_{s_j}(T) > 0 \), then \( s \in T'' \), \( w_0(\mu_{s_j}) = \sum_{v \in T} H_{s_j}(v) \cdot w_0(v) \leq 1 \) and \( w_0(s) = 1 \). Thus, \( \sum_{s \in \text{Supp}(\eta)} \eta(s) \cdot w_0(\mu_{s_j}) = w_0(\mu) \leq w_0(\eta) = \sum_{s \in \text{Supp}(\eta)} w_0(s) \).

**Induction hypothesis:** For \( w_n = (\text{Prt}^{\min}_{\text{max}})^n(\bot) \), let \( w_n(v) \leq w_n(\rho) \) for all \( v, \rho \in \text{Dist}(\bar{S}) \). We show that it also holds for \( n + 1 \), i.e., \( w_{n+1}(v) \leq w_{n+1}(\rho) \).

For \( \mu, \eta \in \text{Dist}(\bar{S}) \) such that \( \mu \preceq_{db} \eta \), there are two cases:

1. \( \mu, \eta \in \text{Dist}(\bar{S}_1) \): There are two cases:
   1. Let \( \eta \rightarrow \eta' \), then by Def. 18 \( \mu \rightarrow_c \mu' \) such that \( \mu' \preceq_{db} \eta' \). By induction hypothesis \( w_n(\mu') \leq w_n(\eta') \). As \( 1 = \min \), therefore \( w_{n+1}(\mu) = \min_{\mu \rightarrow_c \mu'} w_n(\mu') \leq \min_{\eta \rightarrow_{c} \eta'} w_n(\eta') = w_{n+1}(\eta) \).
   2. Let \( \text{Act}(s) = \emptyset \) for all \( s \in \text{Supp}(\eta) \). By Def. 9 \( w_{n+1}(s) = 1 \). Thus, \( w_{n+1}(\mu) \leq w_{n+1}(\eta) \).
2. \( \mu, \eta \in \text{Dist}(\bar{S}_2) \): There are two cases:
   1. Let \( \mu \rightarrow \mu' \), then by Def. 18 \( \eta \rightarrow_c \eta' \) such that \( \mu' \preceq_{db} \eta' \). By induction hypothesis \( w_n(\mu') \leq w_n(\eta') \). As \( 2 = \max \), therefore \( w_{n+1}(\mu) = \max_{\mu \rightarrow_c \mu'} w_n(\mu') \leq \max_{\eta \rightarrow_{c} \eta'} w_n(\eta') = w_{n+1}(\eta) \).
   2. Let \( \text{Act}(s) = \emptyset \) for all \( s \in \text{Supp}(\mu) \). By Def. 9 \( w_{n+1}(s) = 0 \). Thus, \( w_{n+1}(\mu) \leq w_{n+1}(\eta) \).

As \( \text{Prt}^1 \) is a monotonic function over \( W \), by Tarski’s theorem \([11, 55]\) it has a least and a greatest fixpoint, i.e., \( w = \text{Fix} \ \text{Prt}^{\min}_{\text{max}}(\bot) \). Moreover, as \( \mathcal{G} \preceq_{db} \mathcal{G}' \), therefore \( t_{s_0} \preceq_{db} t_{s_0} \) and from above \( w(t_{s_0}) \leq w(t_{s_0}) \). Hence, \( \min^{\circ}(T) \leq \min^{\circ}(T'') \) holds.

\[ \square \]
3.4. SUMMARY AND DISCUSSION

In this chapter, we defined two (alternating) simulation preorders for PGA: a state-based as well as a distribution-based one. Simulation relations are of interest when both players have identical objectives, whereas alternating simulation relations are useful for competitive objectives; moreover, simulation and alternating simulation relations coincide for models — like Segala’s PA — in which state spaces are not partitioned. We showed that state-based and distribution-based relations are incomparable in general but for closed PGA the former implies the latter. Moreover, state-based relations between PGA imply state-based relations between their closed versions. A similar result for distribution-based relations does not hold. Finally, both state-based and distribution-based relations preserve reachability probabilities.

An overview of the results of this chapter is given in Table 3.1.

Example 14. Consider PGA $G$ and $G'$ in Fig. 3.5 where $G \prec_{db} G'$ and $G \not\preceq_{db} G'$. Let $T = \{t_4\}$ such that $T' = T'' = \{t_4\}$ for Th. 5. Then the maximum probability in PGA $G$ to $T$ lies in $[0.25, 0.5]$, whereas in $G'$ it lies in $[0.3, 0.3]$ for $T'$.

3.4 Summary and Discussion

In this chapter, we defined two (alternating) simulation preorders for PGA: a state-based as well as a distribution-based one. Simulation relations are of interest when both players have identical objectives, whereas alternating simulation relations are useful for competitive objectives; moreover, simulation and alternating simulation relations coincide for models — like Segala’s PA — in which state spaces are not partitioned. We showed that state-based and distribution-based relations are incomparable in general but for closed PGA the former implies the latter. Moreover, state-based relations between PGA imply state-based relations between their closed versions. A similar result for distribution-based relations does not hold. Finally, both state-based and distribution-based relations preserve reachability probabilities.

An overview of the results of this chapter is given in Table 3.1.

Related work: The concept of distribution-based relation (probabilistic forward simulation) was first introduced in [Seg95, LSV07] for PA. In [EHZ10], distribution-based weak bisimulation has been defined for Markov automata — PA with exponentially distributed delays in states. In [DHR08], distribution-based bisimulation was studied in the context of language equivalence of Rabin’s deterministic PA; this was extended to the non-deterministic case in [FZ14]. More recently, in [HKK14] bisimulation for probabilistic systems with uncountable state and action spaces has been defined, which extends [FZ14].

The notion of state-based probabilistic alternating simulation has been discussed in [ZP10, Kat10], which...
CHAPTER 3. RELATIONS ON STOCHASTIC GAMES

Simulation relations

<table>
<thead>
<tr>
<th></th>
<th>State-based (≺\textsubscript{sb})</th>
<th>Distribution-based (≺\textsubscript{db})</th>
</tr>
</thead>
<tbody>
<tr>
<td>preorder</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>monotonicity of closing (τ)</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>For Segala’s PA</td>
<td>≺\textsubscript{sb} = ≺\textsubscript{pa}</td>
<td>≺\textsubscript{db} ≠ ≺\textsubscript{paf}</td>
</tr>
<tr>
<td>For PGA</td>
<td>𝒢 ≺\textsubscript{sb} 𝒢′ ⇒ τ(𝒢) ≺\textsubscript{sb} τ(𝒢′)</td>
<td>𝒢 ≺\textsubscript{db} 𝒢′ ⇒ τ(𝒢) ≺\textsubscript{db} τ(𝒢′)</td>
</tr>
<tr>
<td>For PGA</td>
<td>≺\textsubscript{sb} ≠ ≺\textsubscript{db}</td>
<td>≺\textsubscript{sb} ⊆ ≺\textsubscript{db}</td>
</tr>
</tbody>
</table>

Alternating simulation relations

<table>
<thead>
<tr>
<th></th>
<th>State-based (⋞\textsubscript{sb})</th>
<th>Distribution-based (⋞\textsubscript{db})</th>
</tr>
</thead>
<tbody>
<tr>
<td>preorder</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>monotonicity of closing (τ)</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>For Segala’s PA</td>
<td>≺\textsubscript{sb} = ≺\textsubscript{sb} = ≺\textsubscript{pa}</td>
<td>≺\textsubscript{sb} = ≺\textsubscript{db}</td>
</tr>
<tr>
<td>For PGA</td>
<td>𝒢 ≺\textsubscript{sb} 𝒢′ ⇒ τ(𝒢) ≺\textsubscript{sb} τ(𝒢′)</td>
<td>𝒢 ≺\textsubscript{db} 𝒢′ ⇒ τ(𝒢) ≺\textsubscript{db} τ(𝒢′)</td>
</tr>
<tr>
<td>For PGA</td>
<td>≺\textsubscript{sb} ≠ ≺\textsubscript{db}</td>
<td>≺\textsubscript{sb} ⊆ ≺\textsubscript{db}</td>
</tr>
</tbody>
</table>

Preservation of reachability probabilities

| ≺\textsubscript{sb} and ≺\textsubscript{db} yield | min▼ and max▲ |
| ≺\textsubscript{sb} and ≺\textsubscript{db} yield | min▲ and max▼ |

Table 3.1: Summary of (alternating) simulation relations.

can be obtained by merging our Def. 15 and 17 and lifting them to player-two states. In [ZP10], probabilistic forward simulation ([Seg95, LSV07]) was extended to give alternating simulation relations for games. This notion, however, is not comparable to our notion of distribution-based alternating simulation relation.

Future extensions: In the literature, many algorithms have been proposed to check state-based relations for probabilistic systems; however, very little has been done for distribution-based relations. To build upon this work, one can consider:

- adapting the algorithm in [HKK14] — that checks distribution-based bisimulation relation for probabilistic systems — for (alternating) simulation relations between stochastic games,
- defining weak variants of (alternating) simulation relations with and without preserving branching structures of models, and
- logical characterization of (alternating) simulation relations.
In the next chapter, we introduce a new modeling formalism for stochastic games that extend PGA with *required* and *possible* modalities, called abstract PGA (APGA). We equip APGA with notions of refinements; define a *composition* operator for it; and show that refinement relations are pre-congruences w.r.t. composition preserving reachability probabilities.
Many researchers have introduced modeling formalisms that over- and under-approximate the behaviour of probabilistic systems with different transition functions. In [KKLW12, KKN09], extensions of Markov decision processes (MDPs) and interactive Markov chains (IMCs) are given that annotate transitions with intervals of probabilities instead of single values, thus over- and under-approximating the probabilities to target states. In contrast, abstract probabilistic automata (APA) [DKL+13] group transitions into possible and required sets — for over- and under-approximating the behaviour respectively — as in modal transition systems (MTS) [LT88a], and model distributions by constraint functions (mathematical constraints that describe sets of probability distributions (see page 9)) as in constraint Markov chains (CMC) [CDL+11]. To the best of our knowledge, no formalism, that over- and under-approximate the behaviour, has been proposed for probabilistic systems with competing/collaborating stakeholders — such systems are usually modelled as games with probabilistic transitions.

Two-player stochastic games (SGs) have been introduced in [Sha53, Con92] as mathematical models for the modeling and analysis of non-deterministic probabilistic systems with competing/collaborating players. In SGs, moves of one of the players yield distributions over states, while moves of the other player just yield states. SGs are generalized to probabilistic game automata (PGA) [CL88] that allow both players to make non-deterministic and probabilistic choices at their turns — in SGs one of the players have only non-deterministic choices at her turn.

Inspired by our earlier work on probabilistic automata (PA) [DKL+13], we present a three-valued extension of PGA by extending their transitions in two ways. We annotate transitions with required and possible modalities, and give their targets as sets of probability distributions represented by constraint functions. This yields abstract probabilistic game automata (APGA). APGA have as semantics sets of PGA, namely all PGA that have at least all required transitions along with their target distributions and zero or more possible transitions with at least one of their target distributions. We call these games implementations of APGA.

For comparing APGA, we provide a refinement relation that implies the inclusion of sets of implementations of APGA. Refinement relations allow for the comparison of APGA at different levels of abstraction, and are important for the step-wise design of system models. Similarly, we present a satisfaction relation — a special instance of a refinement relation — for deciding whether PGA are implementations of APGA. As in [DHR08, EHZ10, HKK14, SK14], we treat probability distributions rather than states as first-class citizens and relax state-based refinement to distribution-based refinement. We show that state-based and distribution-based refinement relations are incomparable in general, but for closed APGA the earlier implies the latter.
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We also show that refinement of APGA implies (alternating) simulation relations \cite{SK14} between their implementations — alternating relations compare the behaviour of PGA in case of competing players, whereas simulation relations are relevant for collaborating players.

Moreover, as APGA may have infinitely many possible implementations, we extend the technique in \cite{SK12} for approximating them such that a finite number of their implementations, called extreme probabilistic game automata (EPGA), are sufficient for their extremal reachability analysis, i.e., the extremal reachability probabilities of implementations of APGA are bounded by that of their EPGA.

Finally, we define a composition operator for a class of APGA that act as abstract models of PA, and show that our refinement relations are pre-congruences w.r.t. it, thus facilitating APGA-based compositional abstraction of PA (see Ch. 5).

Put in a nutshell, the major contributions of this chapter are:

- a three-valued extension of PGA (called APGA),
- a state-/distribution-based refinement relation for APGA that implies (alternating) simulation between their sets of implementations,
- a finite approximation of implementation sets of APGA,
- results showing that the extremal reachability probabilities of implementations of APGA are bounded by that of their extremal implementations, and
- a composition operator for APGA showing refinement relations are pre-congruences w.r.t. it.

Another motivation for proposing a new formalism is the theory of abstraction of probabilistic systems. In \cite{SK14}, PGA-based abstractions of PA are proposed that yield tighter bounds on probabilistic reachability than SG-based abstractions \cite{KKNP10}; whereas in \cite{SK12}, three-valued abstractions of PA are proposed as APA that also yield bounds on probabilities. It would be of interest to propose APGA-based abstractions of PA by combining the techniques of \cite{SK14} and \cite{SK12} and do reachability analysis.

4.1 Modal Transition Systems (MTS)

We start with a formalism that first introduced the notion of modalities, i.e., modal transition systems (MTS) \cite{LT88a}. MTS are proposed as modal abstractions (i.e. three-valued abstractions) of labelled-transition systems (LTS). In the literature, MTS are given as pairs of LTS: one LTS over-approximates the behaviour, whereas the other under-approximates the behaviour of a system. Alternatively, the transitions of MTS are categorized into required and possible sets, where the required transitions must be present whereas the possible transitions may be present in every implementation of MTS. (For details about MTS, we refer to \cite{HJS01,LT88b}). Formally,

**Definition 19. (Modal Transition Systems).** A Modal Transition System (MTS) is a tuple $\mathcal{Q} = (S, A, \Delta_r, \Delta_p, s_0)$ where $S$ is a non-empty countable set of states with initial state $s_0 \in S$, $A \subseteq \text{UAct}$, $\Delta_r \subseteq S \times A \times S$ is a set of required transitions and $\Delta_p \subseteq S \times A \times S$ is a set of possible transitions with $\Delta_r \subseteq \Delta_p$. 
In the sequel, $\mathcal{D} = (S, A, \Delta_r, \Delta_p, s_0)$ is an MTS. Note that $\mathcal{D}$ is an LTS when $\Delta_r = \Delta_p$. For simplicity we depict \textit{required} transitions by solid lines, and \textit{possible} transitions by dotted lines, and adopt this convention for all models having the notion of modalities.

**Example 15.** Consider the MTS $\mathcal{D}$ in Fig. 4.1 (right) in which transitions labelled with $c$ and $a$ are \textit{required} transitions whereas the transition labelled with $b$ is a \textit{possible} transition. The LTS $\mathcal{T}$ in Fig. 4.1 (left) is an implementation of $\mathcal{D}$ in which the possible $b$-transition is not implemented.

### 4.2 Abstract Probabilistic Game Automata (APGA)

In this section, we introduce \textit{abstract probabilistic game automata} (APGA) that can be used to abstractly specify PGA. Informally, APGA extend PGA with the notion of modalities and constraint functions. Therefore, in APGA, the transitions are classified into \textit{required} and \textit{possible} sets as in MTS, and the targets of transitions are given as \textit{constraint functions} as in constraint Markov chains (CMC) [CDL+11] — DTMC with sets of probability distributions, represented by constraint functions, for each state — representing (possibly infinite) sets of distributions over states. Formally,

**Definition 20. (Abstract Probabilistic Game Automata).** An Abstract Probabilistic Game Automaton (APGA) is a tuple $\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta_r, \Delta_p, s_0)$ with $S$, $S_1$, $S_2$, $A$, and $s_0$ as in PGA, $\Delta_p \subseteq S_{1+x} \times A \times \text{CFunc}(S_{2-x})$ is a set of possible transitions and $\Delta_r \subseteq S_{1+x} \times A \times \text{CFunc}(S_{2-x})$ is a set of required transitions with $\Delta_r \subseteq \Delta_p$, where $x$ is a bit.

We denote $(s, a, \varphi) \in \Delta_p$ by $s \xrightarrow{a, \varphi} p$, and $(s, a, \varphi) \in \Delta_r$ by $s \xrightarrow{a, \varphi} r$. Note that $s \xrightarrow{a, \varphi}$ represents a (possibly infinite) set of $a$-transitions from $s$ whose target distributions are in $\text{sat}(\varphi)$ (that may be an uncountably large set). Thus, the implementations of an APGA can be infinitely branching. Like MTS, the \textit{required} transitions of APGA must be present (in some way) in their implementations, whereas \textit{possible} transitions may or may not be present. However, the implementations must derive their transitions from APGA. Note that PGA are APGA with $\Delta_r = \Delta_p$ and $\forall s \in S, a \in A : s \xrightarrow{a} \varphi$ implies $|\text{sat}(\varphi)| = 1$. Thus, games, stochastic games, (simple) probabilistic game automata and three-valued abstract games [dAGJ04] are all sub-models of APGA.

**Example 16.** Fig. 4.2 represents an APGA. Note that the state $s_1'$ has one required $a$-transition $s_1' \xrightarrow{a, r} \nu_1'$ and one possible $a$-transition $s_1' \xrightarrow{a, p} \varphi_1$ with $\text{sat}(\varphi_1) = \{[0.5t'_{21}, 0.5t'_{22}]\}$. In fact, the possible $a$-transition represents two $a$-transitions with $[0.5t'_{21}, 0.5t'_{22}]$ and $[0.8t'_{21}, 0.2t'_{22}]$ as target distributions.
Abstract Probabilistic Automata (APA): We observe that APA [DKL+13, DKL+11], that extend PA with the notion of modalities and constraint functions, can be represented as APGA. Formally, APA are defined as:

Definition 21. (Abstract Probabilistic Automata). An Abstract Probabilistic Automaton (APA) is a tuple \(N = (S, A, \Delta_r, \Delta_p, s_0)\) with \(S, A, s_0\) as before in PA, \(\Delta_p \subseteq S \times A \times \text{CFunc}(S)\) is a set of possible transitions and \(\Delta_r \subseteq S \times A \times \text{CFunc}(S)\) is a set of required transitions with \(\Delta_r \subseteq \Delta_p\).

Note that the class of APA, in which \(\Delta_p = \Delta_r\) and \(\forall s \in S, a \in A, x \in \{p, r\}: s \overset{a}{\longrightarrow}_x \phi \implies |\text{sat}(\phi)| = 1\), coincides with PA; whereas, the class of APGA in which \(\Delta_p(S_2) = \Delta_r(S_2)\) and \(\forall s \in S_2, a, b \in A: (s \overset{a}{\longrightarrow}_r \phi \land s \overset{b}{\longrightarrow}_r \phi') \implies \phi = \phi', |\text{sat}(\phi)| = 1\) and \(\mu \in \text{sat}(\phi)\) is a Dirac distribution, coincides with APA (Fig. 4.3 represents an APA (left) and its equivalent APGA (right)). Thus, APGA can also model systems that can be modelled with APA.

The notions of combined and hyper-transitions (Def. 11) are extended to possible and required transitions in the obvious manner. Also the notion of closedness (Def. 8) is easily adapted to APGA.

In the sequel, we assume that for each state \(s\) in APGA, \(|\Delta_p(s)|\) is finite and by definition so is the case with \(|\Delta_r(s)|\). Moreover, \(\forall s \in S, a \in \text{Act}, x \in \{r, p\}: s \overset{a}{\longrightarrow}_x \phi \land s \overset{a}{\longrightarrow}_r \phi \implies \phi = \phi\). Note that an APGA can easily be converted into another APGA that satisfies the above assumptions but have the same set of implementations. Furthermore, for simplicity in definitions, we write \(s \overset{a_p}{\longrightarrow} \mu\) iff there exists \(\phi \in \text{CFunc}(S)\) with \(s \overset{a_p}{\longrightarrow} \phi\) and \(\mu \in \phi\). Similarly, we do this for required transitions in definitions. Moreover, in figures we do not indicate the constraint functions but one of their distributions. In the sequel, \(\mathcal{H'} = (S, \{S_1, S_2\}, A, \Delta_r, \Delta_p, s_0)\) is a finitely branching APGA.
4.3 Refinement Relations for APGA

APGA at different abstraction levels are compared using refinement relations. Intuitively, a refinement relation is intended to imply inclusion of sets of implementations of related APGA. A special class of refinement relations, called satisfaction relations, relates implementations (concrete models, i.e., PGA) with APGA (specifications). We propose state-based and distribution-based refinement relations for APGA. We prove them to be preorders — a property that is necessary to compare successive refinements of specifications — and study their relationship.

4.3.1 State-based Refinement Relation

Satisfaction relation: We start by giving a state-based definition of satisfaction relations that relate PGA with their specifications, i.e., APGA.

Definition 22. (State-based Satisfaction). $R \subseteq \bigcup_{j \in \{1, 2\}} S_j \times S'_j$ is a state-based satisfaction (SBSA) relation between PGA $\mathcal{G}$ and APGA $\mathcal{H}'$ iff for $sR's'$,

1. $s \xrightarrow{a} \mu$ implies $s' \xrightarrow{a_{pc}} \mu'$ such that $\mu R' \mu'$, and
2. $s' \xrightarrow{a_f} \mu'$ implies $s \xrightarrow{a_c} \mu$ such that $\mu R' \mu'$.

Let $=_{sb}$ be the largest SBSA relation.

The condition (1) is the same as in Def. 15 except that it deals with possible (combined) transitions from $s'$. The condition (2) asserts that for every required transition from $s'$, there is a combined transition from $s$ and the resulting distributions are related (by Def. 12) w.r.t. $R$. The set of state-based implementations of APGA $\mathcal{H}'$ is $\{\mathcal{H}'\}_{sb} = \{\mathcal{G} \mid \mathcal{G} =_{sb} \mathcal{H}'\}$.

Example 17. The relation $R = \bigcup_{i=1,3} (t_i, t'_i) \cup \bigcup_{i=0,4} (s_i, s'_i)$ is an SBSA relation between PGA $\mathcal{G}$ (Fig. 2.4) and APGA $\mathcal{H}'$ (Fig. 4.2). Let us consider $(s_1, s'_1) \in R$ and check whether it fulfills the conditions of Def. 22. For the required $a$-transition from $s'_1$ to $t'_2$, there is an $a$-transition from $s_1$ to $t_2$ and $(t_2, t'_2) \in R$. Same is the case with the required $b$-transition from $s'_1$. For the $a$-transition from $s_1$ to $[0.5t_2, 0.5t_3]$,
there is a possible \( a \)-transition from \( s'_1 \) to \([0.5t'_2, 0.5t'_3]\) and \([0.5t_2, 0.5t_3]\) \( R[0.5t'_2, 0.5t'_3] \). Similarly, the conditions hold for the other pairs in \( R \).

**Refinement relation:** State-based refinement relations are preorders on a state space requiring that whenever a state \( s \) refines a state \( s' \), then \( s' \) mimics at least the step-wise possible behaviour of \( s \), whereas \( s \) mimics at least the step-wise required behaviour of \( s' \). Formally,

**Definition 23. (State-based Refinement).** \( R \subseteq \bigcup_{j \in \{1, 2\}} S_j \times S_j \) is a state-based refinement (SBR) relation on APGA \( \mathcal{H} \) iff for \( sRs' \),

1. \( s \xrightarrow{a}_p \mu \) implies \( s' \xrightarrow{a}_p \mu' \) such that \( \mu R \mu' \), and
2. \( s' \xrightarrow{a}_r \mu' \) implies \( s \xrightarrow{a}_r \mu \) such that \( \mu R \mu' \).

Let \( \preceq_{sb} \) be the largest SBR relation.

The conditions (1) and (2) are the same as in Def. 22 except that in (1) the transition from \( s \) is a possible transition, whereas in (2) the combined transition from \( s \) should be a required transition.

**Example 18.** APGA \( \mathcal{H} \) refines \( \mathcal{H}' \) (Fig. 4.4) as \( R = \bigcup_{i=0...5} \{(v_i, v'_i)\} \cup \bigcup_{i=0...3} \{(t_i, t'_i)\} \) is an SBR relation. Let us consider \((v_0, v'_0) \in R\) and check whether it fulfils the conditions of Def. 23. For the required \( a \)-transition from \( v'_0 \) to \( t'_1 \), there is a required \( a \)-transition from \( v_0 \) to \( t_1 \) and \((t_1, t'_1) \in R \). Although, there is a \( c \)-transition from \( v'_0 \), it is a possible transition and, therefore, it is not necessary for \( v_0 \) to implement it. However, for the \( a \)-transition from \( v_0 \) to \([0.6t_0, 0.4t_1]\), there is a combined \( a \)-transition from \( v'_0 \) to \([0.6t'_0, 0.4t'_1]\) and \([0.6t_0, 0.4t_1]\) \( R[0.6t'_0, 0.4t'_1] \). Similarly, the conditions hold for the other pairs in \( R \).
4.3. REFINEMENT RELATIONS FOR APGA

**Proposition 11.** For APGA $\mathcal{H}$ and $\mathcal{H}'$, $\mathcal{H} \preceq_{sb} \mathcal{H}'$ implies $\tau(\mathcal{H}) \preceq_{sb} \tau(\mathcal{H}')$.

**Theorem 6.** $\preceq_{sb}$ is a preorder.

**Proof.** Reflexivity: follows trivially from Def. 23.

Transitivity: Let $\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta, \Delta_p, s_0)$, $\mathcal{H}' = (S', \{S'_1, S'_2\}, A, \Delta'_r, \Delta'_p, s'_0)$ and $\mathcal{H}'' = (S'', \{S''_1, S''_2\}, A, \Delta''_r, \Delta''_p, s''_0)$ be APGA. Let $\mathcal{H} \preceq_{sb} \mathcal{H}'$ and $\mathcal{H}' \preceq_{sb} \mathcal{H}''$, then we prove that $\mathcal{H} \preceq_{sb} \mathcal{H}''$ holds. Let $R_1$ be an SBR relation between $\mathcal{H}$ and $\mathcal{H}'$, and $R_2$ between $\mathcal{H}'$ and $\mathcal{H}''$. We define the relation $R \subseteq (S_1 \times S''_2) \cup (S_2 \times S''_1)$ as:

$$R = \{ (s, s'') \mid sR_1 s', s' R_2 s'' \text{ for } s' \in S' \}$$

and show that it fulfills the conditions of Def. 23.

Assume $sR s''$ such that $sR_1 s'$, $s' R_2 s''$ for $s' \in S'$.

1. Let $s \rightarrow_{a} \nu$. As $sR_1 s'$, by Def. 23 $s' \rightarrow_{apc} \nu'$ such that $\mu R_1 \mu'$. As $s' \rightarrow_{apc} \mu'$ and $s' R_2 s''$, it implies by Def. 23 that $s'' \rightarrow_{apc} \mu''$ with $\mu'' R_2 \mu''$. As $\mu R_1 \mu''$ and $\mu' R_2 \mu''$, this implies by Lem. 1 that $\mu R \mu''$.

2. Let $s'' \rightarrow_{a.r} \nu''$. As $s' R_2 s''$, by Def. 23 $s' \rightarrow_{a.r} \mu''$ such that $\mu' R_2 \mu''$. As $s' \rightarrow_{a.r} \mu''$ and $sR_1 s'$, it implies by Def. 23 that $s \rightarrow_{a.r} \mu$ with $\mu R_1 \mu$. As $\mu R_1 \mu$ and $\mu' R_2 \mu''$, this implies by Lem. 1 that $\mu R \mu''$.

$\mathcal{H} \preceq_{sb} \mathcal{H}'$ implies $\mathcal{H} \preceq_{sb} \mathcal{H}''$.

**Corollary 1.** $\mathcal{H} \preceq_{sb} \mathcal{H}'$ implies $\mathcal{H} \preceq_{sb} \mathcal{H}''$.

$\preceq_{sb}$ coincides with the refinement relation for APA [SK12, Def. 9]; and its kernel coincides with Segala’s probabilistic bisimulation relation (see Def. 13 on page 18) for PA.

**Proposition 12.** $\preceq_{sb} \cap \preceq_{sb}^{-1} = \sim_{pa}$ for PA.
Definition 24. (Distribution-based Satisfaction). \( R \subseteq \bigcup_{j \in \{1, 2\}} \text{Dist}(S_j) \times \text{Dist}(S_j) \) is a distribution-based satisfaction (DBSA) relation between PGA \( \mathcal{G} \) and APGA \( \mathcal{H}' \) iff for every \( R \mu' \),

1. \( \mu = \bigoplus_{s' \in \text{Supp}(\mu')} \mu_{s'} \) and \( \forall s' \in \text{Supp}(\mu') : (\mu'(s') = |\mu_s'| \) and \( \mu_s' \rightarrow_{R} t_{s'} \),

2. \( \mu \rightarrow_{p} \rho \) implies \( \mu' \rightarrow_{p_{c}} \rho' \) such that \( |\rho| \leq |\rho'| \) and \( \rho \rightarrow_{R} \rho' \), and

3. \( \mu' \rightarrow_{r} \rho' \) implies \( \mu \rightarrow_{r_{c}} \rho \) such that \( |\rho| \geq |\rho'| \) and \( \rho \rightarrow_{R} \rho' \).

Let \( \models_{\text{db}} \) be the largest DBSA relation.

The conditions (1) and (2) are the same as in Def. [16] except that the condition (2) deals with possible (combined) transitions from \( s' \). The condition (3) asserts that for every required transition from \( \mu \) to some \( \rho' \), there is a combined transition from \( \mu \) to some \( \rho \), the mass of \( \rho \) is at least that of \( \rho' \) and their conditional distributions are related. The set of distribution-based implementations of APGA \( \mathcal{H}' \) is \( \{ \mathcal{H}' \}_\text{db} = \{ \mathcal{G} \mid \mathcal{G} \models_{\text{db}} \mathcal{H}' \} \).

Refinement relation: Distribution-based refinement relations are preorders on distributions over a state space requiring that whenever a distribution \( \mu \) refines a distribution \( \mu' \), then \( \mu' \) mimics at least the step-wise possible behaviour of \( \mu \) whereas \( \mu \) mimics at least the step-wise required behaviour of \( \mu' \). Formally,

Definition 25. (Distribution-based Refinement). \( R \subseteq \bigcup_{j \in \{1, 2\}} \text{Dist}(S_j) \times \text{Dist}(S_j) \) is a distribution-based refinement (DBR) relation on an APGA \( \mathcal{H} \) iff for every \( R \mu' \),

1. \( \mu = \bigoplus_{s' \in \text{Supp}(\mu')} \mu_{s'} \) and \( \forall s' \in \text{Supp}(\mu') : (\mu'(s') = |\mu_s'| \) and \( \mu_s' \rightarrow_{R} t_{s'} \),

2. \( \mu \rightarrow_{p} \rho \) implies \( \mu' \rightarrow_{p_{c}} \rho' \) such that \( |\rho| \leq |\rho'| \) and \( \rho \rightarrow_{R} \rho' \), and

3. \( \mu' \rightarrow_{r} \rho' \) implies \( \mu \rightarrow_{r_{c}} \rho \) such that \( |\rho| \geq |\rho'| \) and \( \rho \rightarrow_{R} \rho' \).

Let \( \preceq_{\text{db}} \) be the largest DBR relation.

The conditions (1), (2) and (3) are the same as in Def. [24] except that in (2) the transition from \( \mu \) is a possible transition, whereas in (3) the combined transition from \( \mu \) should be a required transition. The following two examples show the role of conditions (2) and (3) in Def. [25] in finding out DBR relations between APGA.

Example 19. APGA \( \mathcal{H} \) refines \( \mathcal{H}' \) (Fig. 4.5) as \( R = \{ (t_{v_1}, t_{v_1'}), (t_{v_1}, t_{v_1'}), (t_{v_2}, t_{v_2'}), (t_{v_2}, t_{v_2'}) \} \cup \{ ([0.2v_0, 0.2v_1, 0.6v_2], [0.4v_0, 0.6v_1]), ([0.2v_0, 0.2v_1, 0.6v_2], [0.25v_1, 0.75v_2]), ([0.25v_1, 0.75v_2], [0.25v_2, 0.75v_3]), ([0.25v_2, 0.75v_3], [0.25v_2, 0.75v_3]) \} \cup \bigcup_{i=0...3} \{ (t_i, t_i') \} \) is a DBR relation. Let us consider the distributions \( \mu = [0.2v_0, 0.2v_1, 0.6v_2] \) and \( \mu' = [0.4v_0, 0.6v_1] \), and check the conditions of Def. [25] In Example 10 we have already
checked the conditions (1) and (2), let us check condition (3). For the required c-transition from \( \mu' \) to \( \rho' = [0.1t_1', 0.3t_2'] \), there is a required c-transition from \( \mu \) to \( \rho = [0.1t_1, 0.3t_2] \) such that \( |\rho'| \leq |\rho| \) and \( \rho Rp_1' \) hold. Note that for \( t_1', t_2' \in \text{Supp}(\rho') \), \( [0.1t_1] \) and \( [0.3t_2] \) are the relevant sub-distributions of \( \rho \) respectively. Same is the case with b-transitions. Note that no SBR relation exists between \( \mathcal{H} \) and \( \mathcal{H}' \) as \( v_0 \) and \( v_1 \) do not refine any state in \( \mathcal{H}' \).

**Example 20.** APGA \( \mathcal{H} \) refines \( \mathcal{H}' \) (Fig. 4.6) as \( R = \{ ([0.3v_0, 0.7v_1], [0.7v_0', 0.3v_1']), ([0.3v_0, 0.4v_1], v_0') \} \cup \bigcup_{i=0}^{2} \{ (t_i, t_i') \} \cup \bigcup_{i=1}^{3} \{ (v_i, v_i') \} \} \) is a DBR relation. Let us consider the distributions \( \mu = [0.3v_0, 0.7v_1] \) and \( \mu' = [0.7v_0', 0.3v_1'] \), and check the conditions of Def. \( \Box \) \( v_0' \in \text{Supp}(\mu') \), \( [0.3v_0, 0.4v_1] \) is the relevant sub-distribution of \( \mu \) and \( [0.3v_1] \), \( \mathcal{R}[0.7v_0'] \) holds. Similarly, for \( v_1' \in \text{Supp}(\mu') \), we have \( [0.3v_1] \) as a relevant sub-distribution of \( \mu \) and \( [0.3v_1], \mathcal{R}[0.3v_0'] \) holds, thus fulfilling condition (1). Now for the required b-transition from \( \mu' \) to \( [0.3t_2'] \), there is a required b-transition from \( \mu \) to \( [0.7t_2] \) such that \( [0.3t_2'] \) \( \leq [0.7t_2] \) and \( [0.7t_2], \mathcal{R}[0.3t_2'] \) hold. Similarly, for the possible b-transition from \( \mu \) to \( [0.3t_1, 0.7t_2] \), there is a possible b-transition from \( \mu' \) to \( [0.3t_1', 0.7t_2'] \) and \( [0.3t_1, 0.7t_2], \mathcal{R}[0.3t_1', 0.7t_2'] \).
hold; thus, fulfilling conditions (2) and (3) of Def. 25. Note that no SBR relation exists between $\mathcal{H}$ and $\mathcal{H}'$.

Like DBS relations (see Proposition 3 on page 25), a DBR relation between two APGA does not imply a DBR relation between their closed versions.

**Proposition 13.** For APGA $\mathcal{H}$ and $\mathcal{H}'$, $\mathcal{H} \preceq_{\text{db}} \mathcal{H}'$ does not imply $\tau(\mathcal{H}) \preceq_{\text{db}} \tau(\mathcal{H}')$.

**Theorem 7.** $\preceq_{\text{db}}$ is a preorder.

**Proof.** Reflexivity: follows trivially from Def. 25.

Transitivity: Let $\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta, \Delta_{p}, s_0)$, $\mathcal{H}' = (S', \{S'_1, S'_2\}, A, \Delta', \Delta'_{p}, s'_0)$ and $\mathcal{H}'' = (S'', \{S''_1, S''_2\}, A, \Delta'', \Delta''_{p}, s''_0)$ be APGA. Let $\mathcal{H} \preceq_{\text{db}} \mathcal{H}'$ and $\mathcal{H}' \preceq_{\text{db}} \mathcal{H}''$, then we prove that $\mathcal{H} \preceq_{\text{db}} \mathcal{H}''$. Let $R_1$ be the DBR relation between $\mathcal{H}$ and $\mathcal{H}'$, and $R_2$ between $\mathcal{H}'$ and $\mathcal{H}''$. We define the relation $R \subseteq (\text{Dist}(S_1) \times \text{Dist}(S'_1)) \cup (\text{Dist}(S_2) \times \text{Dist}(S''_1))$ as:

$$R = \{(\mu, \mu'') | \mu R_1 \mu', \mu' R_2 \mu'' \text{ for } \mu' \in \text{Dist}(S')\}$$

and show that it fulfils the conditions of Def. 25.

Assume $\mu R_2 \mu''$ where $\mu R_1 \mu'$ and $\mu' R_2 \mu''$ for some $\mu' \in \text{Dist}(S')$.

1. The proof of condition (1) is the same as in that of Th. 2.

2. Let $\mu \xrightarrow{\alpha_p} v$. As $\mu R_1 \mu'$, by condition (2) of Def. 25, $\mu' \xrightarrow{\alpha_{pc}} v'$ such that $|v'| \geq |v|$ and $v'_1 R_1 v'_2$. Similarly, as $\mu' \xrightarrow{\alpha_{pc}} v'$ and $\mu' R_2 \mu''$, it implies by Def. 25 that $\mu'' \xrightarrow{\alpha_{pc}} v''$ with $|v''| \geq |v'|$ and $v''_1 R_2 v''_2$. As $|v| \geq |v'|$ and $|v'| \geq |v''|$, thus $|v| \geq |v''|$; and as $v'_1 R_1 v'_2$ and $v''_1 R_2 v''_2$, thus $v'_1 R v''_2$.

3. Let $\mu'' \xrightarrow{\alpha_{r_1}} v''$. As $\mu' R_2 \mu''$, by condition (3) of Def. 25, $\mu' \xrightarrow{\alpha_{rc}} v'$ such that $|v''| \leq |v'|$ and $v'_1 R_2 v''_1$. Similarly, as $\mu' \xrightarrow{\alpha_{rc}} v'$ and $\mu R_1 \mu'$, it implies by Def. 25 that $\mu \xrightarrow{\alpha_{rc}} v$ with $|v'| \leq |v|$ and $v_1 R_1 v'_2$. As $|v| \leq |v'|$ and $|v'| \leq |v''|$, thus $|v''| \leq |v|$; and as $v_1 R_1 v'_2$ and $v''_1 R_2 v''_1$, thus $v_1 R v''_2$.

$\square$

**Corollary 2.** $\mathcal{H} \preceq_{\text{db}} \mathcal{H}'$ implies $\mathcal{H} \subseteq_{\text{db}} (\mathcal{H}')_{\text{db}}$. 
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State- vs. distribution-based refinements: $\preceq_{\text{db}}$ is not comparable with $\preceq_{\text{sb}}$ (lifted to distributions over states). One can see that for $\mu \preceq_{\text{db}} t_s$, the condition (3) of Def. 25 enforces that if $\mu \preceq_{\text{sb}} t_s$, then $|\nu| = 1$; however, if $\mu \preceq_{\text{sb}} t_s$, then $0 \leq |\nu| \leq 1$ by Def. 23. For closed APGA, the two refinement relations are comparable.

**Proposition 14.** $\preceq_{\text{sb}}$ and $\preceq_{\text{db}}$ are incomparable for APGA; and $\preceq_{\text{sb}} \subseteq \preceq_{\text{db}}$ for closed APGA.

### 4.4 Approximation of APGA

In APGA, a transition with as target a constraint function $\varphi$ represents a (possibly infinite) set of transitions whose target distributions satisfy $\varphi$. Stated differently, APGA can be considered as finite symbolic representations of infinitely branching PGA. On the other hand, the infinite cardinality of satisfaction sets of constraint functions gives rise to infinitely-many implementations that even have the same state space as that of APGA, thus, making the extremal reachability analysis of APGA impossible in general.

We, therefore, approximate the implementations of an APGA by a finite set; and (in Section 4.5) show that two of these implementations are sufficient for extremal reachability analysis of APGA. We focus on APGA having polynomial constraints.

To have finitely-many implementations of an APGA, we approximate its constraint functions with the ones having finite satisfaction sets. We adopt the strategy proposed in [SK12]. We over(under)-approximate polynomial constraint functions by linear ones whose satisfaction sets can be represented by their extreme elements (distributions). In the following, we discuss how a polynomial constraint function is over- and under-approximated. Let $\varphi^c$ be a constraint function derived from $\varphi$ such that $\text{sat}(\varphi^c) = \{ \mu = \bigoplus_{i \in I} c_i \cdot \mu_i \mid \exists I \subseteq \mathbb{N}^+: (\forall i \in I: c_i \in \mathbb{R}_{\geq 0}, \mu_i \in \text{sat}(\varphi)) \land \sum_{i \in I} c_i = 1 \}$.

For $i \in \mathbb{N}$, let $\theta_i$ and $\varphi_i$ be a linear constraint and a linear constraint function respectively in variables denoting probabilities over $S$. Let $\varphi_i = \{ t_s \mid s \in S \}$ be a linear constraint function characterizing Dirac distributions over $S$, and $\varphi_{\mu}$ be a linear constraint function characterizing only one distribution, i.e., $\mu$.

Consider a polynomial constraint function $\phi$ representing a set of distributions over $S$. It at least contains a linear constraint $\sum_{s \in S} x_s = 1$ which implies that $\phi^c \subseteq \varphi_i^c$. We can now generate a series of linear constraint functions $\varphi_0 = \varphi_i$, $\varphi_1 = \varphi_0 \land \theta_0$, $\varphi_2 = \varphi_1 \land \theta_1$ and so on such that $\phi^c \subseteq \varphi_{i+1}^c \subseteq \varphi_i^c$ for all $i \geq 0$ and $\phi^c = \lim_{i \to \infty} \varphi_i^c$. Every $\varphi_i$ in the above series over-approximates $\phi$, i.e., every $\mu$ in $\phi^c$ also exists in $\varphi_i^c$.

Now we under-approximate $\phi$ by a linear constraint function. Let $\mu \in \phi$ such that $\varphi_{\mu} = \mu$ is a linear constraint function. Like in the above case, we can generate a series of constraint functions $\varphi_0 = \varphi_{\mu}$, $\varphi_1 = \varphi_0 \lor \theta_0$, $\varphi_2 = \varphi_1 \lor \theta_1$ and so on such that $\phi^c \supseteq \varphi_{i+1}^c \supseteq \varphi_i^c$ for all $i \geq 0$ and $\phi^c = \lim_{i \to \infty} \varphi_i^c$. Every $\varphi_i$ in the above series under-approximates $\phi$, i.e., every $\mu$ in $\phi_i^c$ also exists in $\phi^c$.

**Definition 26.** (Constraint Approximation) [SK12] A function $\varsigma : \text{CFunc}(S) \to \text{CFunc}(S)$ over-approximates a polynomial constraint function by a linear one iff the following holds for polynomial constraint functions $\phi, \varphi_1, \varphi_2 \in \text{CFunc}(S)$:
Figure 4.7: An example polynomial constraint function (left) and a linear over-approximation (right).

1. \( \zeta(\phi) \) is a linear constraint function with \( \phi^c \subseteq \zeta(\phi)^c \), and
2. \( \phi_1^c \subseteq \phi_2^c \Rightarrow \zeta(\phi_1)^c \subseteq \zeta(\phi_2)^c \).

Similarly, the function \( \zeta^{-1} \) under-approximates a polynomial constraint function by a linear one, i.e., \( \phi^c \supseteq \zeta^{-1}(\phi)^c \) and \( \phi_1^c \supseteq \phi_2^c \Rightarrow \zeta^{-1}(\phi_1)^c \supseteq \zeta^{-1}(\phi_2)^c \).

Example 21. Consider a polynomial constraint function \( \phi = (x^2 + y^2 + z^2 \leq r^2 \land x + y + z = 1) \) representing a set of distributions by a shaded-circular region of radius \( r \) within each triangle of Fig. 4.7 and 4.8. Let \( \zeta_1 \) and \( \zeta_2 \) be the constraint-approximating functions such that \( \zeta_1(\phi) \) represents the region enclosed by the lines \( l_1, l_2, l_3 \) and the sides of the left triangle in Fig. 4.7, and \( \zeta_2(\phi) \) represents the region enclosed by the lines \( l_1, \ldots, l_{12} \) in the right triangle. Let \( \zeta_1^{-1}(\phi) \) represent the region enclosed by the lines \( l_1, \ldots, l_6 \) in Fig. 4.8. It is clear that \( \zeta_2(\phi) \) is an over-approximation and \( \zeta_1^{-1}(\phi) \) is an under-approximation of \( \phi \), i.e., \( \zeta_2(\phi) \subseteq \phi \subseteq \zeta_1^{-1}(\phi) \). Moreover, \( \zeta_2(\phi) \) gives a better over-approximation of \( \phi \) than \( \zeta_1(\phi) \), i.e., \( \phi \subseteq \zeta_2(\phi) \subseteq \zeta_1(\phi) \).

The notion of constraint-approximation can be lifted to APGA as:

Definition 27. Let \( \mathcal{H} \) be an APGA with polynomial constraints, then the constraint-approximating function \( \zeta : \text{CFunc}(S) \to \text{CFunc}(S) \) induces the APGA \( \mathcal{H}' = \zeta(\mathcal{H}) \) where \( S \), \( A \) and \( s_0 \) are the same as in \( \mathcal{H} \); and for all \( s \in S \),

1. \( (s, a, \phi) \in \Delta_r \iff (s, a, \zeta^{-1}(\phi)) \in \Delta'_r \), and
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Figure 4.8: Linear under-approximation of a polynomial constraint function.

2. \((s, a, \phi) \in \Delta_p \iff (s, a, \varsigma(\phi)) \in \Delta'_p,\)

Note that by Def. \([26]\) \(\varsigma^{-1}(\phi) \subseteq \phi \subseteq \varsigma(\phi).\) This implies that every required transition of \(s\) in \(\mathcal{H}'\) is also a required transition in \(\mathcal{H}.\) However, the case of possible transitions is the other way around. This leads to the fact that \(\mathcal{H}\) refines \(\mathcal{H}'\) as given by the following theorem:

**Proposition 15.** \(\mathcal{H} \preceq_x \varsigma(\mathcal{H}') \text{ for } x \in \{\text{sb, db}\}.\)

**Proof.** The proof of the above proposition follows directly from Def. \([26]\)

After over(under)-approximating polynomial constraint functions by linear ones, the second issue is how to deal with their satisfaction sets that may be countably infinite. We approximate them by finite sets by considering their extreme distributions. The concept of extreme distributions is explained in \([KKN09]\) for interval constraints that can easily be extended for linear constraints. In the following, we define the notion of extreme linear function and then use it to define extreme transitions for APGA:

**Definition 28.** \([SK12]\) Let \(\mathcal{H}\) be an APGA with linear constraints, and \(\phi\) be a linear constraint function, then:

1. \(\varphi_{\text{extr}}\) is an extreme linear function of \(\phi\) iff \(\text{sat}(\varphi_{\text{extr}})\) is the smallest finite subset of \(\text{sat}(\phi)\) and \(\text{sat}(\varphi_{\text{extr}})^c = \text{sat}(\phi)^c.\)

2. \(s \xrightarrow{a}_p \varphi_{\text{extr}}\) is an extreme possible transition iff \(s \xrightarrow{a}_p \varphi.\) Similarly, we have an extreme required transition. Moreover, \(\mathcal{H}_{\text{extr}}\) represents a game with only extreme transitions.
Based on Def. 27 and 28, we are now in a position to approximate an APGA, say $H$, by an APGA, say $H'$, such that $H'$ only has a finite set of implementations that have the same state space as that of $H$. In the sequel, we assume that every APGA admitting infinite implementations is approximated in this way.

4.5 Extreme Games and Reachability Analysis

In this section, we show that two implementations of an APGA, called extreme probabilistic game automata (EPGA), bound the extremal reachability probabilities of its implementations. In fact, one EPGA bounds the probabilities in case of competing players; whereas the other EPGA does so in case of collaborating players.

Let the two implementations of APGA $H$ be the PGA $G\circ\circ$ and $G\bullet\circ$, where $G\circ\circ$ inherits its player-one and player-two transitions, denoted by the upper and the lower circles in $G\circ\circ$ respectively, from the possible transitions in $H$, whereas $G\bullet\circ$ inherits its player-one transitions from the required transitions and the player-two transitions from the possible transitions in $H$. Formally,

**Definition 29. (Extremal Games).** For $\ast \in \{\bullet, \circ\}$, $G^\ast\circ$ is an EPGA of $H$ iff $S, A$ and $s_0$ in $G^\ast\circ$ are the same as in $H$, $\Delta(S_2) = \{(s, a, \mu) | \exists s \in S_2, a \in \text{Act} : (s, a, \varphi) \in \Delta_p \land \mu \in \text{sat}(\varphi)\}$, and if $\ast = \circ$, then $\Delta(S_1) = \{(s, a, \mu) | \exists s \in S_1, a \in \text{Act} : (s, a, \varphi) \in \Delta_p \land \mu \in \text{sat}(\varphi)\}$, else $\Delta(S_1) = \{(s, a, \mu) | \exists s \in S_1, a \in \text{Act} : (s, a, \varphi) \in \Delta_r \land \mu \in \text{sat}(\varphi)\}$.

In the sequel, $G^\ast\circ = (S, \{S_1, S_2\}, A, \Delta, s_0)$ is an EPGA of $H$ for $\ast \in \{\bullet, \circ\}$.

The following lemma establishes a relationship between the (state-based and the distribution-based) implementations of an APGA $H$ and its EPGA.

**Lemma 2.** Let $G \in \mathcal{H}_x$, then $G \lessdot_x G^\circ$ and $G \preceq_x G^\bullet$ for $x \in \{\text{sb}, \text{db}\}$.

**Proof.** We only give proof for distribution-based relations.

Let $R \subseteq (\text{Dist}(S_1^1) \times \text{Dist}(S_1)) \cup (\text{Dist}(S_1^2) \times \text{Dist}(S_2))$ be a distribution-based satisfaction relation between $G' \in \mathcal{H}_x$ and $H$.

- As per Def. 29, the state space of $H$ and $G^\circ$ is the same. We show that $R$ is also a distribution-based simulation relation between $G'$ and EPGA $G^\circ$ of $H$.

Let $\mu'R\mu$. We show that it fulfills the conditions of Def. 16.

1. As $R$ is a distribution-based satisfaction relation, the condition of splitting $\mu'$ into subdistributions as per the support of $\mu$ trivially holds, and
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2. Let $\mu' \xrightarrow{a} \eta'$. By condition (2) of Def. 24, $\mu \xrightarrow{a_{pc}} \eta$ with $|\eta'| \leq |\eta|$ and $\eta'_i R \eta_i$. By Def. 29, every possible transition of $\mathcal{H}$ is also a transition in $\mathcal{G}_0$, $\mu \xrightarrow{a_c} \eta$ exists in $\mathcal{G}_0$ as well.

- As per Def. 29, the state space of $\mathcal{H}$ and $\mathcal{G}_0^*$ is the same. We show that $R$ is a distribution-based alternating simulation relation between $\mathcal{G}'$ and EPGA $\mathcal{G}_0^*$ of $\mathcal{H}$.

Let $\mu R \mu$. We show that it fulfils the conditions of Def. 18.

1. As $R$ is a distribution-based satisfaction relation, the condition of splitting $\mu'$ into sub-distributions as per the support of $\mu$ trivially holds,

2. Let $\mu' \in \text{Dist}(S_2)$ and $\mu' \xrightarrow{a} \eta'$. By condition (2) of Def. 24, $\mu \xrightarrow{a_{pc}} \eta$ with $|\eta'| \leq |\eta|$ and $\eta'_i R \eta_i$. By Def. 29, every possible transition from a player-two state in $\mathcal{H}$ is a transition in $\mathcal{G}_0$, $\mu \xrightarrow{a_c} \eta$ exists in $\mathcal{G}_0$ as well.

3. Let $\mu \in \text{Dist}(S_1)$ and $\mu \xrightarrow{a} \eta$. By Def. 29, every transition from a player-one state in $\mathcal{G}_0^*$ is a required transition in $\mathcal{H}$, $\mu \xrightarrow{a_{c}} \eta$ exists in $\mathcal{H}$. By condition (3) of Def. 24, $\mu' \xrightarrow{a_{c}} \eta'$ with $|\eta'| \geq |\eta|$ and $\eta'_i R \eta_i$.

Note that state-based implementations of $\mathcal{H}$ are related to its EPGA through state-based relations, whereas distribution-based implementations are related through distribution-based relations. Moreover, as $\mathcal{G}_0$ simulates and $\mathcal{G}_0^*$ A-simulates every (state-based and distribution-based) implementation of $\mathcal{H}$, therefore, they suffice for the extremal reachability analysis of $\mathcal{H}$. (Note that the other two extreme implementations, i.e., $\mathcal{G}_0^*$ and $\mathcal{G}_0^*$, are simulated and A-simulated by $\mathcal{G}_0$ and $\mathcal{G}_0^*$ respectively.)

Theorem 8. $\mathcal{H} \preceq_x \mathcal{H}'$ implies $\mathcal{G}_0 \preceq_x \mathcal{G}_0'$ and $\mathcal{G}_0^* \preceq_x \mathcal{G}_0^*$ for $x \in \{sb, db\}$.

**Proof.** The proof of Th. 8 follows directly from Def. 23 and 25.

Moreover, it implies that $\mathcal{G}_0'$ simulates every implementation of $\mathcal{H}$ and $\mathcal{H}'$; whereas $\mathcal{G}_0^*$ A-simulates them. Thus, $\mathcal{H}'$ bounds the extremal reachability probabilities of $\mathcal{H}$ in case of competing/collaborating players.

We show that EPGA of an APGA bound extremal reachability probabilities of its implementations with competing/collaborating players. In fact, $\mathcal{G}_0^*$ bounds extremal reachability probabilities of implementations of $\mathcal{H}$ in case of competing players, whereas $\mathcal{G}_0^*$ does so otherwise. This is based on the fact that EPGA simulate/A-simulate each (state-based and distribution-based) implementation of an APGA as given by Lem. 2.

Theorem 9. Let $\mathcal{G}_0'$ and $\mathcal{G}_0^*$ be the EPGA of $\mathcal{H}$. Let $\mathcal{G} \in \{\mathcal{H}'\}_x$, for $x \in \{sb, db\}$ such that $T \subseteq S$ is a set of goal states in $\mathcal{G}$, then
1. for goal states $T' = \{ s' \in S' \mid \exists \mu \in \text{Dist}(S) : \mu(T) > 0$ and $\mu \preceq_x s' \}$ in $G_s'$,
   \[ \min^\downarrow(T') \leq \min^\downarrow(T) \text{ and } \max^\uparrow(T) \leq \max^\uparrow(T'), \text{ and} \]

2. for goal states $T'' = \{ s'' \in S'' \mid \exists \mu \in \text{Dist}(S) : \mu(T) > 0$ and $\mu \preceq_x s'' \}$ in $G_s''$,
   \[ \min^\uparrow(T) \leq \min^\uparrow(T'') \text{ and } \max^\downarrow(T'') \leq \max^\downarrow(T). \]

**Proof.** The proof of the above theorem follows from Lem. 2 and Th. 5.

We now extend the above results for APGA that are in a refinement relation with each other. As discussed before, for APGA that refine each other, their EPGA are in a simulation/alternating simulation relation with each other. Therefore, their extremal reachability probabilities are comparable. In fact, when $H$ refines $H'$, then the extremal reachability probabilities of the EPGA of $H'$ bound that of all implementations of $H$. Formally,

**Theorem 10.** Let $H \preceq_x H'$ for $x \in \{ \sb, \db \}$, and let $T \subseteq S$ such that $T' = \{ s' \in S' \mid \exists \mu \in \text{Dist}(S) : \mu(T) = 1$ and $\mu \preceq_x s' \}$, then:

1. $\min^\downarrow(T') \leq \min^\downarrow(T)$ and $\max^\uparrow(T) \leq \max^\uparrow(T'),$

2. $\min^\uparrow(T) \leq \min^\uparrow(T'')$ and $\max^\downarrow(T'') \leq \max^\downarrow(T).

**Proof.** The proof of the above theorem follows from Th. 5 and 8.

**Example 22.** Consider APGA $H$ and $H'$ in Fig. 4.6, where $H \preceq_{\db} H'$. Let $T = \{ t_2 \}$ such that $T' = \{ t'_2 \}$ (in Th. 10). Then the maximum probability in (each implementation of) APGA $H$ to $T$ lies in $[0.7, 1]$, whereas in $H'$ it lies in $[0.3, 1]$ for $T'$. (Recall that we only consider required transitions from player one states to calculate the lower bound of the maximum probability to target state.)

### 4.6 Composition of Stochastic Games

We define a composition operator for the class of APGA that satisfies the following property:

**Property 1.** For APGA $H$, $\forall s \in S_2 : a \in \text{Act}(s) \iff \exists u \in S_1 : a \overset{r_p}{\rightarrow} v$ and $v(s) > 0$.

The class of APGA, satisfying the above property, can represent abstractions of PA (that we discuss in Ch. 5). In this way our operator generalizes composition operators for LTS, MTS, PA and APA. Composition operator is defined in a TCSP-like manner, i.e., it is parametrized by a set of actions that need to be performed simultaneously by both games; other actions occur autonomously. Formally,
Definition 30. For APGA $\mathcal{H}$ and $\mathcal{H}'$, the composition w.r.t. synchronization set $\mathcal{A} \subseteq (A \cap A') \setminus \{\tau\}$ is given as: $\mathcal{H} \mathcal{A} \mathcal{H}' = (S \times S', \{S_1 \times S'_1, S \times S'^{\perp} \setminus S_1 \times S'_1\}, A \cup A', \Delta', \Delta'_p, (s_0, s'_0))$, where for all $a \in A \cup A'$, $(s, s') \in S \times S'$ and $x \in \{pc, pc\}$, $(s, s') \stackrel{a}{\rightarrow}_x (\mu, \mu')$ iff one of the following holds:

1. if $(s, s') \in S_1 \times S'_1$, then:
   
   (a) $a \in \mathcal{A}$, $s \stackrel{a}{\rightarrow}_x \mu$ and $s' \stackrel{a}{\rightarrow}_x \mu'$, or
   (b) $a \in A$, $s \stackrel{a}{\rightarrow}_x \mu$ and $t_{s'} = \mu'$, or
   (c) $a \in A'$, $s' \stackrel{a}{\rightarrow}_x \mu'$ and $t_s = \mu$.

2. if $(s, s') \in S_2 \times S'_2$, then $a \in \mathcal{A}$, $s \stackrel{a}{\rightarrow}_x \mu$ and $s' \stackrel{a}{\rightarrow}_x \mu'$.

3. otherwise,
   
   (a) $s \in S_2$, $s \stackrel{a}{\rightarrow}_x \mu$ and $t_{s'} = \mu'$, or
   (b) $s' \in S'_2$, $s' \stackrel{a}{\rightarrow}_x \mu'$ and $t_s = \mu$.

As every required transition is a possible transition, the above definition does not restrict the synchronization of only required transitions; it also allows synchronization of required transitions with possible transitions. Note that the state space of our composite game is disjointly dividable based on the actions which are enabled. Although, we allow composition of $S_1(S_2)$ states with that of $S'_2(S'_1)$ states, but only a player two can make a move in such a state. The conditions (1) to (3) apply to required as well as to possible transitions. (1) asserts that states in $S_1 \times S'_1$ can either synchronize with each other or act independently. Note that a state in $S_2 \times S'_2$ is only reached by a synchronizing action performed by players of type one in some $S_1 \times S'_1$ state; and (2) asserts that the next state is reached only by some synchronizing action. (3) tells that for a state in $S_1 + x \times S'_2(2-x)$, where $x$ is a bit, no synchronization occurs and only a player two can make a move independently. Note that such a state can only be reached by a non-synchronizing action.

The above definition asserts that the composition of two APGA whose constraints are systems of linear inequalities (or polynomial constraints) leads to an APGA with polynomial constraints because composition of linear inequalities results in polynomial constraints (which are closed under composition) \textsc{DKL}+11. Thus, like APA \textsc{DKL}+11, the class of APGA having polynomial constraints is closed under composition.

Theorem 11. For any set $\mathcal{A}$ and $x \in \{sb, db\}$, $\preceq_x$ is a pre-congruence w.r.t. $\mathcal{A}$.

We only prove this for the distribution-based refinement relation. The proof for the other case is similar.

Proof. Let $\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta_r, \Delta_p, s_0)$, $\mathcal{H}' = (S', \{S'_1, S'_2\}, A, \Delta'_r, \Delta'_p, s'_0)$ and $\hat{\mathcal{H}} = (\hat{S}, \{\hat{S}_1, \hat{S}_2\}, \hat{A}, \hat{\Delta}_r, \hat{\Delta}_p, \hat{s}_0)$ be APGA. Let $\mathcal{A} \subseteq A \cap \hat{A}$ such that $\mathcal{H} \mathcal{A} \hat{\mathcal{H}}' = (S \times \hat{S}, \{S_1 \times \hat{S}_1, S \times \hat{S}' \setminus S_1 \times \hat{S}'_1\}, A \cup \hat{A}, \Delta', \Delta'_p, (s_0, s'_0))$. Let $\mathcal{H} \preceq_{db} \mathcal{H}'$ and $\hat{\mathcal{H}} \preceq_{db} \hat{\mathcal{H}}'$, then we prove that $\mathcal{H} \mathcal{A} \hat{\mathcal{H}} \preceq_{db} \mathcal{H}' \mathcal{A} \hat{\mathcal{H}}'$ holds. Let $R_1$
be a DBR relation between \( \mathcal{H} \) and \( \mathcal{H}' \), and \( R_2 \) between \( \mathcal{H} \) and \( \mathcal{H}' \). We define the relation \( R \subseteq (\text{Dist}(S_1 \times \hat{S}_1) \times \text{Dist}(S'_1 \times \hat{S}'_1)) \cup (\text{Dist}(S_2 \times \hat{S}_2) \times \text{Dist}(S'_2 \times \hat{S}'_2)) \) as:

\[
R \equiv \{(\mu \parallel \hat{\mu}, \mu' \parallel \hat{\mu}') \mid \mu R_1 \mu', \hat{\mu} R_2 \hat{\mu}'\}
\]

and show that it fulfills the conditions of Def. 25 (\( \subseteq_{ab} \)).

Let \( (\mu \parallel \hat{\mu}) R (\mu' \parallel \hat{\mu}') \).

1. Let \( (s', \hat{s}') \in \text{Supp}(\mu' \parallel \hat{\mu}') \). As \( \mu R_1 \mu' \) and \( s' \in \text{Supp}(\mu') \), by Def. 25 we have a sub-distribution \( \mu_\nu^s \) of \( \mu \) with \( |\mu_\nu| = \mu'(s') \) and \( \mu_\nu^s \pi R_1 \pi_\nu^s \). Similarly, as \( \hat{\mu} R_2 \hat{\mu}' \), we have a sub-distribution \( \hat{\mu}_\nu^s \) of \( \hat{\mu} \) with \( |\hat{\mu}_\nu| = \hat{\mu}'(s') \) and \( \hat{\mu}_\nu^s \pi R_1 \pi_\nu^s \). Therefore, for \( s' \parallel \hat{s}' \) we have a sub-distribution \( (\mu \parallel \hat{\mu})(s', \hat{s}') = \mu_\nu^s \parallel \hat{\mu}_\nu^s \) of \( \mu \parallel \hat{\mu} \) with \( |\mu_\nu| \parallel |\hat{\mu}_\nu| = \mu'(s') \parallel \hat{\mu}'(s') \) and \( (\mu_\nu^s \parallel \hat{\mu}_\nu^s) \pi R_1 \pi_\nu^s \).

2. Let \( \mu \parallel \hat{\mu} \xrightarrow{ap} \eta \parallel \hat{\eta} \). There are four possible cases by Def. 30:

   (a) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_1) \parallel \text{Dist}(\hat{S}_1) \). There are three possible cases:

      i. if \( a \in \hat{A} \), then \( \mu \xrightarrow{ap} \eta \parallel \hat{\eta} \). As \( \mu R_1 \mu' \), by condition (2) of Def. 25 we have \( \mu' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \) with \( |\eta'| \leq |\eta'| \parallel \hat{\eta}' \parallel \hat{\eta}' \). Similarly, as \( \hat{\mu} R_2 \hat{\mu}' \), we have \( \hat{\mu}' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \) with \( |\hat{\eta}'| \leq |\hat{\eta}'| \parallel \hat{\eta}' \parallel \hat{\eta}' \). Therefore, \( \mu \parallel \hat{\mu} \xrightarrow{ap} \eta \parallel \hat{\eta} \). As \( \eta R_1 \eta' \parallel \hat{\eta} \parallel \hat{\eta}' \), we have \( \eta \parallel \hat{\eta} \parallel \hat{\eta}' \) with \( (\eta \parallel \hat{\eta}) \parallel (\eta \parallel \hat{\eta} \parallel \hat{\eta}') \).

      ii. if \( a \in A \setminus \hat{A} \), then \( \mu \xrightarrow{ap} \eta \parallel \hat{\eta} \). As \( \mu R_1 \mu' \), by condition (2) of Def. 25 we have \( \mu' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \) with \( |\eta'| \leq |\eta'| \parallel \hat{\eta}' \parallel \hat{\eta}' \). Therefore, \( \mu' \parallel \hat{\mu} \xrightarrow{ap} \eta' \parallel \hat{\eta}' \). As \( \eta R_1 \eta' \parallel \hat{\eta} \parallel \hat{\eta}' \), we have \( \eta \parallel \hat{\eta} \parallel \hat{\eta}' \) with \( (\eta \parallel \hat{\eta}) \parallel (\eta \parallel \hat{\eta} \parallel \hat{\eta}') \).

      iii. if \( a \in \hat{A} \setminus \hat{A} \), then proof is the same as in the previous case.

   (b) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_2) \parallel \text{Dist}(\hat{S}_2) \). The proof is similar to the previous case.

   (c) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_2) \parallel \text{Dist}(\hat{S}_1) \). The proof is similar to the previous case.

   (d) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_1) \parallel \text{Dist}(\hat{S}_2) \). The proof is similar to the previous case.

3. Let \( \mu' \parallel \hat{\mu}' \xrightarrow{ap} \eta \parallel \hat{\eta} \). There are four possible cases by Def. 30:

   (a) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_1) \parallel \text{Dist}(\hat{S}_1) \). There are three possible cases:

      i. if \( a \in \hat{A} \), then \( \mu' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \). As \( \mu R_1 \mu' \), by condition (3) of Def. 25 we have \( \mu' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \parallel \hat{\eta}' \) with \( |\eta'| \geq |\eta'| \parallel \hat{\eta}' \parallel \hat{\eta}' \). Similarly, as \( \hat{\mu} R_2 \hat{\mu}' \), we have \( \hat{\mu}' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \parallel \hat{\eta}' \) with \( |\hat{\eta}'| \geq |\hat{\eta}' \parallel \hat{\eta}' \parallel \hat{\eta}' \). Therefore, \( \mu \parallel \hat{\mu} \xrightarrow{ap} \eta \parallel \hat{\eta} \parallel \hat{\eta}' \). As \( \eta R_1 \eta' \parallel \hat{\eta} \parallel \hat{\eta}' \), we have \( \eta \parallel \hat{\eta} \parallel \hat{\eta}' \) with \( (\eta \parallel \hat{\eta}) \parallel (\eta \parallel \hat{\eta} \parallel \hat{\eta}') \).

      ii. if \( a \in A \setminus \hat{A} \), then \( \mu' \xrightarrow{ap} \eta' \parallel \hat{\eta}' \). As \( \mu R_1 \mu' \), by condition (3) of Def. 25 we have \( \mu \xrightarrow{ap} \eta \parallel \hat{\eta} \parallel \hat{\eta}' \) with \( |\eta| \geq |\eta| \parallel \hat{\eta} \parallel \hat{\eta}' \). Therefore, \( \mu' \parallel \hat{\mu} \xrightarrow{ap} \eta' \parallel \hat{\eta}' \parallel \hat{\eta}' \). As \( \eta R_1 \eta' \parallel \hat{\eta} \parallel \hat{\eta}' \), we have \( \eta \parallel \hat{\eta} \parallel \hat{\eta}' \) with \( (\eta \parallel \hat{\eta}) \parallel (\eta \parallel \hat{\eta} \parallel \hat{\eta}') \).

      iii. if \( a \in \hat{A} \setminus \hat{A} \), then proof is the same as in the previous case.

   (b) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_2) \parallel \text{Dist}(\hat{S}_2) \). The proof is similar to the previous case.

   (c) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_2) \parallel \text{Dist}(\hat{S}_1) \). The proof is similar to the previous case.

   (d) Let \( \mu \parallel \hat{\mu} \in \text{Dist}(S_1) \parallel \text{Dist}(\hat{S}_2) \). The proof is similar to the previous case.
4.7 Summary and Discussion

In this chapter, we considered an extension of probabilistic game automata (PGA) with modalities (i.e., \textit{required} and \textit{possible} transitions) and \textit{constraint functions} as for PA in \cite{DBLP:journals/corr/abs-1301-0004}. Abstract PGA (APGA), therefore, over- and under-approximate the behaviour of PGA. We equipped APGA with the notion of refinement that is state-based as well as distribution-based, showing that refinement relations between APGA imply (alternating) simulation relations between their implementations. As APGA may have infinite sets of implementations, we proposed their approximations to have finite sets of implementations. We also showed that maximal and minimal reachability probabilities in APGA can be bound by considering extremal games – those PGA that besides all \textit{required} transitions contain all \textit{possible} transitions, and those that contain only \textit{required} transitions for one set and all \textit{possible} transitions for the other set of states. Finally, we defined a composition operator for the class of APGA that can be abstractions of PA, and showed that our refinement relations are pre-congruences w.r.t. it, thus facilitating APGA-based compositional abstraction of PA. An overview of the results of this chapter is given in Table \ref{tab:results}.

\textbf{Related work:} Several works have introduced \textit{modal} abstractions of probabilistic systems \cite{KKLW12, KKN09, DBLP:journals/corr/abs-1301-0004}. In \cite{KKLW12}, interval-based abstraction of MDPs has been introduced by giving probabilities of transitions as intervals instead of single values, yielding \textit{interval Markov chains}. Thus, (the upper and the lower bound of) each interval over- and under-approximates the probability to the target state. In \cite{KKN09}, this technique has been extended to \textit{interactive Markov chains} (IMC) — a combination of PA and continuous-time Markov chains (CTMC) — yielding \textit{abstract interactive Markov chains} that allow for compositional modeling of systems. In the setting of games, the abstract models most closely related to APGA are \textit{three-valued abstract games} \cite{AgJ03} in which transitions are grouped into \textit{possible} and \textit{required} sets.

Many researchers have worked on parallel composition of probabilistic systems; the earliest work in this direction is in \cite{Seg95} which defines a composition operator for PA; and in \cite{KKN09} for interactive Markov chains. To the best of our knowledge, no parallel compositional operator has been defined for game-based modal abstractions of probabilistic systems.

Furthermore, apart from parallel composition, researchers are also dealing with logical composition of probabilistic systems, i.e., defining specifications of systems in a compositional way \cite{CDL11, DBLP:journals/corr/abs-1301-0004}. Intuitively, by conjunction of a set of sub-specifications (given as APA), a composed specification is obtained that only contains the common parts of sub-specifications. Technically speaking, the set of implementations of a composed APA is the intersection of that of the composing APA.

\textbf{Future extensions:} One can consider:

- giving efficient algorithms for finding state-based and distribution-based refinement relations between APGA, and approximating APGA to have finite set of implementations,

- logical characterization of refinement relations for APGA, and

- defining a complete \textit{specification theory} for APGA following the lines in \cite{Lar90}.

In the next chapter, we propose state-based and distribution-based compositional abstraction techniques of APGA, thus presenting APGA as abstract models of P(G)A. We show that APGA are related with their
### Refinement relations

<table>
<thead>
<tr>
<th></th>
<th>State-based ($\preceq_{sb}$)</th>
<th>Distribution-based ($\preceq_{db}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>preorder</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>monotonicity of closing</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>pre-congruence w.r.t. $|A|$</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>For Segala’s PA</td>
<td>$\preceq_{sb} \cap \preceq_{sb}^{-1} = \sim_{pa}$</td>
<td></td>
</tr>
<tr>
<td>For APGA</td>
<td>$H \preceq_{sb} H' \Rightarrow (H)<em>{sb} \subseteq (H')</em>{sb}$</td>
<td>$H \preceq_{db} H' \Rightarrow (H)<em>{db} \subseteq (H')</em>{db}$</td>
</tr>
<tr>
<td>For $x \in {sb, db}$</td>
<td>$G^x \preceq_{sb} G^x'$ and $G^x' \preceq_{sb} G^x$</td>
<td>$G^x \preceq_{db} G^x'$ and $G^x' \preceq_{db} G^x$</td>
</tr>
<tr>
<td>For APGA</td>
<td>$\preceq_{sb} \neq \preceq_{db}$</td>
<td></td>
</tr>
<tr>
<td>For closed APGA</td>
<td>$\preceq_{sb} \subseteq \preceq_{db}$</td>
<td></td>
</tr>
</tbody>
</table>

### Preservation of reachability probabilities

- $\preceq_{sb}$ and $\preceq_{db}$ yield $\min\downarrow$ and $\min\uparrow$ as well as $\max\downarrow$ and $\max\uparrow$

Table 4.1: Summary of refinement relations.

Concrete models through refinement relations, thus, showing that abstract models preserve the reachability probabilities of concrete models.
Modal Abstraction of Stochastic Games

Informally speaking, abstraction is a technique that allows omitting unnecessary details from system models for the verification of properties. The models induced as a result are aimed to be finite and smaller in size as compared to the concrete models, moreover, they have at least the behaviour of the concrete models.

In the literature, a popular abstraction mechanism is to merge states of systems’ models in different ways. In the most basic technique, states are merged together by simply collecting their behaviour, that as a result induces additional non-deterministic behaviour in the abstract states. Due to this, abstract models have at least the behaviour of concrete models and are, thus, comparable using simulation relations. When such abstract models are analysed, say for extremal reachability probabilities, they provide safe over-approximations for concrete models.

In [SK12], we have extended the above technique for probabilistic automata (PA); we categorize the behaviour of abstract states into required and possible behaviour as in modal transition systems (MTS) [LT88a] — the behaviour common among all concrete states of an abstract state becomes its required behaviour, whereas their complete behaviour becomes its possible behaviour. The abstract models induced as a result are abstract PA (APA) [DKL+13] — PA with required and possible modalities; and are comparable with concrete models using refinement relations. Moreover, this approach allows for bounding the extremal reachability probabilities of concrete models from above and below. Note that because of the non-deterministic behaviour from abstraction, these bounds do not coincide with that of concrete models.

Another interesting and fruitful direction is given in [KKNP10] aggregating states in such a way that the non-deterministic behaviour in concrete systems is handled by one set of states while the non-determinism from abstraction is handled by another set of states. This naturally yields turn-based stochastic two-player games (SGs) [Sha53, Con92], where one player controls the non-determinism in the concrete models, whereas the other is in charge of the non-determinism from the abstraction. SG-based abstraction also yields upper and lower bounds on extremal reachability probabilities, and significantly improves these bounds as evidently shown by several case studies [KKNP10]. Besides, SG-based abstraction is proven to be the optimal in the sense of abstract interpretation [WZ10], i.e., with the given partition of the state space of a system, no other abstraction technique can induce more precise model than the SG-based abstraction.

In [SK14], we extend the technique of [KKNP10] from states to distributions over states for PA; we consider the non-deterministic behaviour of concrete systems at the level of distributions over states rather than at the level of states themselves. The abstract models are then probabilistic game automata (PGA)
— stochastic games in which both the players have non-deterministic and probabilistic behaviour. In PGA-based abstract models, one set of states represents the non-deterministic behaviour of distributions over states in concrete systems, whereas the other set represents the (probabilistic) behaviour from abstraction. Our PGA-based abstract models yield tighter upper and lower bounds on extremal reachability probabilities than SG-based models [KKNP10]. Moreover, they (PGA-based abstract models) are comparable with concrete models using our distribution-based (alternating) simulation relations (see Def. 16 and 18 on pages 23 and 28 respectively).

In this chapter, we combine the techniques of [KKNP10], [SK12] and [SK14] in two ways. In the first way, we combine the techniques of [KKNP10] and [SK12]; the induced models are then a class of abstract probabilistic game automata (APGA) — PGA with required and possible modalities — in which one of the players have only non-deterministic behaviour. This is called state-based abstraction of APGA. State-based abstraction differs from [KKNP10] in a sense that the non-deterministic behaviour in concrete systems is not completely handled by one set of states: in state-based abstraction, concrete states are merged together if they have the same step-wise behaviour after abstraction; whereas in [KKNP10], concrete states are merged together iff they have the same step-wise behaviour. Because of this, the bounds on extremal reachability probabilities in state-based APGA-based models are at most as tight as in SG-based models, however, they are at most the size of SG-based models. Our abstract models are comparable with concrete models using state-based refinement relations (see Def. 23 on page 40). We show that game-based abstraction [KKNP10] is a special case of our state-based abstraction.

In the second way, we combine the techniques of [SK12] and [SK14]; the induced models are APGA with both players having non-deterministic and probabilistic behaviour. This is called distribution-based abstraction of APGA. The difference between distribution-based abstraction and [SK14] is the same as between state-based abstraction and [KKNP10], i.e., in distribution-based abstraction, (support sets of) concrete distributions are merged together if they have the same step-wise behaviour after abstraction; whereas in [SK14], they are merged together iff they have the same step-wise behaviour. Thus, the bounds on extremal reachability probabilities in distribution-based APGA-based models are at most as tight as in PGA-based models; and they are at most the size of PGA-based models. Moreover, they are comparable with concrete models using distribution-based refinement relation (see Def. 25 on page 42). We show that our PGA-based abstraction in [SK14] is a special case of our distribution-based abstraction. Furthermore, we illustrate with examples that our distribution-based abstraction may induce more precise as well as concise models than our state-based abstraction.

Moreover, we show that our state-based abstractions are defined in a sense that for all partitions of a concrete state space, it is possible to induce abstract models. But, this is not the case with our distribution-based abstractions, where it might be the case that for some partition of a state space, the abstract model is not defined. However, for closed systems — which do not interact with outside environment —, distribution-based abstractions are also defined.

Put in a nutshell, the major contributions of this chapter are:

- a state-based abstraction of APGA showing concrete models refine abstractions using state-based refinement relation,

- a distribution-based abstraction of APGA showing concrete models refine abstractions using distribution-based refinement relation,
• results showing that APGA-based abstract models bound the extremal reachability probabilities of concrete models,
• results showing that the distribution-based abstract models are more precise (as well as concise in some cases) than the state-based abstract models, and
• APGA-based abstraction techniques are compositional.

Finally, for simplicity in figures we only provide examples of abstraction of PA — a subclass of APGA. Moreover, to compare the sizes of concrete models with their abstractions (in terms of number of states and transitions), we take the sizes of probabilistic transitions equal to the cardinality of the support sets of their target distributions, e.g., the size of a transition \( s \xrightarrow{a} \mu \) is equal to \(|\text{Supp}(\mu)|\).

5.1 Abstraction of APGA

In this section, we consider abstractions of APGA that can mimic their step-wise behaviour. Let \( H \) be an APGA with \( S = S_1 \cup S_2 \). Intuitively, the sub-state space \( S_1/S_2 \) of \( H \) is partitioned and each partition is represented by a single state in the abstract sub-state space \( S'_1/S'_2 \) — \( S' = S'_1 \cup S'_2 \). In fact, at first a suitable partition of \( S_2 \) is decided, that then constrains the partition of \( S_1 \). For a given partition of \( S_2 \), we propose two different ways for the partition of \( S_1 \) and for defining the transitions of abstract states. In the first way, the conditions for the partition of \( S_1 \) are defined at the level of states, and \( S'_1 \) states derive their transitions from that of \( S_1 \) and for defining the transitions of abstract states. In the first way, the conditions for the partition of \( S_1 \) are defined at the level of states, and \( S'_1 \) states derive their transitions from that of \( S_1 \), called state-based abstraction. Whereas in the second way, the conditions are defined at the level of distributions over \( S_1 \) states, and \( S'_1 \) states derive their transitions from that of distributions over \( S \), called distribution-based abstraction. In the sequel, we show that the latter technique induces more precise models than the former one.

Let \((\alpha, \gamma)\) be an abstraction-concretization pair such that \( \alpha : S \rightarrow S' \) is a surjection and \( \gamma : S' \rightarrow 2^S \) is the corresponding concretization function. That is, \( \alpha(s) \) is the abstract state of \( s \) whereas \( \gamma(s') \) is the set of concrete states abstracted by \( s' \). The abstraction of distribution \( \mu \) is given as \( \alpha(\mu)(s') = \mu(\gamma(s')) \). The functions \( \alpha \) and \( \gamma \) are lifted to sets of states or sets of distributions in a point-wise manner.

5.1.1 State-based Abstraction of APGA

In state-based abstraction, we assert that \( S_1 \) states that have the same set of transitions (under \( S'_2 \)) must be assigned to the same abstract state. For defining transitions of abstract states, we adopt the way used for APA in [SK12]; for \( s' \in S'_1 \), the required transitions that are similar among the concrete states of \( s' \) become the required transitions (after abstraction) of \( s' \), and every transition of a concrete state becomes a possible transition (after abstraction) of \( s' \); whereas for \( S'_2 \) states, only possible transitions are defined for them. This is intuitive as the required transitions for \( S'_2 \) states play no role in the analysis of extremal reachability probabilities (see Th. \([\text{I}]) on page \([\text{49}]\).

**Definition 31. (State-based Game Abstraction).** For APGA \( \mathcal{H} \), the abstraction function \( \alpha : S \rightarrow S' \) induces the APGA \( \mathcal{H}' = \alpha(\mathcal{H}) \) where

- \( A' = A \);
- \( S'_i = \alpha(S_i) \) for \( i \in \{1, 2\} \);
• $\forall s, u \in S_1 : \alpha(\Delta_x(s)) = \alpha(\Delta_x(u))$ for $x \in \{p, r\}$ implies $\alpha(s) = \alpha(u)$;

and for every $s' \in S'$:

1. if $s' \in S'_1$, then:
   (a) $s' \xrightarrow{a_r} \mu'$ iff $\forall s \in \gamma(s') : s \xrightarrow{a_r} \mu$ such that $\alpha(\mu) = \mu'$,
   (b) $\exists s \in \gamma(s') : s \xrightarrow{a_p} \mu$ implies $s' \xrightarrow{a_p} \mu'$ such that $\alpha(\mu) = \mu'$,
   (c) $s' \xrightarrow{a_p} \mu'$ implies $\exists s \in \gamma(s') : s \xrightarrow{a_p} \mu$ such that $\alpha(\mu) = \mu'$,

2. if $s' \in S'_2$, then:
   (a) $\exists s \in \gamma(s') : s \xrightarrow{a_p} \mu$ implies $s' \xrightarrow{a_p} \mu'$ such that $\alpha(\mu) = \mu'$.
   (b) $s' \xrightarrow{a_p} \mu'$ implies $\exists s \in \gamma(s') : s \xrightarrow{a_p} \mu$ such that $\alpha(\mu) = \mu'$.

In the sequel, $(\alpha_{sb}, \gamma_{sb})$ denotes a pair of state-based abstraction-concretization functions, and let $\text{Abst}_{sb}$ be the set of state-based abstraction functions for APGA.

The above definition asserts that every two states in $S_1$ having the same transitions (after abstraction) are grouped together. The condition (1) deals with player-one states in the abstract model, and by (1a) for every required $a$-transition from an abstract state $s'$ to $\mu'$, there is a required combined transition from every concrete state $s$ of $s'$ to some $\mu$ such that $\mu$ is abstracted by $\mu'$. By (1b) the behaviour of each concrete state (after abstraction) is present in its corresponding abstract state, i.e., if a concrete state $s$ can perform a possible $a$-transition to some $\mu$, then its abstract state $s'$ performs a possible combined
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\textit{a}-transition to some \( \mu' \) such that \( \mu \) is abstracted by \( \mu' \). By (1c) the \textit{possible} behaviour of an abstract state is derived from its corresponding concrete states. The condition (2) deals with player-two states and (2a) and (2b) are identical to (1b) and (1c) respectively.

\textbf{Example 23.} Let \( \mathcal{H}' = \alpha_{sb}(\mathcal{H}) \) (Fig. 5.3) be the induced state-based abstract model of APGA \( \mathcal{H} \) (Fig. 5.1) with

\[ \gamma_{sb}(t'_0) = \{ t_0 \}, \quad \gamma_{sb}(t'_1) = \{ t_1, t_2, t_3 \}, \quad \gamma_{sb}(t'_2) = \{ t_4, t_5 \} \] as well as

\[ \gamma_{sb}(v'_0) = \{ v_0 \}, \quad \gamma_{sb}(v'_1) = \{ v_1, v_2 \}, \quad \gamma_{sb}(v'_2) = \{ v_3 \}, \quad \gamma_{sb}(v'_3) = \{ v_4, v_5 \} \] and \( \gamma_{sb}(v'_4) = \{ v_6 \} \). Let us consider the abstract state \( v'_1 \), it has a required \textit{a}-transition to \( t'_2 \) because both of its concrete states (\( v_1 \) and \( v_2 \)) have required \textit{a}-transitions with target distributions over \( t_4 \) and \( t_5 \) (the concrete states of \( t'_2 \)). By a similar reason there exists a required \textit{b}-transition from \( v'_1 \) to \( t'_1 \). However, only \( v_2 \) has a required \textit{c}-transition to \( t_3 \), therefore, \( v'_1 \) has a possible \textit{c}-transition to \( t'_1 \) (the abstract state of \( t_3 \)). The rest of the example is trivial.

\textbf{Lemma 3.} For a state-based abstraction function \( \alpha \in \text{Abst}_{sb} \), let \( \eta \in \text{Dist}(S) \) and \( \eta' \in \text{Dist}(\alpha(S)) \). Let \( R \subseteq S \times \alpha(S) \), then:

\[ \eta' = \alpha(\eta) \text{ implies } \eta R \eta'. \]

\textbf{Proof.} In order to prove that \( \eta R \eta' \), we define a weight function for distributions \( \eta \) and \( \alpha(\eta) \) w.r.t. relation \( R \) such that for all \( s \in S \) and \( s' \in \alpha(S) \):

\[ \delta(s, s') = \eta(s) \cdot \gamma_{sb}(\alpha(s)) \]

and prove that it fulfils the three properties of a weight function (Def. \[12\] on page \[17\]).

1. Let \( s' = \alpha(s) \) and \( \eta(s) > 0 \), it implies that \( \delta(s, s') > 0 \) and \( s Rs' \).
2. The proof for $\delta(s, \alpha(S)) = \eta(s)$ goes as:

$$
\sum_{s' \in S} \delta(s, s') = \sum_{s' \in \alpha(S)} \eta(s) \cdot \iota_{s'}(\alpha(s))
$$

$$
\delta(s, \alpha(S)) = \sum_{s' \in \alpha(S)} \eta(s)
$$

$$
\delta(s, \alpha(S)) = \eta(s)
$$

3. The proof for $\delta(S, s') = \eta'(s')$ goes as:

$$
\sum_{s \in S} \delta(s, s') = \sum_{s \in S} \eta(s) \cdot \iota_{s'}(\alpha(s))
$$

$$
\delta(S, s') = \sum_{s \in S; s' = \alpha(s)} \eta(s)
$$

$$
\delta(S, s') = \eta'(s')
$$

The following theorem establishes that concrete models refine their state-based abstractions.

**Theorem 12.** $\mathcal{H} \preceq_{sb} \alpha_{sb}(\mathcal{H})$.  
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Proof. Let $H = (S, \{S_1, S_2\}, A, \Delta_r, \Delta_p, s_0)$ be an APGA and let $\alpha_{sb} : S \rightarrow S'$ such that $\alpha_{sb}(H) = H' = (S', \{S'_1, S'_2\}, A, \Delta'_r, \Delta'_p, s'_0)$ is the induced APGA. We define the relation $R \subseteq (S_1 \times S'_1) \cup (S_2 \times S'_2)$ as:

$$R = \{ (s, \alpha_{sb}(s)) \mid s \in S' \}$$

and show that it fulfils the conditions of Def. 23.

Let $sRs'$, then $s \in \gamma_{sb}(s')$.

1. Let $s' \xrightarrow{a} \mu'$. By condition (1a) of Def. 31, $s \xrightarrow{a_{rc}} \mu$ such that $\alpha_{sb}(\mu) = \mu'$. Thus, by Lem. 3, $\mu R \mu'$ holds.

2. Let $s \xrightarrow{a} \mu$ and $s \in S_1$. By condition (1b) of Def. 31, $s' \xrightarrow{a_{pc}} \mu'$ such that $\alpha_{sb}(\mu) = \mu'$ hold. Thus, by Lem. 3, $\mu R \mu'$ holds.

3. Let $s \xrightarrow{a} \mu$ and $s \in S_2$. By condition (2a) of Def. 31, $s' \xrightarrow{a_{pc}} \mu'$ such that $\alpha_{sb}(\mu) = \mu'$ hold. Thus, by Lem. 3, $\mu R \mu'$ holds.

□

State-based abstraction of APGA vs. closed APGA. Observe that the abstract models obtained by first closing APGA and then abstracting them may be different from the ones obtained by first abstracting and then closing, i.e., $\tau(\alpha_{sb}(H))$ may not be the same as $\alpha_{sb}(\tau(H))$ for APGA $H$. For example, if every concrete state in a partition has a transition with the same distribution, say $\mu$, as its target, then the corresponding abstract state would have a required transition with target distribution $\alpha_{sb}(\mu)$ in case of a closed concrete game; otherwise it might have a possible transition if action labels of concrete transitions are different. However, $\tau(\alpha_{sb}(H))$ and $\alpha_{sb}(\tau(H))$ are in a refinement relation as given by the following proposition.

**Proposition 16.** For APGA $H$, $\alpha_{sb}(\tau(H)) \preceq_{sb} \tau(\alpha_{sb}(H))$.

Thus, by Th. 10 (page 50) abstractions of closed APGA give more precise models than abstractions of open APGA.

State-based APGA-based vs. game-based abstraction [KKNP10] of PA. State-based APGA-based abstraction differs from [KKNP10] in a sense that the non-deterministic behaviour in a PA is not completely handled by one set of states: APGA-based abstraction merges concrete states if they have the same step-wise behaviour after abstraction; whereas SG-based abstraction does so if they have the same step-wise behaviour. Consequently, the bounds on reachability probabilities in APGA-based abstractions are at most as tight as in SG-based abstractions, however, they are at most the sizes of SG-based abstractions.

**Proposition 17.** $\alpha_{sb}$ coincides with game-based abstraction [KKNP10] of PA iff all player-one transitions are required transitions in the abstraction.
Example 24. Let $H = \alpha_{PA}(M)$ for PA $M$ (Fig. 5.2) and $\tilde{H} = \alpha_{sb}(H)$ (left). Note that in $\tilde{H}$ only those player one states of $H$ are merged that have the same behaviour under $S_2$. Therefore, $\alpha_{sb}$ induces a game-based abstraction of PA $M$, thus showing game-based abstraction is a special case of state-based abstraction.

5.1.2 Distribution-based Abstraction of APGA

We start this section with the definition of maximal singular-distributions, which is then used in defining the conditions for the partition of $S_1$ states as well as for defining the transitions of abstract states. Intuitively, the support sets of maximal singular-distributions are unique in an APGA; and we require that the support sets of such distributions be abstracted by a single state. Moreover, maximal singular-distributions whose hyper-transitions are the same after abstraction must be abstracted by the same state. To formally define the notion of a maximal singular-distribution, we need to define the notion of a maximal sub-distribution of a distribution.

**Definition 32.** A sub-distribution $\eta \in \text{SDist}(S)$ is a maximal sub-distribution of a distribution $\mu$ iff $\forall s \in \text{Supp}(\eta) : \eta(s) = \mu(s)$. Let $\text{MaxSDist}(\mu)$ denote the set of maximal sub-distributions of $\mu$.

Informally, a distribution $\mu$ is a singular-distribution in an APGA $H$ if for every other distribution $\rho$ with $\text{Supp}(\mu) \cap \text{Supp}(\rho) \neq \emptyset$, there exists a maximal sub-distribution $\eta$ of $\rho$ such that $\eta \downarrow = \mu$. Formally,

**Definition 33.** In an APGA $H$, a distribution $\mu \in \text{Dist}(S)$ is a singular-distribution iff $\forall \nu \in \text{Dist}(S) : \text{Supp}(\mu) \cap \text{Supp}(\nu) \neq \emptyset$ implies $\exists \nu' \in \text{MaxSDist}(\nu)$ with $\nu' \downarrow = \mu$. 
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Supp ther a maximal sub-distribution of \( \mu \). Thus, a maximal singular-distribution \( \mu \) is a distribution such that every other singular-distribution is either a maximal sub-distribution of \( \mu \) or does not share any state with \( \mu \). Note that every Dirac distribution is a singular-distribution, i.e., \( \iota_s \in \text{SingDist}(S) \) for \( s \in S \).

**Example 25.** In Fig. 5.5, the distribution \( \mu \) is a maximal singular-distribution: \( \text{Supp}(\mu) \cap \text{Supp}(\nu) = \text{Supp}(\mu) = \{s_0, s_1, s_2\} \) and \( \mu = [0.1s_0, 0.2s_2, 0.2s_3] \), where \( [0.1s_0, 0.2s_2, 0.2s_3] \) is a maximal sub-distribution of \( \nu \); and for every singular-distribution \( \mu' \) over \( \{s_0, s_1, s_2, s_3\} \), either \( \text{Supp}(\mu') \subseteq \text{Supp}(\mu) \) or \( \text{Supp}(\mu') \cap \text{Supp}(\mu) = \emptyset \). For example, \( [0.2s_0, 0.4s_1] \) and \( t_{s_3} \) are singular-distributions, and \( \{s_0, s_1\} \subseteq \text{Supp}(\mu) \) and \( \{s_3\} \cap \text{Supp}(\mu) = \emptyset \) respectively. Moreover, neither \( \eta \) nor \( \rho \) is a singular-distribution whereas \( t_{s_0} \) and \( t_{s_1} \) are.

In case of distribution-based abstraction, we require that every maximal singular-distribution over \( S_1 \) is abstracted by a Dirac distribution, and two maximal singular-distributions that have the same behaviour (under \( S'_2 \)) are abstracted by the same Dirac distribution; thus restricting the partition of \( S_1 \) states for a given \( S'_2 \). Moreover, we derive the transitions of \( S'_2 \) states from their concrete distributions. For \( s' \in S'_2 \), the required transitions that are the same among distributions over concrete states of \( s' \) become the required transitions (after abstraction) of \( s' \), and every transition of a concrete distribution becomes a possible transition (after abstraction) of \( s' \). Like in state-based abstraction, for \( S'_2 \) states only possible transitions are defined.

**Definition 34. (Distribution-based Game Abstraction).** For APGA \( \mathcal{H} \), the abstraction function \( \alpha : S \rightarrow S' \) induces the APGA \( \mathcal{H}' = \alpha(\mathcal{H}) \) where

- \( A' = A \);
- \( S'_i = \alpha(S_i) \) for \( i \in \{1, 2\} \);
- \( \forall \rho \in \text{MaxSingDist}(S_1) : |\text{Supp}(\alpha(\rho))| = 1 \).
• \( \forall \nu, \eta \in \text{MaxSingDist}(S_1): \alpha(\Delta_\nu(\nu)) = \alpha(\Delta_\nu(\eta)) \) for all \( x \in \{p,r\} \) implies \( \alpha(\nu) = \alpha(\eta) \),

and for all \( \mu' \in \text{Dist}(S') \):

1. \( \forall s' \in \text{Supp}(\mu'), \mu \in \gamma(\mu'): \exists \mu' \in \text{MaxSDist}(\mu): \mu'(s') = |\mu'\gamma| = \nu \).

2. if \( \mu' \in \text{Dist}(S'_1) \), then:
   
   (a) \( \mu' \mapsto_r \rho' \text{ if } \forall \mu \in \gamma(\mu'): \mu \mapsto_{rc} \rho \) such that \( |\rho| \geq |\rho'| \) and \( \alpha(\rho) = \rho' \).
   
   (b) \( \exists \mu \in \gamma(\mu'): \mu \mapsto_{pc} \rho' \) implies \( \mu' \mapsto_{pc} \rho' \) such that \( |\rho| \leq |\rho'| \) and \( \alpha(\rho) = \rho' \).

3. if \( \mu' \in \text{Dist}(S'_2) \), then:
   
   (a) \( \exists \mu \in \gamma(\mu'): \mu \mapsto_p \rho \) implies \( \mu' \mapsto_{pc} \rho' \) such that \( |\rho| \leq |\rho'| \) and \( \alpha(\rho) = \rho' \).
   
   (b) \( \mu' \mapsto_p \rho' \) implies \( \exists \mu \in \gamma(\mu'): \mu \mapsto_p \rho \) such that \( |\rho| \leq |\rho'| \) and \( \alpha(\rho) = \rho' \).

In the sequel, \( (\alpha_{db}, \gamma_{db}) \) denotes a pair of distribution-based abstraction-concretization functions, and let \( \text{Abst}_{db} \) be a set of distribution-based abstraction functions for APGA.

By Def. 34, every maximal singular-distribution over \( S_1 \) is abstracted by some Dirac distribution, say \( \nu' \); this then also implies that \( \gamma(t_v) \) contains all maximal singular-distributions that are defined over concrete states of \( s' \). Thus, every distribution that is abstracted by \( \nu' \) is a convex combination of maximal singular-distributions in \( \gamma_{db}(\nu') \). Moreover, it also implies that all transitions of \( s' \) are derived from that of maximal singular-distributions in \( \gamma_{db}(\nu') \).

Furthermore, by Def. 34 every two maximal singular-distributions \( \nu, \eta \in \text{MaxSingDist}(S_1) \) having the same required and possible transitions under \( S'_2 \) are abstracted by the same Dirac distribution.

The condition (1) guarantees the splitting of every concrete distribution \( \mu \in \gamma_{db}(\mu') \) into maximal sub-distributions as per the support of the abstract distribution \( \mu' \) in such a way that the (conditional) distribution \( \mu_{\nu/\mu} \) is also abstracted by its corresponding abstract distribution, i.e., \( \nu' \). The condition (2) deals with player one distributions, and (2a) asserts that for every required \( a \)-transition from an abstract distribution \( \mu' \) to \( \rho' \), there is a required combined \( a \)-transition from every corresponding concrete distribution \( \mu \) to \( \rho \) such that the mass of \( \rho' \) is at most that of \( \rho \) and (the conditional distribution of) \( \rho \) is abstracted by (that of) \( \rho' \); (2b) asserts that for every possible \( a \)-transition from a concrete distribution \( \mu \) to \( \rho \), there is a possible combined \( a \)-transition from the abstract distribution \( \mu' \) to \( \rho' \) such that the mass of \( \rho' \) is at least that of \( \rho \) and (the conditional distribution of) \( \rho \) is abstracted by (that of) \( \rho' \); whereas (2c) asserts that the behaviour of abstract distribution is derived from its corresponding concrete distributions. The condition (3) deals with player two distributions and (3a) and (3b) are similar to (2b) and (2c) respectively.

The following example shows that a maximal singular-distribution is always abstracted by a Dirac distribution in distribution-based abstraction.

**Example 26.** Let \( \mathcal{M}' = \alpha_{db}(\alpha_{pa}(\mathcal{M})) \) (right) for PA \( \mathcal{M} \) (left) in Fig. 5.6 with \( \gamma_{db}(t_0) = \{t_0\} \), \( \gamma_{db}(t_1) = \{t_1,t_2,t_3\} \), \( \gamma_{db}(t_2) = \{t_4,t_5\} \) as well as \( \gamma_{db}(v_0) = \{v_0\} \), \( \gamma_{db}(v_1) = \{v_1,v_2\} \), \( \gamma_{db}(v_2) = \{v_3\} \) and \( \gamma_{db}(v_3) = \{v_4\} \).
The following example illustrates how the transitions of abstract distributions are derived from their corresponding concrete distributions.

**Example 27.** Let \( \mathcal{H} = \alpha_{db}(\mathcal{H}) \) (right Fig. 5.3 on page 60) for APGA \( \mathcal{H} \) (Fig. 5.1 on page 58) where \( \gamma_{db}(\mathcal{H}) = \{t_0\} \), \( \gamma_{db}(\hat{t}_1) = \{t_1, t_2, t_3\} \), \( \gamma_{db}(\hat{t}_2) = \{t_4, t_5\} \) and \( \gamma_{db}(\hat{v}_0) = \{v_0\} \). Let us check whether the transitions from \( \gamma_{db}(\hat{v}_0) = \{v_0\} \) are present in \( \hat{t}_1 \). For \( [0.2v_1, 0.6v_2, 0.2v_3] \) \( \xrightarrow{a} [0.2v_1, 0.6v_2, 0.2v_3] \), there is \( t_1 \xrightarrow{a}_{pc} [0.8v_1, 0.2v_2] \) with \( [0.2v_1, 0.6v_2, 0.2v_3] \) \( \subseteq \gamma_{db}(\hat{v}_0) \). For \( [0.2v_1, 0.6v_2, 0.2v_3] \) \( \xrightarrow{b} [0.2v_1, 0.2v_3] \), there is \( t_1 \xrightarrow{b}_{pc} [0.5v_1, 0.5v_2] \) with \( [0.2v_1, 0.2v_3] \) \( \subseteq \gamma_{db}(\hat{v}_0) \). The same is the case for the c-transition from \( [0.2v_1, 0.6v_2, 0.2v_3] \) and \( t_1 \).

Now consider \( \gamma_{db}(t_1) = \{t_{1v_1}, t_{1v_2}, [0.25v_1, 0.75v_2]\} \) and \( t_{1v_1}, t_{1v_2} \in \gamma_{db}(t_1) \) as \( t_{1v_1}, t_{1v_2} \in \text{MaxSingDist} \) (\( S_1 \)). As \( t_{1v_1} \xrightarrow{a} [0.9t_4, 0.1t_5] \), \( t_{1v_2} \xrightarrow{a} [0.8t_4, 0.2t_5] \), \( [0.25v_1, 0.75v_2] \) \( \xrightarrow{a} [0.825t_4, 0.175t_5] \) with \( [0.9t_4, 0.1t_5] \).
0.1t_3, [0.8t_4, 0.2t_5] and [0.825t_4, 0.175t_5] \in \gamma_{\text{db}}(t_i), \text{ therefore, } t_{i_1} \xrightarrow{\alpha} t_{i_2}. \text{ This also applies to } b\text{-transitions. Now consider } t_{i_2} \xrightarrow{c} t_{i_3}. \text{ As there is no } c\text{-transition from } t_{i_1}, \text{ we have } t_{i_1} \xrightarrow{c} t_{i_1}.

In the following example, we illustrate that maximal singular-distributions that have the same behaviour are abstracted by the same Dirac distribution.

**Example 28.** For PA \( \mathcal{M} \) (Fig. 5.8 on page 70), let \( \mathcal{H} = \alpha_{PA}(\mathcal{M}) \) be its induced game. Let \( \hat{\mathcal{H}} = \alpha_{db}(\mathcal{H}) \) (Fig. 5.9 right) be the distribution-based abstract model of \( \mathcal{H} \) with \( \gamma_{\text{db}}(i_0) = \{t_0\}, \gamma_{\text{db}}(i_1) = \{t_5\}, \gamma_{\text{db}}(\hat{t}_2) = \{t_1, t_2, t_3, t_4\}, \gamma_{\text{db}}(\hat{t}_3) = \{t_6, t_7\}, \gamma_{\text{db}}(\hat{t}_4) = \{t_8, t_9\}, \gamma_{\text{db}}(\hat{v}_0) = \{v_0\}, \gamma_{\text{db}}(\hat{v}_1) = \{v_1, v_2\}, \gamma_{\text{db}}(\hat{v}_2) = \{v_3, v_4, v_5\}, \gamma_{\text{db}}(\hat{v}_3) = \{v_6, v_7\}, \text{ and } \gamma_{\text{db}}(\hat{v}_4) = \{v_8, v_9\}). Note that as the behaviour of concrete maximal singular-distributions \([0.5v_3, 0.5v_4]\) and \(t_{i_5}\) are the same (under partition of player two state space), therefore, they are abstracted by the same distribution, i.e., \(t_{i_2}\).

**Distribution-based abstraction of APGA vs. closed APGA.** It is observed that not for every partition of \(S_2\), a distribution-based abstract model can be given, i.e., there exists no \(\alpha_{db}\) fulfilling the conditions of Def. 34. However, for closed versions of APGA, this is possible. Remember that the partition of \(S_1\) is conditioned on the partition of \(S_2\) in both state-based and distribution-based abstractions.

**Proposition 19.** \(\alpha_{db}(\tau(\mathcal{H}))\) is defined for APGA \(\mathcal{H}\).

By this proposition, for every partition of \(S_2\) of a closed APGA, we can construct a distribution-based abstract model. However, for some APGA (not closed) we can have partitions of state spaces that do not define distribution-based abstract models. Moreover, although we do not aggregate any states when the partition is trivially \(S\), \(\alpha_{db}\) is defined for this partition. In the sequel, we assume that \(\alpha_{db}(\mathcal{H})\) is defined for APGA \(\mathcal{H}\).

Moreover, like state-based abstraction of APGA (see page 61), distribution-based abstraction may also induce different models for closed and open APGA; however, unlike state-based abstractions (see Proposition 16 on page 61), they might not be related with each other. However, for a class of APGA (that represents the embeddings of PA (see Property 1 on page 50), the extreme probabilistic game automata (see Def. 29 on page 48) of the abstractions of the closed and open models are related. (Recall that EPGA \(\mathcal{G}_0^*\) of APGA \(\mathcal{H}\) inherits its player-one transitions from the required transitions of that of \(\mathcal{H}\), whereas player-two transitions of the possible transitions of that of \(\mathcal{H}\).)

**Theorem 13.** For PA \(\mathcal{M}\), let \(\mathcal{H} = \alpha_{PA}(\mathcal{M})\) with \(\mathcal{H}' = \alpha_{db}'(\tau(\mathcal{H}))\) and \(\mathcal{H}'' = \tau(\alpha_{db}''(\mathcal{H}))\). Then \(\alpha_{db}'(S) = \alpha_{db}''(S)\) implies \(\mathcal{G}_0^* \preceq_{\text{db}} \mathcal{G}_0^*\).

**Proof.** Let \(\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta_t, \Delta_p, s_0)\) be an embedding of a PA. Let \(\alpha_{db}' : S \rightarrow S'\) and \(\alpha_{db}'' : S \rightarrow S''\) such that \(\alpha_{db}'(\tau(\mathcal{H})) = \mathcal{H}' = (S', \{S'_1, S'_2\}, \{\tau\}, \Delta'_t, \Delta'_p, s'_0)\) and \(\tau(\alpha_{db}''(\mathcal{H})) = \mathcal{H}'' = (S'', \{S''_1, S''_2\}, \{\tau\}, \Delta''_t, \Delta''_p, s''_0)\),
The graphical representation of Th. 13 is given in Fig. 5.7.
Proof. Let $\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta, \Delta_p, s_0)$ be an APGA and let $\alpha_{db} : S \rightarrow S'$ such that $\alpha_{db}(\mathcal{H}) = \mathcal{H'} = (S', \{S'_1, S'_2\}, A, \Delta', \Delta'_p, s'_0)$ is the induced APGA. We define the relation $R \subseteq (\text{Dist}(S_1) \times \text{Dist}(S'_1)) \cup (\text{Dist}(S_2) \times \text{Dist}(S'_2))$ as:

$$R = \{(\mu, \alpha_{db}(\mu)) \mid \mu \in \text{Dist}(S)\}$$

and show that it fulfills the conditions of Def. 25 (on page 42).

Let $\mu R \mu'$, then $\mu \in \gamma_{db}(\mu')$.

1. Let $s' \in \text{Supp}(\mu')$. By condition (1) of Def. 34 for $s'$ there exists a corresponding maximal subdistribution in MaxSDist($\mu$), i.e., $\mu_v$ such that $|\mu_v| = \mu'(s')$ and $\alpha_{db}(\mu_v) = 1_v$. Thus, $\mu_v \downarrow R \mu_v'$ holds.

2. Let $\mu' \Rightarrow_s \mu'$. By condition (2a) of Def. 34 $\mu' \Rightarrow_s \mu$ such that $|\mu'| \leq |\mu|$ and $\alpha_{db}(\mu)_1 = \mu'$. Thus, $\mu \downarrow R \mu'$ holds.

3. Let $\mu \Rightarrow_p \mu$ and $\mu \in \text{Dist}(S_1)$. By condition (2b) of Def. 34 $\mu' \Rightarrow_p \mu'$ such that $|\mu'| \geq |\mu|$ and $\alpha_{db}(\mu)_1 = \mu'$ holds. Thus, $\mu \downarrow R \mu'$ holds.

4. Let $\mu \Rightarrow_p \mu$ and $\mu \in \text{Dist}(S_2)$. By condition (3a) of Def. 34 $\mu' \Rightarrow_p \mu'$ such that $|\mu'| \geq |\mu|$ and $\alpha_{db}(\mu)_1 = \mu'$ holds. Thus, $\mu \downarrow R \mu'$ holds.

In the following example, we observe that the distribution-based abstractions of an APGA obtained by first abstracting and then closing is smaller in size than the one obtained by first closing and then abstracting. By Th. 13 the EPGA of both the abstract models are related, that allows for computing the extremal reachability probabilities (in case of competing players by Th. 9) on the smaller model.

Example 29. For PA $\mathcal{M}$ (Fig. 5.8) be the distribution-based abstract model of $\mathcal{H}$ with $\gamma_{db}(t_0) = \{t_0\}, \gamma_{db}(t_1) = \{t_5\}, \gamma_{db}(t_2) = \{t_1, t_2, t_3, t_4\}, \gamma_{db}(t_3) = \{t_6, t_7\}, \gamma_{db}(t_4) = \{t_8, t_9\}$ and $\gamma_{db}(v_0) = \{v_0\}, \gamma_{db}(v_1) = \{v_1, v_2\}, \gamma_{db}(v_2) = \{v_3, v_4, v_5\}, \gamma_{db}(v_3) = \{v_6, v_7\}$, and $\gamma_{db}(v_4) = \{v_8, v_9\}$. Let $\mathcal{H'} = \alpha_{db}(\tau(\mathcal{H}))$ (Fig. 5.9 right) be the distribution-based abstract model of closed $\mathcal{H}$ with the same partition as above. Let $\mathcal{G}_{\mathcal{H}}^* \text{ and } \mathcal{G}_{\mathcal{H}}^*$ be the EPGA of $\tau(\mathcal{H})$ and $\mathcal{H}$, then $\mathcal{G}_{\mathcal{H}}^* \prec_{db} \mathcal{G}_{\mathcal{H}}^*$ as $R = \bigcup_{i=0}^{4} \{v_i' \in \tau(\mathcal{H}), v_i' \} \bigcup \{v_i' \in \tau(\mathcal{H}), v_i' \}$ is a DBAS relation.

Distribution-based APGA-based vs. PGA-based abstraction [SK14] of PA. The difference between distribution-based APGA-based and PGA-based abstractions [SK14] are the same as between state-based APGA-based and SG-based abstractions [KKNT0], i.e., APGA-based abstractions merge (support sets of) maximal singular-distributions over player-one states if they have the same step-wise behaviour after abstraction; whereas PGA-based abstractions do so iff they have the same step-wise behaviour. Consequently, the bounds on reachability probabilities in distribution-based APGA-based abstraction are as most as tight as in PGA-based abstractions; and they are at most the sizes of PGA-based abstractions.

Proposition 20. $\alpha_{db}$ coincides with PGA-based abstraction [SK14] of PA iff all player-one transitions are required transitions in the abstraction.
Example 30. Let $\mathcal{H} = \alpha_{PA}(\mathcal{M})$ for PA $\mathcal{M}$ (Fig. 5.2) with $\mathcal{H}' = \alpha_{db}(\mathcal{H})$ (Fig. 5.4 right). Note that in $\mathcal{H}'$ only those player one maximal singular-distributions in $\mathcal{H}$ are merged together that have the same behaviour under $S'_1$. Therefore, $\alpha_{db}$ induces a PGA-based abstract model of $\mathcal{M}$, thus showing distribution-based abstraction of PGA is a special case of that of APGA.

5.1.3 State- vs. Distribution-based Abstractions of APGA

State-based abstraction is not a special case of distribution-based abstraction of APGA. In fact, for every $H$ in Example 30.

Let $\Delta_s(\mathcal{H}) = \{s_1, s_2\}, A, \Delta_p, \Delta_{p'}$, and show that it fulfils the conditions of Def. 23 (page 40).

Theorem 15. For APGA $\mathcal{H}$ and $\triangleleft \in \{\triangleleft_{sb}, \triangleleft_{db}\}$, $\alpha_{sb}(S) = \alpha_{db}(S)$ implies $\alpha_{db}(\mathcal{H}) \triangleleft \alpha_{sb}(\mathcal{H})$.

Proof. Let $\mathcal{H} = (S, \{S_1, S_2\}, A, \Delta_t, \Delta_p, s_0)$ be an APGA. Let $\alpha_{db}' : S \rightarrow S'$ and $\alpha_{db}'' : S \rightarrow S''$ such that $\mathcal{H}' = \alpha_{db}'(\mathcal{H}) = (S', \{S'_1, S'_2\}, A, \Delta'_t, \Delta'_p, s'_0)$ and $\mathcal{H}'' = \alpha_{db}''(\mathcal{H}) = (S'', \{S''_1, S''_2\}, A, \Delta''_t, \Delta''_p, s''_0)$ are the induced APGA with $S' = S''$. We define the relation $R \subseteq (S'_1 \times S'_2) \cup (S''_1 \times S''_2)$ as:

$$R = \{(\alpha_{db}(s), \alpha_{db}'(s)) \mid s \in S\}$$

and show that it fulfils the conditions of Def. 23 (page 40).

Let $s'Rs''$, then:

1. Let $s' \in S'_1$ and $s' \overset{\alpha}{\rightarrow}_p \mu'$. By condition (2c) of Def. 34, there exists $\mu \in \gamma_{db}(t_c) : \mu \overset{\alpha}{\rightarrow}_p \eta$ such that $|\mu'| \geq |\eta|$ and $\alpha_{db}(\eta)_1 = \mu'$. As $\gamma_{db}(s') = \gamma_{db}(s'')$, this implies by condition (1b) of Def. 31 that $s'' \overset{\alpha}{\rightarrow}_p \mu''$ such that $\alpha_{db}(\mu)_1 = \mu''$. As $\alpha_{db}'(\mu)_1 = \mu'$ and $\alpha_{db}''(\mu)_1 = \mu''$, thus $\mu'R\mu''$ as $S' = S''$.

2. Let $s' \in S'_2$ and $s' \overset{\alpha}{\rightarrow}_p \mu'$. By condition (3b) of Def. 34, there exists $\mu \in \gamma_{db}(t_c) : \mu \overset{\alpha}{\rightarrow}_p \mu$ such that $|\mu'| \geq |\mu|$ and $\alpha_{db}(\mu)_1 = \mu'$. As $\gamma_{db}(s') = \gamma_{db}(s'')$, this implies by condition (2a) of Def. 31 that $s'' \overset{\alpha}{\rightarrow}_p \mu''$ such that $\alpha_{db}(\mu)_1 = \mu''$. As $\alpha_{db}'(\mu)_1 = \mu'$ and $\alpha_{db}''(\mu)_1 = \mu''$, thus $\mu'R\mu''$ as $S' = S''$.

3. Let $s'' \in S''_1$ and $s'' \overset{\alpha}{\rightarrow}_t \mu''$. By condition (1a) of Def. 31 for every $s \in \gamma_{db}(s'') : s \overset{\alpha}{\rightarrow}_{rc} \mu$ such that $\alpha_{db}(\mu)_1 = \mu''$. As $\gamma_{db}(s') = \gamma_{db}(s'')$, this implies by condition (2a) of Def. 34 that $s' \overset{\alpha}{\rightarrow}_{rc} \mu'$ such that $\alpha_{db}'(\mu)_1 = \mu'$. As $\alpha_{db}'(\mu)_1 = \mu'$ and $\alpha_{db}''(\mu)_1 = \mu''$, thus $\mu'R\mu''$ as $S' = S''$.

\[\square\]
Let $\alpha$ and $\beta$ be abstraction functions. Then $\alpha \circ \beta$ is defined as $(\alpha \times \beta)(s, s') = (\alpha(s), \beta(s'))$.

Theorem 16. For AGPA $\mathcal{M}$ and $\mathcal{M}'$, synchronization set $\tilde{A}$ and abstraction functions $\alpha_x$, $\alpha'_x$: $\alpha(\mathcal{M}) \mid_{\tilde{A}} \alpha'_x(\mathcal{M}') = (\alpha \times \alpha'_x)(\mathcal{M}) \mid_{\tilde{A}} \mathcal{M}'$ up to isomorphism, where $x \in \{sb, db\}$ and $\alpha_x \times \alpha'_x$ is defined as $(\alpha_x \times \alpha'_x)(s, s') = (\alpha_x(s), \alpha'_x(s'))$.

We only prove for distribution-based abstraction as the proof for the other case is similar.

Proof. Let $\mathcal{M} = (S, \{S_1, S_2\}, A, \Delta, \Delta_p, s_0)$ and $\tilde{\mathcal{M}} = (\tilde{S}, \{\tilde{S}_1, \tilde{S}_2\}, \tilde{A}, \tilde{\Delta}, \tilde{\Delta}_p, \tilde{s}_0)$. Let $\mathcal{M}' = (S' \times \tilde{S}, \{S'_1, S'_2\}, A \cup \tilde{A}', \Delta_p, (s_0, \tilde{s}_0))$. Let $\alpha_{\text{db}}: S \rightarrow S'$ and $\tilde{\alpha}_{\text{db}}: \tilde{S} \rightarrow S'$ be the distribution-based abstraction functions: $\alpha_{\text{db}}(\mathcal{M}) = \mathcal{M}' = (S', \{S'_1, S'_2\}, A, \Delta', \Delta_p, (s_0, \tilde{s}_0))$, $\alpha_{\text{db}}(\tilde{\mathcal{M}}) = \mathcal{M}' = (S', \{S'_1, S'_2\}, \tilde{A}, \tilde{\Delta}', \tilde{\Delta}_p, (s_0, \tilde{s}_0))$. Let $\alpha_{\text{db}}(\mathcal{M}) \mid_{\tilde{A}} \alpha_{\text{db}}(\tilde{\mathcal{M}}) = (S' \times S', \{S'_1 \times S_1', S' \times S'_2 \cup S_1 \times \tilde{S}_1\}, A \cup \tilde{A}', \tilde{\Delta}_p, (s_0, \tilde{s}_0))$.

5.2 Compositional Abstraction

Like for APA [SK12], our abstraction techniques for APGA are compositional. Intuitively, the composite APGA may be exponentially larger in size as compared to the composing ones. This problem could be avoided by applying abstraction prior to composition.

Figure 5.8: PA $\mathcal{M}$ (left) and distribution-based abstraction of $\tau(\mathcal{M}) = \mathcal{M}' = \alpha_{\text{db}}(\tau(\mathcal{M}))$ (right). Note that $|\Delta| = 19$ and $|S_1| = 5$ in $\mathcal{M}'$. 
Note that the signature of \((\alpha_{db} \times \hat{\alpha}_{db}) (\mathcal{H} \parallel \hat{\mathcal{H}})\) and \(\alpha_{db} (\mathcal{H}) \parallel \hat{\alpha}_{db} (\hat{\mathcal{H}})\) only differs on the sets of transitions. We establish the result by proving that \(\hat{\Delta}_p = \hat{\Delta}_p'\) and \(\hat{\Delta}_p''\).

Let us prove \(\hat{\Delta}_p' = \hat{\Delta}_p''\). We prove this by showing that for every transition in \(\hat{\Delta}_p'\), there is a corresponding combined transition in \(\hat{\Delta}_p''\) and vice versa. Let \(\hat{\Delta}_p'\) and \(\hat{\Delta}_p''\) denote the sets of combined transitions in \(\hat{\Delta}_p'\) and \(\hat{\Delta}_p''\) respectively.

- \(\hat{\Delta}_p'' \subseteq \hat{\Delta}_p'\): For some \(a \in A \cup \hat{A}\), let \((s', s') \xrightarrow{a} p\) \(\mu' \parallel \hat{\mu}'\). We prove that this transition is also possible from \(\hat{\Delta}_p''\).
  1. Let \((s', s') \in S'_1 \times S'_1\). As \((s', s') \xrightarrow{a} p\) \(\mu' \parallel \hat{\mu}'\), by (2c) of Def. 34, there exists \(\mu \parallel \hat{\mu} \in (\gamma_{db} \times \hat{\gamma}_{db})(I_a \parallel I_{\hat{a}})\), \(\mu \parallel \hat{\mu} \xrightarrow{a} p\) \(\eta \parallel \hat{\eta}\) such that \(|\eta| \leq |\mu'| \parallel \hat{\mu}'\) and \((\mu' \parallel \hat{\mu}')_\parallel = (\alpha_{db} \times \hat{\alpha}_{db})(\eta \parallel \hat{\eta})_\parallel\). There are three possible cases by Def. 30.
    (a) if \(a \in \hat{A}\), then \(\mu \xrightarrow{a} p\) \(\eta\) and \(\hat{\mu} \xrightarrow{a} p\) \(\hat{\eta}\). As \(|\eta| \leq |\alpha_{db}(\eta)|\) and \(\mu \xrightarrow{a} p\) \(\eta\), by (2b) of Def. 34, \(s' \xrightarrow{a} p\) \(\alpha_{db}(\eta)_\parallel\). Similarly, as \(|\hat{\eta}| \leq |\hat{\alpha}_{db}(\hat{\eta})|\) and \(\hat{\mu} \xrightarrow{a} p\) \(\hat{\eta}\), by (2b) of Def. 34, \(s' \xrightarrow{a} p\) \(\hat{\alpha}_{db}(\hat{\eta})_\parallel\). As \(a\) is a synchronizing action, by Def. 30, \((s', s') \xrightarrow{a} p\) \(\alpha_{db}(\eta)_\parallel \parallel \hat{\alpha}_{db}(\hat{\eta})_\parallel\).
    (b) if \(a \in A\setminus\hat{A}\), then \(\mu \xrightarrow{a} p\) \(\eta\) and \(\hat{\mu} = \hat{\eta}\). As \(|\eta| \leq |\alpha_{db}(\eta)|\) and \(\mu \xrightarrow{a} p\) \(\eta\), by (2b) of Def. 34, \(s' \xrightarrow{a} p\) \(\alpha_{db}(\eta)_\parallel\) and \(\gamma_{db}(\gamma_{\hat{a}}) = \hat{\alpha}_{db}(\hat{\eta})_\parallel\). As \(a \in A\setminus\hat{A}\), by Def. 30, \((s', s') \xrightarrow{a} p\) \(\alpha_{db}(\eta)_\parallel \parallel \hat{\alpha}_{db}(\hat{\eta})_\parallel\).
    (c) if \(a \in \hat{A}\setminus\hat{A}\), then the proof is the same as in the previous case.

2. Let \(s''|s'' \in S_2 \parallel S_2\). The proof goes on the same lines as the previous case.
3. Let \(s''|s'' \in S_1 \parallel S_1\). The proof goes on the same lines as the previous case.
4. Let \(s''|s'' \in S_1 \parallel S_1\). The proof goes on the same lines as the previous case.

- \(\hat{\Delta}_p'' \subseteq \hat{\Delta}_p''\): The proof goes on the same lines as the previous case.
Let us prove $\tilde{\Delta}' = \tilde{\Delta}''$.

- $\tilde{\Delta}' \subseteq \tilde{\Delta}''$: For some $a \in A \cup \hat{A}$, let $(s', s') \xrightarrow{a} \mu' \parallel \hat{\mu}'$. We prove that this transition is also possible from $\tilde{\Delta}'$.

As $(s', s') \xrightarrow{a} \mu' \parallel \hat{\mu}'$, by (2a) of Def. 34 for every $\mu \parallel \hat{\mu} \in (\gamma_{db} \times \hat{\gamma}_{db})(t_r \parallel t_{r'})$, $\mu \parallel \hat{\mu} \xrightarrow{a} \eta \parallel \hat{\eta}$ such that $|\eta||\hat{\eta}| \geq |\mu||\hat{\mu}|$ and $(\mu||\hat{\mu}) \downarrow = (\alpha_{db} \times \hat{\alpha}_{db})(\eta||\hat{\eta}) \downarrow$. There are three possible cases by Def. 30:

1. if $a \in \tilde{A}$, then $\mu \xrightarrow{a} \eta$ and $\hat{\mu} \xrightarrow{a} \hat{\eta}$. As $|\eta| \geq |\alpha_{db}(\eta)|$ and $\mu \xrightarrow{a} \eta$, and this holds for every distribution in $\gamma_{db}(t_r)$, by (2a) of Def. 34 $s' \xrightarrow{a} \alpha_{db}(\eta) \downarrow$. Similarly, as $|\hat{\eta}| \geq |\hat{\alpha}_{db}(\hat{\eta})|$ and $\hat{\mu} \xrightarrow{a} \hat{\eta}$, and this holds for every distribution in $\hat{\gamma}_{db}(t_{r'})$, by (2a) of Def. 34 $\hat{s}' \xrightarrow{a} \hat{\alpha}_{db}(\hat{\eta}) \downarrow$. As $a$ is a synchronizing action, by Def. 30 $(s', s') \xrightarrow{a} (\alpha_{db}(\eta)||\hat{\alpha}_{db}(\hat{\eta})) \downarrow$.

2. if $a \in A \setminus \hat{A}$, then $\mu \xrightarrow{a} \eta$ and $\hat{\mu} = \hat{\eta}$. As $|\eta| \geq |\alpha_{db}(\eta)|$ and $\mu \xrightarrow{a} \eta$, and this holds for every distribution in $\gamma_{db}(t_r)$, by Def. 34 $s' \xrightarrow{a} \alpha_{db}(\eta) \downarrow$ and $t_r = \hat{\alpha}_{db}(\hat{\mu}) \downarrow$. As $a \in A \setminus \hat{A}$, by (2a) of Def. 30 $(s', s') \xrightarrow{a} \alpha_{db}(\eta) \downarrow ||t_r$.

3. if $a \in \hat{A} \setminus \hat{A}$, then the proof goes on the same lines as the previous case.

- $\tilde{\Delta}'' \subseteq \tilde{\Delta}'$: The proof goes on the same lines as the previous case.

5.3 Preservation of Reachability Probabilities

This section discusses that the extremal (i.e., maximal and minimal) reachability probabilities of closed APGA are preserved under (state-based and distribution-based) abstraction. This can be shown by analysing only EPGA of abstract models as they simulate/A-simulate every implementation of abstract models (by Lem. 2).

**Corollary 3.** For APGA $\mathcal{H}$ and $x \in \{sb, db\}$ with $\mathcal{H}' = \alpha_x(\mathcal{H})$. Let $T \subseteq S$ such that $T' = \alpha_x(T)$. Then $\min^s(T') \leq \min^s(T) \leq \min^t(T) \leq \min^t(T')$ and $\max^s(T') \leq \max^s(T) \leq \max^t(T) \leq \max^t(T')$.

The above corollary follows from Th. 10. Next, we show that distribution-based abstraction of APGA is more precise than the state-based abstraction.

**Corollary 4.** For APGA $\mathcal{H}$, $\mathcal{H}_{sb} = \alpha_{sb}(\mathcal{H})$ and $\mathcal{H}_{db} = \alpha_{db}(\mathcal{H})$ with $S_{sb} = S_{db}$. Let $T \subseteq S$ such that $T_{sb} = \alpha_{sb}(T)$ and $T_{db} = \alpha_{db}(T)$. Then $\min^s(T_{sb}) \leq \min^s(T) \leq \min^t(T) \leq \min^t(T_{db}) \leq \min^t(T_{sb})$ and $\max^s(T_{sb}) \leq \max^s(T) \leq \max^t(T) \leq \max^t(T_{db}) \leq \max^t(T_{sb})$. 
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Figure 5.10: For PA $\mathcal{M}$ (Fig. 5.8), $\hat{\mathcal{H}} = \alpha_{ab} (\alpha_{PA} (\mathcal{M}))$ with $|\hat{\Delta}| = 26$, $|\hat{S}_1| = 8$ and $|\hat{S}_2| = 5$.

The above corollary is a direct consequence of Th. 15 and Corollary 3.

**Example 31.** The maximum probability in PA $\mathcal{M}$ (Fig. 5.8) to reach states $\{s_6, s_7\}$ equals 0.975. By Corollary 3 this probability lies in $[0.5, 1]$ for the state-based abstraction $\tau(\hat{\mathcal{H}})$ (Fig. 5.9 left). Instead, distribution-based abstraction $\mathcal{H}'$ (Fig. 5.8 right) yields $[0.95, 1]$ — recall that to calculate the lower bound of the maximum probability only required transitions of player one are considered (see Th. 15). Moreover, by Corollary 4 $\mathcal{H}'$ has tighter bounds than $\tau(\hat{\mathcal{H}})$. Although the number of transitions in $\mathcal{H}'$ is slightly more than in $\hat{\mathcal{H}}$ ($|\hat{\Delta}| = 17$ versus $|\Delta'| = 19$), but $\mathcal{H}'$ is substantially more precise.

By Th. 13 and 9 distribution-based abstraction $\tau(\hat{\mathcal{H}})$ (Fig. 5.9 right) also bounds the maximum probability from below at 0.95. Note that the sizes of $\tau(\hat{\mathcal{H}})$ and $\tau(\mathcal{H})$ coincide.

The following example shows that the bounds on reachability probabilities in state-based APGA-based abstractions of PA are at most as tight as in SG-based abstractions, however, they are at most the sizes of SG-based abstractions. A similar example can also be given for distribution-based abstractions.

**Example 32.** Consider the game-based abstraction $\hat{\mathcal{H}}$ (Fig. 5.10) of PA $\mathcal{M}$ (Fig. 5.8). Note that the maximum probability to reach states $\{s_6, s_7\}$ lies in $[0.75, 1]$ in $\hat{\mathcal{H}}$ whereas in state-based APGA-based abstraction $\tau(\hat{\mathcal{H}})$ (Fig. 5.9 left), it lies in $[0.5, 1]$. Note that both $\hat{S}_2$ and $\hat{S}_2$ represent the same partitioning of the concrete state-space, but the reachability probability bounds of $\hat{S}_2$ contains that of $\hat{S}_2$. Moreover, $\tau(\hat{\mathcal{H}})$ is considerably smaller than $\hat{\mathcal{H}}$ in terms of numbers of states and transitions.
5.4 Distribution-based Game Abstraction of MDPs

In [KKNP10], abstract models of Markov decision processes (MDPs) are given as stochastic games (SGs). These abstractions coincide with our (special case of) state-based abstractions (see Proposition 5.1.1 on page 62). When applying this to MDPs, the abstract models induced by our (special case of) distribution-based abstraction are PGA (see Proposition 20 on page 68). By Th. 15, our distribution-based abstraction induces more precise abstract models than state-based abstraction (on the same abstract state space). This shows the superiority of our distribution-based abstraction technique over [KKNP10]. The following corollary follows from Def. 8 and Th. 15. It asserts that our distribution-based abstraction induces more precise abstractions than [KKNP10].

**Corollary 5.** For PA $\mathcal{M}'$, let $\mathcal{G} = \alpha_{PA}(\mathcal{M}')$. If $\alpha_{sb}(S) = \alpha_{db}(S)$, then: $\alpha_{db}(\tau(\mathcal{G})) \prec_{sb} \alpha_{sb}(\tau(\mathcal{G}))$ and $\alpha_{db}(\tau(\mathcal{G})) \preceq_{sb} \alpha_{sb}(\tau(\mathcal{G}))$.

One may argue that although PGA-based abstract models of MDP are at least as precise as SG-based ones this comes at the expense of larger games, — e.g. more space is required to store the target distributions of player-two transitions. The following example shows that for abstracting $\mathcal{G}$ — an embedding on an MDP — with $\alpha_{db}(S_2) = \alpha_{sb}(S_2)$, $\alpha_{db}(\mathcal{G})$ is at least as precise as $\alpha_{sb}(\mathcal{G})$ and $|\alpha_{db}(S)| \leq |\alpha_{sb}(S)|$.

**Example 33.** Consider PA $\mathcal{M}$ (Fig. 5.2 right) with its state-based abstraction $\tilde{\mathcal{H}}$ (Fig. 5.4 left) and distribution-based abstraction $\mathcal{H}'$ (Fig. 5.4 right). The maximum probability to $\{s_5, s_6\}$ is 0.95 in $\mathcal{M}$. By Corollary 5, this probability lies in $[0.5, 1]$ for the state-based abstraction $\tau(\tilde{\mathcal{H}})$. Instead, distribution-based abstraction $\tau(\mathcal{H}')$ yields $[0.95, 1]$. Note that $|\tilde{\Delta}| = |\Delta'| = 13$, but $\tilde{S}_1 = 6$ and $S'_1 = 5$. Furthermore, by ignoring player-two transitions — such that the successor states from player-two states are decided non-deterministically — yields $[0.5, 1]$ in $\tilde{\mathcal{H}}$ and $[0.75, 1]$ in $\mathcal{H}'$ whereas $\Delta' = 11$.

**Example 34.** In Example 31 ignoring player-two transitions yields $[0.5, 1]$ in $\tilde{\mathcal{H}}$ and $[0.75, 1]$ in $\mathcal{H}'$.

As a side result of our achievement, we put the result of [WZ10, Th. 2] in perspective: game-based abstraction [KKNP10] is the optimal abstraction defined on states, but not the optimal abstraction preserving reachability probabilities. Technically speaking, the pair of abstraction-concretization functions, in Wachter’s abstract interpretation framework for MDPs [WZ10], is defined at the level of states rather then at the level of distributions. As the abstract valuation transformer is defined in terms of the abstraction-concretization pair and the concrete valuation transformer, therefore the abstract valuation transformer is the most precise transformer in case of state-based abstractions.

**Remark 2.** The game-based abstraction of MDPs [KKNP10] is the optimal state-based abstraction preserving reachability probabilities, but not the optimal distribution-based abstraction.
5.5 Summary and Discussion

In this chapter, we proposed two compositional abstraction techniques of APGA: a state-based and a distribution-based abstraction. In state-based abstraction, we combined the techniques of [KKNP10] and [SK12] yielding a class of APGA in which one of the players has only non-deterministic behaviour as in SGs. Whereas in distribution-based abstraction, we combined the techniques of [SK12] and [SK14] yielding APGA with both players having non-deterministic and probabilistic behaviour as in PGA. Our state-based (distribution-based) abstraction differs from [KKNP10] ([SK14]) in a sense that the non-deterministic behaviour in concrete systems is not completely handled by one set of states: in state-based (distribution-based) abstraction, concrete states (support sets of concrete distributions) are merged if they have the same step-wise behaviour after abstraction; whereas in [KKNP10] ([SK14]), they are merged iff they have the same step-wise behaviour. Because of this, the bounds on extremal reachability probabilities in state-based (distribution-based) APGA-based models are at most as tight as in SG(PGA)-based models, however, they are at most the size of SG(PGA)-based models.

Both state-based and distribution-based abstractions are comparable with concrete models using state-based and distribution-based refinement relations respectively, thus, showing that abstract models preserve the reachability probabilities of concrete models. Moreover, we showed that game-based abstraction [KKNP10] is not the optimal abstraction preserving reachability probabilities. Furthermore, we illustrated with examples that our distribution-based abstraction may induce more precise as well as more concise models than our state-based abstraction. An overview of the results of this chapter is given in Table 5.1.

Related work: In the literature, many modal abstraction techniques have been discussed for probabilistic systems. In [KKLW12], abstractions of MDPs have been given as interval Markov chains in which probabilities of transitions are given as intervals instead of single values. This interval-based technique has then been extended to define abstract models of interactive Markov chains (IMC) in [KKN09]. In another direction [KKLW08], interval abstraction is generalized for CTMC by considering sequences of transitions of length, say $k$, as abstract transitions. The abstract models induced as a result $k$-stepwise simulate the concrete models. In the setting of games, most notable abstraction techniques are game-based abstraction [KKNP10] and menu-based abstraction [WZ10] (discussed in Ch. 1). In [Kat10], game-based abstraction technique of MDPs has been generalized: the abstract models are still stochastic games but they over- and under-approximate the behaviour of concrete models; however, in such games there is no direct correspondence between concrete states of MDPs (that have the same transitions after abstraction) and abstract states. More recently in [BFH14], game-based and menu-based abstraction techniques have been combined to abstract Markov automata in which game-based technique is employed to abstract Markovian states — states with exponentially distributed delay transitions — and menu-based technique for probabilistic states.

Future extensions: One can extend this work by:

- determining a class of PA for which distribution-based abstraction is defined, i.e., it exists for every possible partition of the state space,

- designing efficient algorithms to construct APGA-based state-based (distribution-based) abstract models of PA from their high-level descriptions, e.g., using predicate-abstraction techniques [CKSY05, KKNP08].
Modal game-based abstraction

<table>
<thead>
<tr>
<th>For $\alpha \in {\alpha_{sb}, \alpha_{db}}$ and APGA $\mathcal{H}$</th>
<th>State-based ($\alpha_{sb}$)</th>
<th>Distribution-based ($\alpha_{db}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha(\mathcal{H})$ is defined</td>
<td>+</td>
<td>for closed APGA</td>
</tr>
<tr>
<td>$\alpha(\mathcal{H})$ refines $\mathcal{H}$</td>
<td>+</td>
<td>+ (provided exists)</td>
</tr>
<tr>
<td>$\alpha(\tau(\mathcal{H}))$ refines $\tau(\mathcal{H})$</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>compositional</td>
<td>+</td>
<td>(provided exists)</td>
</tr>
<tr>
<td>$\mathcal{H}' = \alpha(\mathcal{H})$ with $\Delta_i'(S'_1) = \Delta_i'(S'_2)$</td>
<td>$\alpha$ is SG-based abstraction</td>
<td>$\alpha$ is PGA-based abstraction</td>
</tr>
<tr>
<td>$\mathcal{H}' = \alpha'(\tau(\mathcal{H})) \land \mathcal{H}'' = \tau(\alpha''(\mathcal{H}))$, then $\alpha'(S) = \alpha''(S)$ implies</td>
<td>$\mathcal{F}<em>0^* \preceq</em>{sb} \mathcal{F}_0^*$, and</td>
<td>$\mathcal{F}<em>0^* \preceq</em>{db} \mathcal{F}_0^*$</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{F}<em>0'' \preceq</em>{sb} \mathcal{F}_0''$</td>
<td>-</td>
</tr>
<tr>
<td>MaxSingDist($S_1$) = Dirac($S_1$) $\land \alpha_{sb}(S_2) = \alpha_{db}(S_2) \Rightarrow \alpha_{sb}(\mathcal{H}) = \alpha_{db}(\mathcal{H})$, ignoring player two transitions.</td>
<td>$\alpha_{sb}(S) = \alpha_{db}(S) \Rightarrow \alpha_{db}(\mathcal{H}) \prec \alpha_{sb}(\mathcal{H})$</td>
<td></td>
</tr>
</tbody>
</table>

Preservation of reachability probabilities

| $\alpha_{sb}$ and $\alpha_{db}$ yield | min$\downarrow$ and min$^\uparrow$ as well as max$\downarrow$ and max$^\uparrow$ |

Table 5.1: Summary of modal game-based abstraction.

- exploring whether our PGA-based distribution-based abstraction of MDPs is optimal w.r.t. reachability probabilities using the framework of abstract interpretation like [WZ10] did for game-based abstraction [KKNP10] of MDPs, and

- repeating the above exercise for our APGA-based abstractions of MDPs, and showing whether it is optimal w.r.t. properties in probabilistic extension of modal $\mu$-calculus [Mio12]. For this, one needs to consider an extension of the work done for non-probabilistic models in [SG06], where the optimality of non-probabilistic modal abstractions was proved w.r.t. properties in modal $\mu$-calculus.

In the next chapter, we propose a state-based and a distribution-based abstraction-refinement framework for PA, which are inspired by the frameworks of [KKLW12] and [KKNP10]. Intuitively, they eliminate from abstract models the effect of non-deterministic behaviour induced by abstraction in such a way that the extremal reachability probabilities of one set of abstract states totally depend on the non-deterministic behaviour from concrete (distributions over) states, as is the case with (PGA-)SG-based abstractions.
A Modal Abstraction-Refinement Framework

In this chapter, we present a state-based and a distribution-based framework to automatically generate APGA-based abstractions of closed PA aimed at the verification of reachability properties, i.e., maximum/minimum probabilities to reach some goal states.

In the previous chapters, we showed that the analysis of APGA-based abstractions of PA yields lower and upper bounds on the reachability probabilities of the PA; we analysed two extremal implementations of such abstractions to obtain these bounds (see Section 4.5 on page 48 and Section 5.3 on page 72). Moreover, we also observed that these bounds may not be optimal for a given partitioning of the state space (see Example 32 on page 73). In this chapter, we show that it is possible to automatically obtain a modal game-based abstraction for a given state-space partitioning of a PA that optimally bounds the reachability probabilities of the PA with an a priori given tolerance.

We start our abstraction-refinement process by abstracting a closed PA for a given state-space partitioning (see Def. 31 and 34 on pages 57 and 63 respectively). We then verify the abstract model yielding lower and upper bounds on the reachability probabilities for the goal states in the PA. As in APGA-based abstractions the non-deterministic behaviour from abstraction is present both in player-one states and in player-two states, we first incrementally refine only player-one states until the behaviour from abstraction in player-one states has no impact anymore on the reachability probabilities of the corresponding player-two states. This is guaranteed by the fact that any further refinement of player-one states has no impact on the reachability probabilities of player-two states.

After this step, we check whether the difference between upper- and lower-bounds on reachability probabilities is within an allowed range, say $\epsilon \in \mathbb{R}_{[0,1]}$, for a set of player-two states (that are of interest). If not, then these states are refined. The first step is then repeated for the new abstraction. The above two steps form the inner and the outer loops of our abstraction-refinement framework: the inner-loop refines player-one states whereas the outer-loop refines player-two states. Fig. 6.1 shows our abstraction-refinement framework.

Our refinement strategy for both player-one and player-two states is based on optimal probability valuation functions that map states to reachability probabilities in case of competing/collaborating players. For player-two states, it is almost the same as strategy-based refinement of Kattenbelt et al. [KKNP10]. Our refinement strategy induces a strictly finer partition in each iteration. Moreover, it guarantees that if an abstract state is partitioned, its concrete states that have the same behaviour (i.e., their sets of transitions are identical after abstraction) remain together in one of the new partition blocks. This is true for both player-one and player-two abstract states. Furthermore, for a given error bound $\epsilon$, our abstraction-refinement (outer-)loop eventually terminates for finite-state closed PA. This is also true in case of an
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infinite PA with a finite bisimulation quotient provided bisimilar concrete states are grouped together in the same partition blocks (player-two state).

We show that the model obtained after each iteration of the inner-loop is in a refinement relation (see Def. 23 and 25 on pages 40 and 42 respectively) with the abstract model; and, thus, each refined model is comparatively more precise by Th. 10 (page 50). Similarly, after each iteration of the outer-loop, the player-two states in the refined model have comparatively tighter bounds on the reachability probabilities (of the PA).

The abstraction-refinement framework for MDPs [KKNP10] is a special case of our state-based framework in which the inner loop does nothing. This is because in SG-based abstractions of MDPs the player-one states have no non-deterministic behaviour from abstraction (all player-one transitions are required transitions). We show that the reachability probabilities of player-two states in an APGA-based state-based abstraction of an MDP (after refinement) are the same as in the SG-based abstraction generated with the same state-space partitioning. However, the size of the player-one state space in our abstraction is at most that of in SG-based abstraction. The same is also true for our APGA-based distribution-based abstractions and PGA-based abstractions [SK14] (see page 68).

Put in a nutshell, the major contributions of this chapter are:

- a state-based (and a distribution-based) abstraction-refinement framework for (closed) PA,
- results showing that our state-based abstractions (after refinement) and SG-based abstractions of [KKNP10] have the same reachability probabilities for player-two states, but our models are smaller in size,
- examples showing that our distribution-based abstractions (after refinement) and PGA-based abstractions have the same reachability probabilities for player-two states, but our former models are smaller in size, and
- examples showing that the abstract models resulting from the distribution-based abstraction-refinement framework are more precise than the ones resulting from the state-based framework, and their sizes are comparable.

6.1 State-based Abstraction-Refinement Framework

In this section, we discuss the refinement process for state-based abstractions (see Def. 31 on page 57) of PA aimed at the verification of a given reachability property.

Let $M$ be a closed finite PA with $H' = \alpha_{pa}(M)$ and $T' \subseteq S'_2$ a set of goal states. Let $Pr^x(T')$ be the reachability probability for $T'$, where $x \in \{\min, \max\}$. Let $\text{Abst}_{sb}(H')$ be the set of state-based abstraction functions defined on $H'$ such that $\gamma(\alpha(T')) = T'$ for all $\alpha \in \text{Abst}_{sb}(H')$, i.e., $\alpha$ does not merge $T'$ states with $S'_2 \setminus T'$ states. Let $H = \alpha_{sb}(H')$ and $T = \alpha_{sb}(T')$ for $\alpha_{sb} \in \text{Abst}_{sb}(H')$.

Depending on the probability $Pr^x(T')$, let $1, 2 \in \{\min, \max\}$ with $1 \neq 2$. Let $w_{11}, w_{12} \in W$ be the probability valuation transformers (see page 15) such that $w_{12} = \text{Fix} \ Pr^1_{T'}(\perp)$ (player-one and player-two have different objectives, i.e., 1 and 2 respectively) and $w_{11} = \text{Fix} \ Pr^1_{T'}(\perp)$ (player-one and player-two have the same objectives, i.e., 1) are defined on EPGA $G_{\alpha}$ of $H$ — an implementation of $H$ having the same state space and the transitions as that of $H$ (see Def. 29 on page 48).
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Figure 6.1: State(Distribution)-based abstraction-refinement framework for PA, where the inner-loop \((l_1, l_2, l_3, l_5, l_1)\) refines the player-one states while the outer-loop \((l_1, l_2, l_3, l_4, l_5, l_1)\) refines the player-two states.

In the sequel, we assume that \((\alpha_{sb}, \gamma_{sb}), \mathcal{H}', \mathcal{H}, 1, 2, w_{11} \text{ and } w_{12}\) are given; unless otherwise specified. Moreover, we assume that the optimal valuation functions are defined on all APGA in the same way as we defined \(w_{11} \text{ and } w_{12}\) on \(\mathcal{H}\).

In the following, we step-by-step explain our framework given in Fig. 6.1. We first check whether the reachability probabilities of player-two states in \(\mathcal{H}\) are affected by the non-deterministic behaviour induced by the abstraction process in their corresponding player-one states. Alternatively, we check whether the refinement of player-one states alone affect the reachability probabilities of player-two states.

6.1.1 Stable Abstractions

Recall that the player-one states of an abstraction represent behaviour of concrete states, i.e. they inherit their transitions from their corresponding concrete states. If all concrete states of a player-one state have the same transitions (after abstraction), then the abstraction process has not induced any behaviour in that state; and the player-one state has only required transitions. Otherwise, it has possible transitions and required transitions depending on whether the concrete states have some common transitions (after abstraction) (see Def. 31 on page 57). We consider the required transitions of player-one states as the
behaviour derived from concrete states, and the possible transitions as the behaviour induced by the abstraction process.

State \( s \in S_2 \) in APGA \( \mathcal{H} \) is called stable whenever the reachability probability of \( s \) w.r.t. \( w_{12} \):

a) coincides with that of one of its direct successors that obtains it via a required transition, and

b) remains unchanged by any refinement of only its direct successor states.

Example 35. Consider the APGA \( \mathcal{H} \) in Fig. 6.2 (left) with \( 1 = \max \), \( 2 = \min \) and goal states \( T = \{ t_2 \} \). The minimal reachability probability of \( t_1 \) is 0.5 and it depends on the possible transition of \( s_2 \). Hence, \( t_1 \) is an unstable state as condition (a) is violated.

Now consider the APGA \( \mathcal{H}' \) Fig. 6.2 (right) with the same objectives as above and goal states \( T' = \{ t'_2 \} \). The state \( t'_1 \) is stable as its reachability probability is 0.5 that is the same as that of the required transition of \( s'_2 \). Moreover, any refinement of only \( s'_2 \) will not impact the reachability probability of \( t'_1 \).

To formalize the notion of a stable player-two state, we first define the notion of a stable player-one state. A player-one state is stable w.r.t. \( w_{12} \) and player-two states if its reachability probability depends on one of its required transitions. Otherwise, it is unstable. Recall that \( w(\mu) = \sum_{s \in S} \mu(s) \cdot w(s) \) for \( \mu \in \text{Dist}(S) \).

Definition 35. (Stable Player-one States) State \( s \in S_1 \) in APGA \( \mathcal{H} \) is stable w.r.t. \( w_{12} \) and \( S_2 \) iff \( w_{12}(s) = w_{12}(\mu) \) for some \( \mu \in \Delta_r(s) \). Distribution \( \eta \in \text{Dist}(S_1) \) is stable iff \( \forall u \in \text{Supp}(\eta) : u \) is stable.

Example 36. APGA \( \mathcal{H} \) (Fig. 6.4 left) is an abstraction of PA \( \mathcal{M} \) (Fig. 6.3). Let \( 1 = \min \), \( 2 = \max \) and \( T = \{ t_3 \} \) with \( w = \text{Fix} \text{ Prt}_{12}(\bot) \) where \( w(v_0) = 0.25 \), \( w(v_1) = 0 \), \( w(v_2) = 0.5 \), \( w(v_3) = 0 \), \( w(v_4) = 0 \), \( w(t_0) = 0 \), \( w(t_1) = 0.5 \), \( w(t_2) = 0 \) and \( w(t_3) = 1 \). Note that \( v_1 \) has two transitions: a required and a possible transition. As the reachability probability of \( v_1 \) depends on its required transition, \( v_1 \) is stable.
Intuitively speaking, if the reachability probability of a player-two state depends on a stable player-one state, then it will remain unchanged by a refinement of just any of its stable direct successor states. This is because refinement preserves required transitions. Therefore, the reachability probability of a player-two state may only be affected by refining an unstable direct successor state.

**Lemma 4.** The refinement of stable player-one states alone preserves the reachability probabilities.

**Proof.** Let APGA $\mathcal{H}$ with $w = w_{12}$. We show that the partitioning of stable player-one states alone in a refinement of $\mathcal{H}$ preserves the reachability probabilities. We give a proof for the case in which only one player-one state is split.

Let $\hat{\alpha} \in \text{Abst}_{sb}(\mathcal{H}') : \hat{\mathcal{H}} = \hat{\alpha}(\mathcal{H}')$ with $\hat{S}_2 = S_2$. Let $\{\hat{v}_1, \hat{v}_2\}$ be the partition blocks of a stable state $v \in S_1$ such that $\hat{S}_1 \setminus \{\hat{v}_1, \hat{v}_2\} = S_1 \setminus \{v\}$.

As $v$ is stable, by Def. 35, $w(v) = w(\mu)$ for some $\mu \in \Delta(v)$. As $\gamma(\hat{v}_i) \subseteq \gamma(v)$ for $i \in \{1, 2\}$, $\Delta_{r}(v) \subseteq \hat{\Delta}_{r}(\hat{v}_i)$ and $\hat{\Delta}_{p}(\hat{v}_i) \subseteq \Delta_{p}(v)$ (by Def. 31). Therefore, it holds that $w(\mu) = 1\{w(\mu), x_i\}$ where $x_i = 1\{w(\rho) \mid \rho \in \hat{\Delta}_{p}(\hat{v}_i)\}$ for $i \in \{1, 2\}$.

This allows us to define a probability valuation function $\hat{w}$ on $\hat{\mathcal{H}}$ w.r.t. 1, 2 and $\hat{T} = T$ as: $\hat{w}(s) = w(s)$ for all $s \in S_2 \cup S_1 \setminus \{v\}$ and $\hat{w}(\hat{v}_i) = w(\mu)$ for $i \in \{1, 2\}$. Moreover, as $w(v) = \hat{w}(\hat{v}_i)$, for $i \in \{1, 2\}$, it trivially follows that $\hat{w}$ is a fixpoint of $\text{Prt}_{2}^{1}$.

**Remark 3.** The refinement of unstable direct successors of a player-two state may impact its reachability probability.
Now, we formalize the notion of a stable player-two state.

**Definition 36. (Stable Player-two State)** State \( s \in S_2 \) in APGA \( \mathcal{H} \) is stable w.r.t. \( w_{12} \) iff there exists some stable \( v \in \text{Succ}(s) \) satisfying:

1. \( w_{12}(s) = w_{12}(v) \), and
2. for all unstable \( u \in \text{Succ}(s) \): \( w_{12}(v) = 2 \{w_{12}(v), w_{12}(\eta)\} \) for every \( \eta \in \Delta_p(u) \).

Intuitively speaking, if condition (2) holds none of the transitions from any successor of \( s \) can change the reachability probability of \( s \) in any refinement. Therefore, the refinement of direct successors, whether stable or unstable, of a stable player-two state alone does not change the bounds on its reachability probabilities.

**Example 37.** Let \( 1 = \min \) and \( 2 = \max \) for APGA \( \mathcal{H} \) (left in Fig. 6.6) with \( w = \text{Fix} \Pr_{\mathcal{H}}^1(\bot) \) for \( T = \{t_3\} \), where \( w(v_0) = 0.25, w(v_1) = 0, w(v_2) = 0.5, w(v_3) = 0, w(v_4) = 0, w(t_0) = 0, w(t_1) = 0.5, w(t_2) = 0 \) and \( w(t_3) = 1 \). (Note that this APGA is a copy of Fig. 6.4 left, except that \( v_1 \to t_2 \) is now a possible transition.) The reachability probability of \( t_1 \) depends on a stable successor \( v_2 \), i.e., \( w(t_1) = 0.5 = \max \{w(v_1) = 0, w(v_2) = 0.5\} \) (fulfilling condition (1) of Def. 36). Moreover, as \( w(v_2) = 0.5 = \max \{w(t_1) = 0.5, w(t_2) = 0, w(v_2) = 0.5\} \) (fulfilling condition (2) of Def. 36), therefore the possible
transitions of unstable state $v_1$ have no impact on the reachability probability of $t_1$ in any refinement of $v_1$. Thus, $t_1$ is stable. Note that in APGA $\hat{H}$ (right in Fig. 6.6), the state $\hat{t}_1$ is not stable w.r.t. the above objectives as the reachability probability of $\hat{t}_1$ does not depend on a stable successor.

**Theorem 17.** The reachability probabilities of stable player-two states are invariant to the refinement of their direct successors alone.

**Proof.** Let APGA $\mathcal{H}$ with $w = w_{12}$. We show that the splitting of direct successors of stable player-two states alone in a refinement of $\mathcal{H}$ preserves the reachability probabilities of player-two states. We give a proof for the case in which only one player-one state is split.

Let $\hat{\alpha} \in \text{Abst}_{sb}(\mathcal{H}'): \mathcal{H} = \hat{\alpha}(\mathcal{H}')$ with $\hat{S}_2 = S_2$. Let $\{\hat{v}_1, \hat{v}_2\}$ be the partition blocks of a state $v \in S_1$ such that $\hat{S}_1 \setminus \{\hat{v}_1, \hat{v}_2\} = S_1 \setminus \{v\}$. There are two possible cases:

1. $v$ is a stable player-one state. Then by Lemma 4, $\mathcal{H}$ preserves the reachability probabilities.

2. $v$ is an unstable direct successor of a stable state $s \in S_2$. As $s$ is stable, by Def. 36 $w(s) = w(t)$ for some stable $t \in \text{Succ}(s)$; and $w(t) = 2\{w(t), w(\eta)\}$ for every $\eta \in \Delta_p(v)$. As $\Delta_p(v) = \hat{\Delta}_p(\hat{v}_1) \cup \hat{\Delta}_p(\hat{v}_2)$, we can write $w(t) = 2\{w(t), x_i\}$ where $x_i = 1\{w(\rho) \mid \rho \in \hat{\Delta}_p(\hat{v}_i)\}$ for $i \in \{1, 2\}$.

This allows us to define a probability valuation function $\hat{w}$ on $\hat{\mathcal{H}}$ w.r.t. 1, 2 and $\hat{T} = T$ as: $\hat{w}(s) =$
Figure 6.6: $\mathcal{H}$ (left) and $\hat{\mathcal{H}}$ (right) are state-based abstract models of PA $\mathcal{M}$ in Fig. 6.5 with $\mathcal{H} \leq_{sb} \hat{\mathcal{H}}$.

$w(s)$ for all $s \in S_2 \cup S_1 \setminus \{v\}$ and $\hat{w}(\hat{v}_i) = x_i$ for $i \in \{1, 2\}$. Moreover, as $\hat{w}(s) = w(t)$ does not depend on $\hat{w}(\hat{v}_i)$ for $i \in \{1, 2\}$ — $\hat{w}(s) = \hat{w}(t) = 2\{\hat{w}(t), \hat{w}(v_1), \hat{w}(v_2)\}$ —, it trivially follows that $\hat{w}$ is a fixpoint of $\text{Prt}_{12}^\bot$.

We now lift the notion of stability from states to APGA, and call an APGA $\mathcal{H}$ a **stable abstraction** if all its player-two states are stable. Formally,

**Definition 37.** APGA $\mathcal{H}$ is stable iff every $S_2$ state is stable.

If $\mathcal{H}$ is a stable abstraction, we call the abstraction function $\alpha_{sb}$ generating $\mathcal{H}$ ($\mathcal{H} = \alpha_{sb}(\mathcal{H}')$) a **stable abstraction function**. Any implementation of a stable abstraction, having the same player-two state space, preserve the reachability probabilities of player-two states. The following proposition follows from Def. 37.

**Proposition 21.** If $\Delta_r(S_1) = \Delta_p(S_1)$ in APGA $\mathcal{H}$, then $\mathcal{H}$ is stable.

We are now in a position to check whether the refinement of player-one states impacts the reachability probabilities of player-two states in an abstraction (see location $l_3$ in Fig. 6.1). This can be verified
by checking whether every player-two state is stable or not (see Def. 36). If the answer is yes, we consider refining player-two states if further tightening of the reachability probability bounds is required. Otherwise, we refine some player-one states as given in the next section.

6.1.2 Refinement of Player-one States

In this subsection, we discuss the refinement of (unstable) player-one states. As the refinement of direct successors — whether stable or unstable — of a stable player-two state has no impact on its reachability probability (see Th. 17), we only consider the unstable direct successors of unstable player-two states for refinement. We call them effectively unstable player-one states.

**Definition 38.** State $s \in S_1$ in APGA $\mathcal{H}$ is effectively unstable iff $s$ is unstable and there exists an unstable $u \in S_2 : s \in \text{Succ}(u)$.

Let $\text{EUS}(\mathcal{H}) = \{s \in S_1 | \exists u \in S_2 : u$ is unstable and $s \in \text{Succ}(u)$ is unstable\} be the set of effectively unstable states in $\mathcal{H}$.

**Remark 4.** An unstable direct successor $s_1$ of a stable player-two state $u_1$ differs from an unstable direct successor $s_2$ of an unstable player-two state $u_2$ in such a way that the refinement of $s_1$ does not impact the reachability probability of $u_1$. However, the refinement of $s_2$ may impact the reachability probability of $u_2$. Note that it is not guaranteed that the refinement of $s_2$ will impact the reachability probability of $u_2$.

We split each effectively unstable state into two blocks.

**Definition 39.** For state $s \in \text{EUS}(\mathcal{H})$, let $\mu \in \Delta_p(s) : w_{12}(s) = w_{12}(\mu)$. Then,

- $B_1(s) = \{s' \in \gamma_{sb}(s) | \exists \rho' \in \Delta'(s') : \alpha_{sb}(\rho') = \mu\}$
- $B_2(s) = \gamma_{sb}(s) \setminus B_1(s)$

**Theorem 18.** For state $s \in \text{EUS}(\mathcal{H})$, $B_1(s)$ is a proper subset of $\gamma_{sb}(s)$.

**Proof.** The proof is by contradiction. Let $s \in \text{EUS}(\mathcal{H})$. Assume $B_1(s) = \gamma_{sb}(s)$, then for every $s' \in \gamma_{sb}(s), \exists \rho' \in \Delta'(s') : \alpha_{sb}(\rho') = \mu$, where $\mu \in \Delta_p(s) : w_{12}(s) = w_{12}(\mu)$. This implies that all concrete states of $s$ have a transition to some $\rho'$ with $\alpha_{sb}(\rho') = \alpha_{sb}(\mu')$. Then $\mu \in \Delta_i(s)$ and $s$ is not an unstable state. Hence, contradiction. \qed
The following function splits effectively unstable states in an abstraction, and yields a new partitioning of the state space of $\mathcal{H}'$ (i.e., the embedding of $\mathcal{P}A\mathcal{M}$). In fact, this function describes the functionality of the inner-loop of our framework (see Fig. 6.1).

**Definition 40. (Inner Abstraction Transformer).** The abstraction transformer function $\text{IAT} : \text{Abst}_{sb}(\mathcal{H}') \rightarrow \text{Abst}_{sb}(\mathcal{H}')$ is defined for $\alpha \in \text{Abst}_{sb}(\mathcal{H}') : \mathcal{H} = \alpha(\mathcal{H}')$ and $s' \in S'$ as:

$$\text{IAT}(\alpha)(s') = \begin{cases} 
\alpha(s') & \text{if } \alpha(s') \in S_2, \text{ or } \alpha(s') \in S_1 \setminus \text{EUS}(\mathcal{H}). \\
\text{B}_1(\alpha(s')) & \text{if } \alpha(s') \in \text{EUS}(\mathcal{H}) : s' \in \text{B}_1(\alpha(s')). \\
\text{B}_2(\alpha(s')) & \text{if } \alpha(s') \in \text{EUS}(\mathcal{H}) : s' \in \text{B}_2(\alpha(s')).
\end{cases}$$

Note that the function $\text{IAT}$ maps $s'$ to the same partition block as $\alpha$ does if $\alpha(s')$ is an $S_2$ state or not an effectively unstable $S_1$ state. If $\alpha(s') = s$ is an effectively unstable $S_1$ state, then $s'$ is either mapped to partition block $\text{B}_1(s)$ or to $\text{B}_2(s)$. In case there is no effectively unstable $S_1$ state, there is no partition of the state space. In other words, then $\text{IAT}(\alpha) = \alpha$. Note that in this way, all concrete states of $s$ that have the same transitions (after abstraction) are assigned to the same new partition block.

**Example 38.** APGA $\hat{\mathcal{H}}$ (right Fig. 6.6) is a state-based abstraction of $\mathcal{P}A\mathcal{M}$ (left in Fig. 6.5). Let $1 = \min$ and $2 = \max$ for $\hat{\mathcal{H}}$ with $\hat{w} = \text{Fix Prt}_1(\downarrow)$ for $\hat{T} = \{\hat{t}_2\}$, where $\hat{w}(\hat{v}_0) = 0.5$, $\hat{w}(\hat{v}_1) = 0$, $\hat{w}(\hat{v}_2) = 0$, $\hat{w}(\hat{v}_3) = 0$, $\hat{w}(\hat{v}_4) = 0$, $\hat{w}(\hat{v}_5) = 0$, $\hat{w}(\hat{v}_6) = 1$, and $\hat{w}(\hat{v}_7) = 0$. Note that $\hat{v}_1$ has only one successor, i.e. $\hat{v}_3$, having only possible transitions. Therefore, $\hat{\mathcal{H}}$ is not a stable abstraction of $\mathcal{P}A\mathcal{M}$.

Let us discuss how to refine $\hat{\mathcal{H}}$. Let $\mathcal{H}' = \text{Abst}_{sb}(\mathcal{H})$. For the successor state $\hat{v}_1$ of $\hat{v}_1$, we have $\hat{v}_1 \rightarrow \hat{v}_3$ with $\hat{w}(\hat{t}_3) = \hat{w}(\hat{t}_1) = 0$. We separate the concrete states of $\hat{v}_1$ that have a transition (after abstraction) to $\hat{v}_3$, and the only concrete state is $\hat{v}_3'$. Therefore, $\hat{v}_1$ is partitioned into two blocks $v_1 = \{v_1', v_2\}$ and $v_2 = \{v_3'\}$; and $\mathcal{H}$ (left in Fig. 6.6) is the APGA induced by the new partitioning of the state space of $\mathcal{H}'$. Note that $\mathcal{H}$ is a stable abstraction w.r.t. $1, 2$ and $T = \{t_2\}$; and moreover $\mathcal{H} \lesssim_{sb} \mathcal{H}'$.

It is possible to refine all effectively unstable player-one states in $\mathcal{H}$ in a single iteration. This will result in a faster convergence of the abstract-refine loop towards a stable abstraction of $\mathcal{P}A\mathcal{M}$. However, at the expense of a larger state space. Instead of refining every effectively unstable state in a single iteration, one may consider refining a selection of them. In this way, unnecessary refinements of some effectively unstable states in the next iteration may be avoided because of splitting of states in the current iteration.

**Theorem 19.** $\text{IAT}(\alpha) \leq_{sb} \alpha$ for $\alpha \in \text{Abst}_{sb}(\mathcal{H}')$.

**Proof.** Let $\mathcal{H}' = (S', \{S'_1, S'_2\}, \{\tau\}, \Delta_r', \Delta_p', s_0')$ be an embedding of $\mathcal{P}A\mathcal{M}$ with $\alpha : S' \rightarrow S \in \text{Abst}_{sb}(\mathcal{H}')$ such that $\alpha(\mathcal{H}') = \mathcal{H} = (S, \{S_1, S_2\}, \{\tau\}, \Delta_r, \Delta_p, s_0)$ is the induced APGA. Let $\alpha'' = \text{IAT}(\alpha) : S' \rightarrow S''$ such that $\alpha''(\mathcal{H}') = \mathcal{H}'' = (S'', \{S''_1, S''_2\}, \{\tau\}, \Delta_r'', \Delta_p'', s_0'')$ is the induced APGA. We define the relation $R \subseteq (S''_1 \times S_1) \cup (S''_2 \times S_2)$ as:

$$R = \{(\alpha''(s), \alpha(s)) \mid s \in S'\}$$
and show that it fulfills the conditions of Def. 23 (page 40).

Let \( s'' \) be a state-based abstraction of \( \mathcal{H}' \) and \( s'' \in S_2' \). By condition (1c) of Def. 31, \( \exists s'' \in \gamma(s) : s' \overset{\gamma'}{\rightarrow} s'' \) such that \( s'' \in S_2' \). As \( S_2' = S_2 \), \( s'' \in S_2' \). Therefore, there is at least one unstable player-one state in \( \text{Succ}(s) \) — if all states in \( \text{Succ}(s) \) are stable, then \( s \) is stable. Let \( v \in \text{Succ}(s) \) be an unstable state. As \( s \) is unstable and \( v \) is unstable, then \( v \) is effectively unstable (by Def. 38). Therefore, \( \gamma(v) \) is split into two partition blocks by Def. 39. This implies that \( \mathcal{H} \) is not generated by a fixpoint of IAT. Hence, contradiction.

The following corollary follows from Th. 20 and shows that for a given partitioning of states of \( \mathcal{M} \), the game-based abstraction \([\mathcal{KKNP10}]\) is as precise as the state-based APGA-based abstraction (see Def. 31 page 57) when refined to a stable abstraction (see Def. 37). However, the size of the latter is at most the size of the former.

**Theorem 20.** For \( \alpha \in \text{Abst}_{sb}(\mathcal{H}') \), \( \text{Fix IAT}(\alpha)(\mathcal{H}') \) is a stable abstraction of APGA \( \mathcal{H}' \).

**Proof.** For PA \( \mathcal{M} \) let \( \mathcal{H}' = \alpha_{\mathcal{P}A}(\mathcal{M}) \) with \( T' \subseteq S_2' \). Let \( \alpha \in \text{Abst}_{sb}(\mathcal{H}') \) with \( w = \text{Fix Prf}_1(\bot) \) defined on \( \mathcal{H} = \text{Fix IAT}(\alpha)(\mathcal{H}') \) for the objectives \( 1, 2 \in \{\min, \max\} \) and goal states \( \text{Fix IAT}(\alpha)(T') \). We need to prove that every \( s \in S_2 \) is stable, i.e., it satisfies the conditions of Def. 36.

The proof is by contradiction. Assume \( \mathcal{H} \) is not a stable abstraction. Let \( s \in S_2 \) be an unstable state. This implies that there exists at least one unstable player-one state in \( \text{Succ}(s) \). If all states in \( \text{Succ}(s) \) are stable, then \( s \) is stable. Let \( v \in \text{Succ}(s) \) be an unstable state. As \( s \) is unstable and \( v \) is unstable, then \( v \) is effectively unstable (by Def. 38). Therefore, \( \gamma(v) \) is split into two partition blocks by Def. 39. This implies that \( \mathcal{H} \) is not generated by a fixpoint of IAT. Hence, contradiction.

**Corollary 6.** For APGA \( \mathcal{H}' \), let \( \hat{\mathcal{H}} \) be a game-based abstraction \([\mathcal{KKNP10}]\) and \( \hat{\alpha}(\mathcal{H}') = \hat{\mathcal{H}} \) be a state-based abstraction of \( \mathcal{H}' \) with \( \hat{S}_2 = \hat{S}_2 \). Let \( \hat{w}_{12} \) and \( w_{12} \) be defined on \( \hat{\mathcal{H}} \) and \( \mathcal{H} = \text{Fix IAT}(\hat{\alpha})(\mathcal{H}') \) respectively. Then,
Example 39. APGA $\mathcal{H}$ (right) is a game-based abstraction \[\text{[KKNP10]}\] of PA $\mathcal{M}$ (left) in Fig. 6.5; whereas the left APGA in Fig. 6.6, say $\mathcal{H}''$, is a stable abstraction of $\mathcal{M}$ w.r.t. the objectives $1 = \min$, $2 = \max$ and $T = \{t_3\}$. Note that both models have the same reachability probabilities to $t_3$ (i.e., 0.25) from the initial states. Moreover, $|S_1| = 6$ and $|S''_1| = 5$, and $|\Delta| = 12$ and $|\Delta''| = 11$.

In the following example, we show that APGA-based abstraction can be significantly smaller than game-based abstraction having the same player-two state space.

Example 40. For PA $\mathcal{M}$ (Fig. 6.8 page 94), in Fig. 6.10 (page 96) $\tilde{\mathcal{H}}$ (left) is a game-based abstraction \[\text{[KKNP10]}\] with $|\tilde{\Delta}| = 33$ and $|\tilde{S}_1| = 11$, and $\hat{\mathcal{H}}$ (right) is a state-based APGA-based abstraction with $|\Delta| = 23$ and $|\hat{S}_1| = 7$. Note that $\hat{\mathcal{H}}$ is a stable abstraction w.r.t. $1 = \max$, $2 = \min$ and $T = \{\hat{t}_3\}$.

6.1.3 Refinement of Player-two States

In this subsection we describe the functionality of the outer-loop of our framework (see Fig. 6.1). Let $\mathcal{H}$ be a stable abstraction of APGA $\mathcal{H}''$ w.r.t. $w_{12}$. We will determine whether the bounds on reachability probabilities of $S_2$ states, calculated by $w_{12}$ and $w_{11}$ on $\mathcal{H}$, are at most $\epsilon$-apart. If they are so, we are done; otherwise, we refine some (player-two) states whose bounds on reachability probabilities are not $\epsilon$-apart.

Definition 41. (Bounded Abstraction) State $s \in S$ in APGA $\mathcal{H}$ is $\epsilon$-bounded if $|w_{12}(s) - w_{11}(s)| \leq \epsilon$ for a given $\epsilon \in \mathbb{R}_{[0,1]}$. Distribution $\eta \in \text{Dist}(S)$ is $\epsilon$-bounded if $|w_{12}(\mu) - w_{11}(\mu)| \leq \epsilon$. $\mathcal{H}$ is $\epsilon$-bounded iff $\forall s \in S : s$ is $\epsilon$-bounded.

Lemma 5. If all successors of a state $s$ are $\epsilon$-bounded, then $s$ is $\epsilon$-bounded.

Proof. We prove only for player-one states with $1 = \min$ and $2 = \max$. The proof for the other case is similar.

Let $\mathcal{H}$ be a stable abstraction of $\mathcal{H}''$ with $w_{11}$ and $w_{12}$ defined on it. Let $s \in S_1$ with $\epsilon$-bounded direct
successors $\text{Succ}(s)$. Let $\mu \in \Delta_p(s)$ such that $w_{11}(s) = w_{11}(\mu)$, i.e., the lower-bound of the minimum probability of $s$ is $w_{11}(\mu)$. First we show that $w_{11}(\mu)$ and $w_{12}(\mu)$ are $\varepsilon$-bounded.

$$|w_{12}(\mu) - w_{11}(\mu)| = | \sum_{t \in \text{Supp}(\mu)} \mu(t) \cdot w_{12}(t) - \sum_{t \in \text{Supp}(\mu)} \mu(t) \cdot w_{11}(t)|$$

$$= | \sum_{t \in \text{Supp}(\mu)} \mu(t) \cdot (w_{12}(t) - w_{11}(t))|$$

$$\leq | \sum_{t \in \text{Supp}(\mu)} \mu(t) \cdot \varepsilon|$$

$$= \varepsilon$$

Now we show that $w_{12}(s) \leq w_{12}(\mu)$, i.e., the upper-bound of the minimum probability of $s$ is at most $w_{12}(\mu)$. Let $\eta \in \Delta_p(s)$: $w_{12}(\mu) \leq w_{12}(\eta)$. Then as per the objective of player-one (i.e., $1 = \text{min}$), $w_{12}(\mu) = \text{min}\{w_{12}(\mu), w_{12}(\eta)\}$. This implies that $w_{12}(s) \leq w_{12}(\mu)$. As $w_{12}(s) \leq w_{12}(\mu)$ and $w_{11}(s) = w_{11}(\mu)$, $|w_{12}(s) - w_{11}(s)| \leq |w_{12}(\mu) - w_{11}(\mu)| \leq \varepsilon$.

The following corollary follows from the above lemma.

**Corollary 7.** In $\text{APGA } \mathcal{H}$, a state $s$, with $w(s) = w(\mu)$ for $w \in \{w_{11}, w_{12}\}$ and $\mu \in \Delta_p(s)$, is $\varepsilon$-bounded iff $\mu$ is $\varepsilon$-bounded.

The following proposition asserts that for embeddings of PA the reachability probability bounds coincide. This is because of the fact that each player-two state has only one direct successor state in embeddings of PA.

**Proposition 22.** $\mathcal{H}'$ (the embedding of PA $\mathcal{H}$) is $\varepsilon$-bounded with $\varepsilon = 0$.

The following corollary follows from the above proposition. It expresses that APGA in which reachability probability bounds of player-two states depend only on one of their direct successors are $\varepsilon$-bounded. It is trivial to reduce such APGA (by removing player-one states and their associated transitions on which player-two states are not dependent for their reachability probabilities) without changing the reachability probabilities of the player-two states.

**Corollary 8.** If $\forall s \in S_2$, $w(s) = w(u)$ for $w \in \{w_{11}, w_{12}\}$ and some $u \in \text{Succ}(s)$, then APGA $\mathcal{H}'$ is $\varepsilon$-bounded.

Let $\text{UB}(\mathcal{H}) = \{s \in S_2 \text{ is } \varepsilon\text{-unbounded } | \exists u, v \in \text{Succ}(s) : u \neq v \land w_{12}(s) = w_{12}(u) \land w_{11}(s) = w_{11}(v)\}$ be the set of $\varepsilon$-unbounded player-two states in $\mathcal{H}$ whose reachability probability bounds depend on
two different successors. Note that for an unbounded APGA $\mathcal{H}$, $UB(\mathcal{H})_e \neq \emptyset$ — if for all $s \in S_2$: $v \in Succ(s)$ it holds that $w_{12}(s) = w_{12}(v)$ and $w_{11}(s) = w_{11}(v)$, then by Corollary 8 $\mathcal{H}$ is $\varepsilon$-bounded. We split each state in $UB(\mathcal{H})_e$ into two blocks.

**Definition 42.** State $s \in UB(\mathcal{H})_e$ can be split into two partition blocks as:

- $P_1(s) = \{s' \in \gamma_{sb}(s) \mid \exists t_{u'} \in \Delta'(s') : w_{12}(s) = w_{12}(\alpha_{sb}(u'))\}$
- $P_2(s) = \gamma_{sb}(s) \setminus P_1(s)$

The above definition separates concrete states of an unbounded state $s$, whose (player-one) abstract states’ reachability probability bounds coincide with $w_{12}(s)$, from other concrete states. Note that for any $s \in UB(\mathcal{H})_e$ it holds that neither $P_1(s) = \emptyset$ nor $P_2(s) = \emptyset$. This is because the reachability probability bounds of $s$ depend on two different successors.

**Theorem 21.** For state $s \in UB(\mathcal{H})_e$, $P_1(s)$ is a proper subset of $\gamma_{sb}(s)$.

*Proof.* The proof is by contradiction. For $s \in UB(\mathcal{H})_e$, assume $P_1(s) = \gamma_{sb}(s)$. Then by Def. 42 for every $s' \in \gamma_{sb}(s)$, $\exists t_{u'} \in \Delta'(s') : w_{12}(s) = w_{12}(\alpha_{sb}(u'))$. This implies that $w_{12}(s) = w_{12}(v)$ and $w_{11}(s) = w_{11}(v)$ for some $v \in Succ(s)$. But then $s \notin UB(\mathcal{H})_e$. Hence, contradiction.

The following function splits unbounded states in $UB(\mathcal{H})_e$ and yields a new partitioning of the state space of $\mathcal{H}'$ (i.e., the embedding of PA $\mathcal{M}$). In fact, this function describes the functionality of the outer-loop of our framework (see Fig. 6.1).

**Definition 43. (Outer Abstraction Transformer)**. The abstraction transformer function $OAT : \text{Abst}_{sb}(\mathcal{H}') \rightarrow \text{Abst}_{sb}(\mathcal{H})$ is defined for $\hat{\alpha} \in \text{Abst}_{sb}(\mathcal{H}')$: $\mathcal{H} = \text{Fix IAT}(\hat{\alpha})(\mathcal{H}')$ and $s' \in S'$ as:

\[
OAT(\alpha = \text{Fix IAT}(\hat{\alpha}))(s') = \begin{cases} 
\alpha(s') & \text{if } \alpha(s') \in S_1 \text{ or } \alpha(s') \in S_2 \setminus UB(\mathcal{H})_e. \\
P_1(\alpha(s')) & \text{if } \alpha(s') \in UB(\mathcal{H})_e : s' \in P_1(\alpha(s')). \\
P_2(\alpha(s')) & \text{if } \alpha(s') \in UB(\mathcal{H})_e : s' \in P_2(\alpha(s')).
\end{cases}
\]

Note that the function $OAT$ maps $s'$ to the same partition block as $\alpha$ does if $\alpha(s')$ is a player-one state or a player-two state that is not an element of $UB(\mathcal{H})_e$. If $\alpha(s') = s$ is an element of $UB(\mathcal{H})_e$, then $s'$ is mapped to $P_1(s)$ if there exists $t_{u'} \in \Delta'(s') : w_{12}(s) = w_{12}(\alpha_{sb}(u'))$. Otherwise, it is mapped onto the other partition block, i.e., $P_2(s)$. In case all player-two states are bounded, there is no partitioning of the state space. In other words, then $OAT(\alpha) = \alpha$.

**Example 41.** For $\varepsilon = 0.4$, $1 = \min$, $2 = \max$ and $T = \{t_1\}$, the APGA $\mathcal{H}$ (left) in Fig. 6.4 is not an $\varepsilon$-bounded abstraction of PA $\mathcal{M}$ as the difference between reachability probability bounds of $t_1$ is $0.5 = |0.5 - 0| > \varepsilon$ (0 is the probability with $1 = \min$ and $2 = \min$). It is possible to refine
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\( \mathcal{H} \) in order to have reachability probability bounds of \( t_1 \) at most \( \varepsilon \)-apart. \( \hat{\mathcal{H}} \) (Fig. 6.4 right) is an \( \varepsilon \)-bounded abstraction of \( \mathcal{H} \) obtained by partitioning the concrete states of \( t_1 \) in \( \mathcal{H} \) into two blocks, i.e., \( P_1 = \{ s_3 \} = v'_1 \) and \( P_2 = \{ s_1, s_2 \} = v'_1 \). Note that \( 0 = |0 - 0| < \varepsilon \) and \( 0 = |0.5 - 0.5| < \varepsilon \) for \( \hat{t}_1 \) and \( \hat{t}_2 \) respectively.

The following theorem asserts that for \( \bar{\alpha} \in \text{Abst}_{sb}(\mathcal{H}') \) with \( \alpha = \text{Fix IAT}(\bar{\alpha}) \), the model induced by \( \text{Fix IAT}(\text{OAT}(\alpha)) \) has at least as tight bounds on the reachability probabilities of player two states as the model induced by \( \alpha \). Note that the bounds on reachability probabilities are compared only for stable abstractions.

**Theorem 22.** For \( \bar{\alpha} \in \text{Abst}_{sb}(\mathcal{H}') \) with \( \alpha = \text{Fix IAT}(\bar{\alpha}) \), \( \text{Fix IAT}(\text{OAT}(\alpha))(\mathcal{H}') \) has at least as tight bounds on the reachability probabilities of player-two states as \( \alpha(\mathcal{H}') \).

**Proof.** Let \( \mathcal{H}' = \alpha_{pb}(\mathcal{H}) \) for PA \( \mathcal{H} \), and let \( \bar{\alpha} \in \text{Abst}_{sb}(\mathcal{H}') \) with \( \alpha = \text{Fix IAT}(\bar{\alpha}) \).

Let \( \mathcal{H} = \alpha(\mathcal{H}') \) be a stable abstraction (by Th. 20), and let \( \mathcal{H}'' = \alpha_{sb}'(\mathcal{H}') \) be a state-based abstraction with \( \Delta_p''(S'_1) = \Delta_p'(S_1') \) and \( S_2 = S_2'' \). Then, by Corollary 6 \( \forall s \in S_2, s'' \in S_2', s = s'' \) implies \( w_{12}(s) = w_{12}'(s'') \), where \( w_{12} \) and \( w_{12}' \) are defined on \( \mathcal{H} \) and \( \mathcal{H}'' \) respectively.

Similarly, let \( \hat{\mathcal{H}} = \text{Fix IAT}(\text{OAT}(\alpha))(\mathcal{H}') \) be a stable abstraction (by Th. 20), and let \( \hat{\mathcal{H}}'' = \alpha_{sb}'(\hat{\mathcal{H}}) \) be a state-based abstraction with \( \hat{\Delta}_p''(S'_1) = \hat{\Delta}_p'(S_1') \) and \( \hat{S}_2 = \hat{S}_2'' \). Then, by Corollary 6 \( \forall \hat{s} \in \hat{S}_2, \hat{s}' \in \hat{S}_2', \hat{s} = \hat{s}' \) implies \( \hat{w}_{12}'(\hat{s}) = \hat{w}_{12}'(\hat{s}') \), where \( \hat{w}_{12} \) and \( \hat{w}_{12}' \) are defined on \( \hat{\mathcal{H}} \) and \( \hat{\mathcal{H}}'' \) respectively.

If we prove \( \mathcal{H}'' \subseteq_{sb} \mathcal{H}'' \), then by Th. 10, \( \mathcal{H}'' \) has tighter bounds than \( \mathcal{H}'' \); and subsequently \( \hat{\mathcal{H}}'' \) has tighter bounds than \( \hat{\mathcal{H}} \). Let relation \( R \subseteq S' \times S'' \) be:

\[
R = \{ (s_{sb}'(s), s_{sb}''(s)) \mid s \in S' \}
\]

We show that \( R \) fulfils the conditions of Def. 23 (page 40).

Let \( s' R s'' \),

1. Let \( s' \stackrel{\tau}{\rightarrow} \mu' \) and \( s'' \in S_1' \). Let \( s \in \gamma_{sb}'(s'') \), by condition (1a) of Def. 31 \( s \stackrel{\tau_{pc}}{\rightarrow} \mu' \) such that \( \alpha_{sb}'(\mu) = \mu'' \). As all player one transitions are \textit{required} transitions in \( \mathcal{H}' \), \( \hat{s}' = \hat{s}_{sb}'(s) \stackrel{\tau_{pc}}{\rightarrow} \hat{s}_{sb}'(\hat{s}) = \hat{s}' \), \( \alpha_{sb}'(\mu) = \hat{\mu}' \). Now by Def. 42 \( \forall \hat{u}' \in \hat{S}'_2, \exists! u'' \in S_2' : \hat{\gamma}_{sb}'(\hat{u}') \subseteq \gamma_{sb}'(u'') \), i.e., \( S_2'' \) is an abstract state space of \( \hat{S}_2 \). Then by Lemma 3 \( \hat{\mu}' R \mu'' \).

2. Let \( s' \stackrel{\tau_p}{\rightarrow} u' \) and \( \hat{s}' \in \hat{S}_2' \). By condition (2b) of Def. 31 \( \exists \hat{s} \in \hat{S}_2(\hat{s}') : \hat{s} \stackrel{\tau_{pc}}{\rightarrow} u' \) such that \( \hat{s}_{sb}'(v) = v' \). By condition (2a) of Def. 31 \( s'' = \alpha_{sb}'(s) \stackrel{\tau_{pc}}{\rightarrow} \alpha_{sb}'(t) = u'' \). Thus, \( v' R v'' \).

The fixpoint of the function OAT (Def. 43) is guaranteed to exist for the embeddings of finite PA (see Proposition 22). This therefore provides the basis to iteratively compute the partitioning of the state space of the model induced by \( \alpha \in \text{Abst}_{sb}(\mathcal{H}') \) such that the model induced by \( \text{Fix OAT}(\alpha) \) is an \( \varepsilon \)-bounded abstraction. Note that an \( \varepsilon \)-bounded abstraction is also a stable abstraction.
Theorem 23. For $\alpha \in \text{Abst}_{sb}(H')$, $\text{Fix OAT}(\alpha)(H')$ is an $\epsilon$-bounded abstraction of $H'$.

Proof. The proof is by contradiction. Let $H' = \alpha_{PA}(M)$ for PA $M$, and let $\alpha \in \text{Abst}_{sb}(H')$. Assume $H' = \text{Fix OAT}(\alpha)(H')$ is an $\epsilon$-unbounded abstraction. Then, there exists at least one state in $S_2$ that is not $\epsilon$-bounded and can be split by Def. 42. Then, $H'$ is not obtained by a fixpoint of OAT (by Def. 43). Hence, contradiction.

In order to have more concise abstractions than game-based abstractions with $\epsilon$-bounded player-two states, one can abstract $H'$ as $\alpha_{\top}(H') = \{s = \alpha(S_1'), t = \alpha(T'), u = \alpha(S_2' \setminus T'), \{s\}, \{t, u\}, \{\tau\}, \emptyset, \{s \rightarrow p, t \rightarrow p, u \rightarrow p, s, u \rightarrow p s', s\} \rightarrow p \}$ — recall that $T'$ is a set of goal states in $H'$ — (see Fig. 6.7), and then refine it iteratively by Def. 43. The following corollary follows from Th. 23.

Corollary 9. $\text{Fix OAT}(\alpha_{\top})(H')$ is at least as concise as game-based abstraction [KKNP10] of $H'$ with the same set of $\epsilon$-bounded player-two states.

6.2 Distribution-based Abstraction-Refinement Framework

The basic steps of the state-based and distribution-based abstraction-refinement frameworks are the same (see Fig. 6.1). In this section, we claim that the state-based framework can be extended to the distribution-based setting. In distribution-based setting, the notion of stability for player-two states is lifted from states to distributions over states. Moreover, the splitting of player-one and player-two states is defined at the level of distributions rather than states. Therefore, instead of repeating everything in the previous section, we discuss only those definitions that need to be lifted from states to distributions over states. Let $H$ be a distribution-based abstraction of $H'$, i.e., $H = \alpha_{db}(H')$.

The notion of stability for player-one states is as before (see Def. 35). The same applies to distributions over player-one states. Let $\delta(s) = 1$ if $s \in S_1$ is stable; otherwise, $\delta(s) = 0$. Now, we define stable player-two states in distribution-based abstraction.

Definition 44. (Stable Player-two State) State $s \in S_2$ in APGA $H$ is stable w.r.t. $w_{12}$ iff there exists some stable $\mu \in \Delta_p(s)$:

1. $w_{12}(s) = w_{12}(\mu)$, and
2. ∀ unstable $\eta \in \Delta_p(s)$: $w_{12}(\mu) = 2\{w_{12}(\mu), \sum_{u \in S_{\eta}} \eta(u) \cdot (\delta(u) \cdot w_{12}(u)) : 2\{w_{12}(v) | v \in \Delta_p(u)\}\}$.

Condition (1) asserts that $w_{12}(s)$ depends on some stable distribution $\mu \in \Delta_p(s)$. Condition (2) asserts that for every unstable distribution $\eta \in \Delta_p(s)$, $w_{12}(\mu)$ is the optimal value between $w_{12}(\mu)$ and $x = \sum_{u \in S_{\eta}} \eta(u) \cdot (\delta(u) \cdot w_{12}(u)) : 2\{w_{12}(v) | v \in \Delta_p(u)\}$ w.r.t. the objective 2. Note that to calculate $x$, we change the objective only for unstable (player-one) states in the support of $\nu$ as their non-deterministic behaviour from the abstraction process may affect the reachability probability of $s$ in a refinement (having the same player-two state space) of $\mathcal{H}$.

Intuitively speaking, if condition (2) holds none of the transitions from any direct distribution of $s$ can change the reachability probability of $s$ in any refinement. Therefore, the refinement of direct successors, whether stable or unstable, of a stable player-two state alone does not change the bounds on its reachability probabilities.

**Example 42.** Consider the distribution-based abstraction $\mathcal{H}'$ (right) of PA $\mathcal{M}$ (left) in Fig. 6.8. Let $1 = \max$ and $2 = \min$ with $w = \text{Fix Pr}_T^{1/2}(\perp)$ for $T = \{t'_1\}$, where $w(v'_0) = 0.5, w(v'_1) = 0.5, w(v'_2) = 1, w(v''_0) = 1, w(v''_1) = 0, w(v''_2) = 0, w(t'_1) = 0.5, w(t'_2) = 0$ and $w(t'_3) = 1$. Let us check whether $t'_1$ is stable. As $w(t'_1) = w(t'_1) = 0.5$ and $v'_i \in \hat{\Delta}_p(t'_1) = \{v'_1, v'_2, \mu = [0.4v'_2, 0.6v'_3]\}$ is stable, condition (1) of Def. 44 holds. Let us consider the only unstable distribution $\mu$ in $\hat{\Delta}_p(t'_1)$. As $w(t'_1) = 0.5 = \min\{w(t'_v) = 0.5, \mu(v'_2) \cdot w(v'_2) + \mu(v'_3) \cdot 0.4 = 0.4 + 0.6 \cdot 0.4 = 0.64\}$, condition (2) of Def. 44 holds. Note that as $v'_1$ is unstable we consider the minimum instead of the maximum probability from $v'_1$ to $T$. Thus, $t'_1$ is stable. Note that as all player-two states are stable, $\mathcal{H}'$ is stable.

Now assume a state-based APGA-based abstraction $\hat{\mathcal{H}}'$ of PA $\mathcal{M}$ with the same state space partitioning as for $\mathcal{H}'$. APGA $\hat{\mathcal{H}}'$ can be obtained by merging the states $\hat{v}_3$ and $\hat{v}_4$ in the right APGA of Fig. 6.10. Note that APGA $\hat{\mathcal{H}}'$ will not be a stable abstraction. This is because the abstract state, say $\hat{v}_3$, representing $s_{10}$ and $s_{11}$, will be unstable as it will have only possible transitions. $\hat{v}_3$ therefore may affect the reachability probability of its corresponding player-two state, say $t'_1$. In order to check the stability of $t'_1$, we therefore will consider minimum (instead of maximum) reachability probability from $\hat{v}_3$ to $T$ which is 0.4. This violates condition (2) of Def. 36.

### 6.2.1 Refinement of Player-one States

We now discuss how effectively unstable player-one states in EUS($\mathcal{H}$) (see Def. 38) are split. We split each effectively unstable state into two blocks.

**Definition 45.** For state $s \in \text{EUS}(\mathcal{H})$, let $\mu \in \Delta_p(s)$ : $w_{12}(s) = w_{12}(\mu)$. Then,

- $B_1(s) = \bigcup\{\text{Supp}(\eta') | \eta' \in \gamma_{db}(t_s) : \eta' \rightarrow v' \land \alpha_{db}(v') = \mu\}$
- $B_2(s) = \gamma_{db}(s) \setminus B_1(s)$

Note that for any $s \in \text{EUS}(\mathcal{H})$ it holds that neither $B_1(s) = \emptyset$ nor $B_2(s) = \emptyset$. This is because if all distributions over concrete states of $s$ have a transition to some $v'$ with $\alpha_{db}(v') = \mu$, then $s$ will not be
an unstable state. Recall that all distributions in $\gamma_{\db}(t_s)$ are convex combinations of maximal singular-distributions in $\gamma_{\db}(t_s)$, and therefore it suffices to consider only maximal singular-distributions in $\gamma_{\db}(t_s)$ (see Def. 34 on page 63) to split $s$.

Moreover, by this way the maximal singular-distributions (over the concrete states of $s$) that have the same transitions after abstraction are assigned to the same new partition block.

We can now use Def. 40 for refining player-one states, thus giving the functionality of the inner-loop of our distribution-based framework (see Fig. 6.1).

Example 43. Consider the distribution-based abstraction $\hat{\mathcal{M}}$ (Fig. 6.9 right) of PA $\mathcal{M}$ (Fig. 6.8 left). Let $1 = \max$ and $2 = \min$ with $w = \text{Fix} \Pr_{\mathcal{M}}^{1}(\bot)$ for $T = \{\hat{t}_4\}$ where $w(\hat{v}_0) = 0.7$, $w(\hat{v}_1) = 0.5$, $w(\hat{v}_2) = 1$, $w(\hat{v}_3) = 0$, $w(\hat{v}_4) = 0.7$, $w(\hat{t}_0) = 0$, $w(\hat{t}_1) = 1$, $w(\hat{t}_2) = 0.5$, $w(\hat{t}_3) = 0$ and $w(\hat{t}_4) = 1$. Let us check whether $\hat{t}_2$ is stable. As $w(\hat{t}_2) = w(\hat{t}_0) = 0.5$ and $t_{v_1} \in \hat{\Delta}(\hat{t}_2) = \{t_{v_1}, t_{v_2}\}$ is stable, condition (1) of Def. 44 holds. As $t_{v_2} \in \hat{\Delta}(\hat{t}_2)$ is unstable and $w(\hat{t}_1) \neq \min\{w(\hat{t}_0) = 0.5, 0\}$, condition (2) of Def. 44 does not hold (note that as $\hat{v}_2$ is unstable we consider the minimum instead of the maximum probability from $\hat{v}_2$ to $T$). Thus, $\hat{t}_2$ is unstable.

Now let us refine $\hat{v}_2$. As $w(\hat{v}_2) = 1$ is because of a possible transition from $\hat{v}_2$ to $T$, we find out which concrete distributions in $\gamma_{\db}(\hat{v}_2) = \{[0.5v_3, 0.5v_4], t_{v_5}, t_{v_{10}}, t_{v_{11}}\}$ have a transition to concrete states of $T$.
with probability 1; and split \( \gamma_{db}(t_2) \) based on this information. We have \( B_1(v'_2) = \{v_3, v_4, v_5, v_11\} \) and \( B_2(v'_2) = \{v_{10}\} \) as all accept \( v_{10} \) in \( \gamma_{db}(t_2) \) have a transition to concrete states of \( T \) with probability 1. The abstraction obtained after partitioning the concrete states of \( \hat{v}_2 \) is the APGA \( \mathcal{H}' \) (Fig. 6.9 left). Note that \( t'_2 \) is stable in \( \mathcal{H}' \).

### 6.2.2 Refinement of Player-two States

Let \( UB(\mathcal{H})_\epsilon = \{s \in S_2 \mid \exists \mu, v \in \Delta_p(s) : \mu \neq v \land w_{12}(s) = w_{12}(\mu) \land w_{11}(s) = w_{11}(v)\} \) be the set of \( \epsilon \)-unbounded player-two states in \( \mathcal{H} \) whose reachability probability bounds depend on two different direct successor distributions. For an unbounded APGA \( \mathcal{H} \), we can show that \( UB(\mathcal{H})_\epsilon \neq \emptyset \) — if for all \( s \in S_2 \) it holds that \( w_{12}(s) = w_{12}(v) \) and \( w_{11}(s) = w_{11}(v) \), then it can be proved that \( \mathcal{H} \) is \( \epsilon \)-bounded (see Corollary 5). Moreover, based on the definition of \( UB(\mathcal{H})_\epsilon \), we see that each state in \( UB(\mathcal{H})_\epsilon \) has at least two direct successor states. Therefore, we can split each state in \( UB(\mathcal{H})_\epsilon \) into two blocks.

**Definition 46.** For state \( s \in UB(\mathcal{H})_\epsilon \), let \( v \in \text{Succ}(s) \) s.t. \( w_{11}(v) \neq w_{12}(v) \). Then,

- \( P_1(s) = \{s' \in \gamma_{db}(s) \mid \text{Succ}(s') \subseteq \gamma_{db}(v)\} \)
Figure 6.10: For PA $M$ (Fig. 6.8), $\hat{\mathcal{H}}$ (left) is a game-based-abstraction [KKNP10] with $|\hat{\Delta}| = 33$ and $|\hat{S}_1| = 11$, and $\hat{\mathcal{H}}$ (right) is a state-based abstraction with $|\hat{\Delta}| = 23$ and $|\hat{S}_1| = 7$. Note that $\hat{\mathcal{H}}$ is stable w.r.t. $1 = \text{max}$, $2 = \text{min}$ and $T = \{\hat{t}_3\}$.

- $P_2(s) = \gamma_{db}(s) \setminus P_1(s)$

The above definition separates concrete states, whose direct successors are the concrete states of $v \in \text{Succ}(s) : w_{11}(v) \neq w_{12}(v)$, of an unbounded state $s$ from other concrete states. Note that for any $s \in \text{UB}(\mathcal{H})_e$ it holds that neither $P_1(s) = \emptyset$ nor $P_2(s) = \emptyset$. This is because in case all successors of $s$ have the same reachability probability bounds, $s$ will not be an unbounded state. The above mentioned way of splitting player-two states can also be used in state-based framework.

We can now use Def. 43 for refining player-one as well as player-two states, thus giving the functionality of the outer-loop of our distribution-based framework (see Fig. 6.1).

**Distribution-based APGA-based vs. PGA-based abstractions.** In the following example, we show that our distribution-based APGA-based abstraction (after refinement) is as precise as PGA-based abstraction [SK14] for the same player-two state spaces, but APGA-based abstraction is comparatively smaller in size.
Example 44. Consider the distribution-based APGA-based abstraction $\mathcal{H}'$ (right) of PA $\mathcal{M}$ (left) in Fig. 6.8. Assume $\mathcal{H}$ is a PGA-based abstraction of $\mathcal{M}$ with $S_2 = S'_2$. In $\mathcal{H}$, the concrete states $s_1, s_2, s_5, s_8, s_9, s_{10}$ and $s_{11}$ will be abstracted by different player-one states. $\mathcal{H}$ is therefore larger in size than $\mathcal{H}'$, but both of them bound the maximum probability to states $\{s_8, s_9\}$ in $\mathcal{M}$, which is 0.7, by $[0.5, 1]$.

APGA-based state-based vs. distribution-based abstractions. Finally, we present an example that compares relative precision and concision of state-based and distribution-based APGA-based abstractions of a PA.

Example 45. The maximum probability in PA $\mathcal{M}$ (Fig. 6.8) to reach states $\{s_8, s_9\}$ equals 0.7. By Corollary 3 this probability lies in $[0.4, 1]$ for the game-based [KKNP10] and state-based APGA-based abstractions $\hat{\mathcal{H}}$ and $\hat{\mathcal{H}}'$ respectively in Fig. 6.10. Instead, distribution-based abstraction $\mathcal{H}'$ (Fig. 6.8 right) yields $[0.5, 1]$. Note that $\hat{\mathcal{H}}$ and $\hat{\mathcal{H}}'$ are stable abstractions w.r.t. $1 = \max$ and $2 = \min$.

Moreover, although $\hat{\mathcal{H}}$ and $\hat{\mathcal{H}}'$ yield the same bounds, i.e., $[0.4, 1]$, but (in terms of number of transitions and states) $\hat{\mathcal{H}}$ is smaller than $\hat{\mathcal{H}}'$. Furthermore, the sizes of $\hat{\mathcal{H}}'$ and $\hat{\mathcal{H}}$ are comparable but $\hat{\mathcal{H}}'$ yields tighter bounds, i.e., $[0.5, 1]$.

We conjecture that the theorems given for state-based abstraction-refinement framework can be extended to the distribution-based abstraction-refinement framework.

6.3 Summary and Discussion

In this chapter, we proposed a state-based and a distribution-based abstraction-refinement framework that automatically generate APGA-based abstractions of closed PA having finitely many states. The abstractions are aimed at the verification of reachability properties. A main characteristic of these frameworks that distinguishes them from the abstraction-refinement framework for MDPs [KKNP10] is an additional refinement loop that is embedded inside the main loop. The inner loop refines player-one states until the non-deterministic behaviour from the abstraction process in player-one states has no impact on the reachability probabilities of player-two states. The outer loop works in the same way as in [KKNP10], i.e., it refines player-two states whose reachability probabilities are not at most $\varepsilon$-apart. We showed that our APGA-based state-based and distribution-based abstractions (after refinement) are as precise as game-based [KKNP10] and PGA-based abstractions [SK14] respectively for the same partitioning of the concrete state spaces, but APGA-based abstractions may be smaller in size. Moreover, we illustrated with examples that the distribution-based framework may induce more precise and concise abstract models of PA than the state-based framework.

Related work: In the literature, different abstraction-refinement frameworks have been discussed, e.g. the CEGAR framework [CGJ+00, HWZ08] for existential abstractions (see details on page 3); three-valued analysis based frameworks [SG07, DAR07, KKLW12] for modal abstractions (see details on page 3); game-based frameworks [KKNP10, WZ10] for game-based abstractions (see details on page 3), etc. In fact, the framework of [KKNP10] is a special case of our state-based framework if the process of abstraction does not induce any non-deterministic behaviour in player-one states. More recently, an abstraction-refinement framework (MeGARA) [BFH+14] is given for Markov automata that combines the techniques of [KKNP10] and [WZ10] for Markovian and non-Markovian states respectively, i.e., Markovian states are abstracted using game-based abstraction [KKNP10] and non-Markovian...
states using Menu-based abstraction [WZ10] (see details on page 5). To the best of our knowledge, our abstraction-refinement framework is unique in the sense that it combines modal frameworks with game-based frameworks.

**Future extensions:** In our framework some of the definitions assume that player-one states have only non-deterministic choices but not the probabilistic ones as in SGs. Therefore, it works well for PA and not for PGA. Possible future work consists of:

- adopting our framework to PGA rather than PA,
- exploring new methods to decide which states should be refined to have a faster convergence with minimal state space,
- generating modal game-based abstractions using predicate-abstraction techniques [CKSY05, KKNP08], and adopting this framework to refine such models, and
- implementing our framework and conducting some case studies.
Among the different formal methods techniques used for the production of trustworthy ICT systems, model checking is quite renowned. The main problem in its widespread application is the tremendous (or even infinite) sizes of the state spaces of even small high-level models given as Petri nets, programs in guarded command languages, etc.; — known as the state space explosion problem. In the literature, different methods have been proposed to tackle this problem, abstraction is one of the most prominent ones. This thesis proposes some new abstraction techniques for probabilistic systems aiming at preserving the reachability probabilities of concrete models. This aims at extending the existing limits of model checking of probabilistic systems.

The key aspect in our work is that we perceive probabilistic systems not just as stochastic processes but transformers of probabilities as well. Therefore, we treated distributions over states rather than states as first-class citizens and lifted the notion of abstraction from states to distributions over states. Moreover, we also defined formal relationships between concrete and abstract models at the level of distributions over states. To be precise, we gave game-based abstractions of probabilistic systems over the distributions over states; and distribution-based simulation and alternating simulation relations to compare concrete and abstract models. We showed that simulation relations preserve reachability probabilities in case of collaborating players; whereas alternating simulation relations do so in case of competing players.

Moreover, we introduced modal game-based abstraction, by merging modal and game-based abstraction techniques. This yielded modal stochastic games in which player-two completely handles behaviour induced by abstraction whereas player-one handles behaviour induced by abstraction and from concrete models. Due to this additional non-deterministic behaviour in player-one states, the bounds of reachability probabilities in modal stochastic games are at most as tight as in stochastic games, but modal games are comparatively smaller in size. Modal stochastic games are compared with concrete models using refinement relations preserving the reachability probabilities in case of both competing and collaborating players. We also lifted the modal game-based abstraction from states to distributions over states and showed with examples that in some cases this technique may induce more precise as well as concise models than state-based modal game-based abstraction.

Furthermore, our abstraction techniques are compositional, i.e., they allow systems to be broken down into components and abstract each component individually, which can then be plugged together to get abstract models of complete systems.

Finally, we introduced a state-based and a distribution-based abstraction-refinement framework for probabilistic automata. Intuitively, states of modal game-based abstractions are refined in two nested loops.
In the inner loop, player-one states are refined until the behaviour from abstraction in player-one states has no impact on the reachability probabilities of player-two states; whereas in the outer loop, player-two states are refined until the difference between probability bounds of player-two states does not exceed certain threshold value.

Our contributions are *theoretical* in nature. It would be interesting to implement our proposed abstraction-refinement framework and check its practical usefulness by performing some industrial case studies.
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