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Chapter 1

Introduction

A journey of a thousand miles must begin with a single step.

Lao Zu

Traditionally, Nuclear Magnetic Resonance (NMR) used to be split according to several categories. For example, according to their application (theoretical-chemical-physical-biomedical), to the materials investigated (gas-solution-solid state-soft matter), to the techniques involved (spectroscopy-solid state techniques-imaging). Frequently, the sample determines the method, and thus the hardware required for performing the measurements. But the power of NMR, which has been declared dead for a dozen of times and is still livelier than ever, lies in its ability to combine and extend the available techniques for a more thorough solution of problems which cannot be assigned to one of the popular categories [Sta].

Thus, NMR has become a well-established method in many different areas of research. The scope of the disciplines involved is extremely broad and is still expanding, encompassing chemical, petrochemical, biological and medical research, plant physiology, aerospace engineering, process engineering, industrial food processing, materials and polymer sciences.

The work presented here must be globally seen as a combination of different aspects of Nuclear Magnetic Resonance, focused on providing a reliable tool for the optimization of chemical processes.

In the world of chemical engineering, every chemical process is designed to produce economically a desired product from a variety of starting materials through a succession of treatment steps. Figure 1.1 shows a typical situation. The raw
materials undergo a number of physical treatment steps to put them in the form in which they can be reacted chemically. The products of the reaction must then undergo further physical treatment - separations, purifications, etc. - for the final desired product to be obtained. Frequently, the chemical treatment step (typically a reaction or a series of reactions taking place inside a reactor) is the hearth of the process, that makes or breaks the process economically [Lev1].

![Figure 1.1: Typical chemical process.](image)

There are many ways of classifying chemical reactions. In chemical reaction engineering probably the most useful scheme is the breakdown according to the number and types of phases involved, the big division being between homogeneous and heterogeneous. A reaction is homogeneous if it takes place only in one phase. A reaction is heterogeneous if it requires the presence of at least two phases to proceed at the rate that it does.

Cutting across this classification is the catalytic reaction whose rate is altered by materials, that are neither reactants nor products. These foreign materials, called catalysts, act as either hindering or accelerating the reaction process (they can speed the reaction by a factor of a million or much more, or they may slow the reaction) while being modified relatively slowly, if at all.

Along this work, we will be solely dealing with heterogeneous catalytic reactions, where the catalysts consists of a porous medium particle. Since in that type of reactions the solid catalyst surface is responsible for catalytic activity, a large readily accessible surface in easily handled materials is desirable. By a variety of methods, active surface areas of the order of 1000 $m^2$ per gram of catalyst can be obtained.

These reactions play an important role in many industrial processes, such as the production of methanol, sulfuric acid, ammonia, and various petrochemicals, polymers, paints and plastics. It is estimated that well over 50 % of all the chemicals
produced today are made with the use of catalysts [Lev1].

The rate constants of the heterogeneous catalytic reactions, and therefore the efficiency of the reaction, depends on the local environment of the catalyst surface including concentration and distribution of reagents and of possible deactivating substances in the vicinity of the active sites, as well as on the rate of molecular transport as influenced by the topology and pore space geometry [RSB]. Therefore, the development and optimization of the catalyst becomes an important part of the design of a chemical process, and much effort and money are invested in that direction. For that purpose, sufficiently flexible testing methods to totally or partially quantify the results of the variants introduced in the design of different catalyst are of invaluable help. Among the methods that can be used for testing catalysts, NMR is perhaps the ultimate technique because it provides a rich toolbox for the investigation of properties on all length scales of interest while remaining strictly non-invasive. The application of the technique to small-scale reactors is of particular interest for the catalyst developers, because it makes the design-testing iteration relatively easy to perform, without much hardware requirement.

From the NMR point of view, the motivation to apply the technique to small-scale reaction units is two-fold. First, the investigation of full-scale chemical reactors used in production may be impossible due to the size or cost restriction of the hardware, or in case of NMR Imaging, may be feasible but only allow for an insufficient spatial resolution of the system, typically being of the order of one-hundredth of the resonator dimension. On the other hand, in order to follow reactions at the level of the actual reaction sites, however, studies of a single catalyst pellet at well-defined conditions can be performed with a much higher spatial resolution, allowing the verification and discrimination of coupled diffusion/reaction models. The second reason is more hardware-related, and exploits the superior performance of gradient and radiofrequency detectors on small scales, leading to the improved spatial and temporal resolution that are required to understand processes which are intrinsically fast or are localized to the submillimeter scale, such as transport dominated by self-diffusion [ABBS].

In order to show the feasibility of using parameters easily accessible experimentally with NMR to monitor heterogeneously catalyzed reactions, and then to test different aspects of the catalyst particles, a model reaction was needed. It has been
opted for the following reaction:

\[
2\text{H}_2\text{O}_2 \text{(liquid)} \rightarrow 2\text{H}_2\text{O} + \text{O}_2 \text{(gas)}
\]  
\[1.1\]

The election of the decomposition of **aqueous hydrogen peroxide solutions** relies on two main reasons. Firstly, the fact that the reaction can be carried out in a simple laboratory glass tube, under room temperature and atmospheric pressure with occurrence of the gas phase in form of bubbles, makes it an excellent example of a simple liquid-gas reaction. It has been used recently for demonstrative purposes [Dat4, BDJ\textsuperscript{+}].

Secondly, hydrogen peroxide has itself a huge importance as a chemical compound. It is one of the most versatile and environmentally desirable chemicals available today: it is used in a wide variety of industrial applications. Its oxidation capability enables hydrogen peroxide to be employed as a reactant in chemical synthesis and as a bleaching agent for paper and textiles [JC], as well as in the treatment of pollutants such as iron, sulfides, organic solvents, gasolines and pesticides. A number of biological processes do exist that produce or consume hydrogen peroxide, and it is frequently used for eliminating organic and inorganic contaminants in many environmental applications, wastewater treatment being one of the most important ones [CHL\textsuperscript{+}, PBS]. The more difficult-to-oxidize pollutants may require the H\textsubscript{2}O\textsubscript{2} to be activated with catalysts such as iron, copper, manganese, or other transition metal compounds. These catalysts are also used, for example, in the synthesis of conjugated polymers [SBS\textsuperscript{+}], or to speed up H\textsubscript{2}O\textsubscript{2} reactions that may otherwise take hours or days to complete. A totally different application is the use as a green propellant for space propulsion [Gre].

Due to the large number of applications involving hydrogen peroxide decomposition either due to equilibrium reaction processes, or supported by catalysts, there is increasing interest in the development of techniques which permit monitoring those reactions. Many analytical methods were tested for the quantification of hydrogen peroxide concentrations, including titration with potassium permanganate [HK], infrared and Raman spectroscopy [VRJM, VDS\textsuperscript{+}], and \textsuperscript{1}H NMR spectroscopy [SB]. For a detailed list of techniques with their respective advantages and disadvantages, see [SB] and references therein.

This thesis is organized as follows:

In **chapter 2** the feasibility of using the time dependence of the effective diffusion coefficient in the vicinity of the catalysts (or in a closed volume containing it) to
monitor the decomposition with relatively high temporal resolution for several hours, is proved.

In chapter 3 the influence of two-site chemical exchange between protons in water and hydrogen peroxide on the transverse relaxation time, and its concentration dependence in bulk samples is pointed out. It is demonstrated that for the system under investigation, the sample peculiarities, such as shape, metal content, internal magnetic field gradients and susceptibility effects, are minor compared to the dominating contrast produced by chemical exchange, thus rendering $T_2$ a suitable indicator of the reaction progress. In addition, it is proven that a simultaneous monitoring of transverse relaxation time and pH allows a reliable quantification of the $\text{H}_2\text{O}_2$ concentration at any time during the reaction. The possibility of quantifying low concentrations, under 0.1 % v/v is highlighted.

In chapter 4 a collection of experiments is presented, in order to show how the effect of chemical exchange in the transverse relaxation time can be used as a contrast in NMR Imaging, providing a tool for monitoring the reaction with spatial resolution inside a porous particle.

In chapter 5 a summary of the more relevant results is presented along with the respective conclusions and possible extensions of the results, and new experiments are suggested based on the obtained results.
Chapter 1. Introduction
2.1 Introduction

Heterogeneously catalyzed reactions mostly take place in the presence of finely dispersed catalysts (metals such as Ni, Pt, Cu, Pd, etc.); these in turn are localized in materials of large internal surfaces, that is, porous media. The reaction efficiency then depends on parameters such as internal surface area, the homogeneity of metal distribution, and the porosity and tortuosity of the pellet. In general, the pore space of catalyst pellets is described by a complex topology, having pores in the nanometer and micrometer ranges. It is also known that the presence of micrometer-scale pores has a strong influence on reaction efficiency [Dat2, Dat1], since without these the reaction would predominantly take place at the outer edge of the pellet, and the core would remain mostly inactive. This, however, would require the use of smaller catalyst pellets for maximum efficiency, which in turn enhances pressure drop inside the fixed-bed reactor. A proper understanding of the processes governing mass transport to and from the pellet interior is therefore vital for an optimum design of the reactor.

In most reactions of technical interest, gas is one of the involved components. The gas generated during the reaction - predominantly in the vicinity of the metal
sites at the pore surface - is first dissolved within the surrounding liquid phase, until the maximum solubility is exceeded. The formation of a gas phase, however, depends on the interphase tension and the size and tortuosity of the pore system; bubbles might therefore be generated inside large pores, or might only form at the external surface of the pellet. In general, each pore generates bubbles at a certain rate or frequency. Large pores lead to large bubbles at low frequency, and *vice versa*. For a constant reaction rate, these properties can be predicted for isolated pores [Dat3]. In a real catalyst pellet, however, the coupling of all the pores within the interconnected pore space gives rise to a pattern of bubble generation that cannot be computed analytically [Dat4].

Bubble formation greatly enhances not only gas transport, but also fluid transport; this affects the fluid in the vicinity of the pellets. In consequence, material transport becomes much faster than by assuming purely diffusive processes. Hence, reaction efficiency can increase dramatically.

In this chapter, the reaction \( \text{H}_2\text{O}_2 \text{ (liquid)} \rightarrow \text{H}_2\text{O (liquid)} + 1/2 \text{O}_2 \text{ (gas)} \) is studied in the presence of two different catalyst particles. The principal motivation was to employ NMR techniques to monitor the reaction evolution by means of the *effective diffusion coefficient* (see below) of the liquid in the vicinity of the pellet, or in a defined closed volume.

## 2.2 Diffusion and Flow in NMR

### 2.2.1 General

Self-diffusion is the random translational motion of molecules (or ions) driven by kinetic energy. Translational diffusion is the most fundamental form of transport and is a precondition for all chemical reactions, since the reacting species must collide before they can react. On the other hand, liquid flow is a phenomenon which exists in many situations in different forms. The flow can be orderly or chaotic, fast or slow, steady or time-dependent, or can be of homogeneous or inhomogeneous material and all of these differences affect the ease of measurement as well as the best method to be employed.

Flow and motion effects on an NMR signal have been known for a long time. Bloembergen et al. discussed the effect of diffusion on the NMR signal and relaxation times [BP]. The use of spin echoes to measure molecular motion was first suggested
by Hahn in his paper of 1950 [Hah]. Carr and Purcell measured diffusion constants in liquids by using multiple echoes and they discussed the different effects of the first and the second echoes for rephasing of flowing spins [CP]. The use of pulsed magnetic field gradients in conjunction with echoes was introduced, 11 years later, by Stejskal and Tanner in 1965 [ST].

The more standard methods for flow and diffusion measurements include scattering experiments such as X-ray, optical and ultrasound as well as more invasive experiments such as hot wire and other visualization experiments [CF]. The major attraction of NMR is that it is non-invasive, i.e. no direct contrast is necessary. One special property of NMR is that there are no preferred directions, unlike scattering experiments, which require a beam to be directed at the sample. This means that projections in any direction or orientation are, from the technological point of view, equivalents for NMR. Another difference between NMR and scattering experiments is that the typical fluid flow sample does not attenuate the r.f. signal required in the experiment. Therefore, NMR is less likely to suffer from shadows and other opacity effects. Such situations might include the study of liquids involving concentrated solids suspensions, where the solids can block the "beam"; the study of hot, cold or corrosive liquids, which require containment by materials that attenuate light and sound; or the case of studying transport properties in small-scale reactors [ABBS].

As every method, NMR has well known limitations. Relatively low number of atomic nuclei have enough NMR sensitivity to be easily detectable. Protons have excellent sensitivity so that the list of common liquids or flowing material that can be studied is large. One of the most important limitations of NMR is its incompatibility with ferromagnetic objects as well as the opacity of NMR to electrical conductors. For many years, the time averaging for NMR experiments was larger compared to other techniques, making it more appropriate for studying liquid systems in which the average behavior changed relatively slowly. However, individual spins do not have to attain steady state motion as long as the ensemble behavior can be defined, as shown by studies of turbulence by NMR [dG]. With the development of fast velocity imaging techniques (see for instance [BKZ]) this limitation was removed, reducing the experimental time to the sub-second time scale.
2.2.2 Free Diffusion

Let’s consider a liquid where the concentration in number of particles per unit volume is \( c(r, t) \). The flux of particles (per unit area per unit time) is given by Fick’s first law of diffusion:

\[
J(r, t) = -D \nabla c(r, t)
\]  

(2.1)

where \( D \) is a cartesian tensor, so-called self-diffusion tensor (\( D_{\alpha\beta} \) where \( \alpha \) and \( \beta \) take each of the cartesian directions). The equation can be more clearly written as

\[
\begin{pmatrix}
J(x, t) \\
J(y, t) \\
J(z, t)
\end{pmatrix} = -
\begin{pmatrix}
D_{xx} & D_{xy} & D_{xz} \\
D_{yx} & D_{yy} & D_{yz} \\
D_{zx} & D_{zy} & D_{zz}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial c(x,t)}{\partial x} \\
\frac{\partial c(y,t)}{\partial y} \\
\frac{\partial c(z,t)}{\partial z}
\end{pmatrix}
\]

(2.2)

Note that the diagonal elements of \( D \) connect concentration gradients and fluxes in the same direction, while the off-diagonal elements couple fluxes and concentration gradient in orthogonal directions.

Because of the conservation of mass, the continuity theorem applies, and thus,

\[
\frac{\partial c(r, t)}{\partial t} = - \nabla \cdot J(r, t)
\]

(2.3)

In other words, the last equation states that \( \partial c(r, t) / \partial t \) is the difference between the influx and the efflux from the point located at \( r \). Combining Fick’s first law and the continuity condition we arrive at Fick’s second law of diffusion,

\[
\frac{\partial c(r, t)}{\partial t} = \nabla \cdot D \nabla c(r, t)
\]

(2.4)

For simplicity in what follows we will be concerned only with isotropic diffusion, which can be described by the isotropic diffusion coefficient \( D \) (i.e. a scalar). Thus, the two Fick’s laws become,

\[
J(r, t) = -D \nabla c(r, t)
\]

\[
\frac{\partial c(r, t)}{\partial t} = D \nabla^2 c(r, t)
\]

(2.5)

In the case of self-diffusion, there is no net concentration gradient, and instead we are concerned with the total probability \( P(r_1, t) \) of finding a particle at position \( r_1 \) at time \( t \). \( P(r_1, t) \) is a sort of ensemble-averaged probability concentration for a single
particle, and it is thus reasonable to assume that it obeys the diffusion equation [Cal]. This is given by

\[ P(r_1, t) = \int \rho(r_0) P(r_0, r_1, t) dr_0 \]  

(2.6)

where \( \rho(r_0) \) is the particle density, and thus, \( \rho(r_0) P(r_0, r_1, t) \) is the probability of starting from \( r_0 \) and moving to \( r_1 \) in time \( t \). The integration over \( r_0 \) accounts for all possible starting points. Because the spatial derivatives in Fick’s laws refer to \( r_1 \) we can rewrite those laws in terms of \( P(r_0, r_1, t) \) with the initial condition,

\[ P(r_0, r_1, 0) = \delta(r_1 - r_0) \]  

(2.7)

where \( \delta \) denotes the Dirac delta function. Thus, if in Fick’s first law \( P(r_0, r_1, t) \) is substituted for \( c(r, t) \), \( J \) becomes the conditional probability flux. Similarly, in terms of \( P(r_0, r_1, t) \) the second law becomes,

\[ \frac{\partial P(r_0, r_1, t)}{\partial t} = D \nabla^2 P(r_0, r_1, t). \]  

(2.8)

For the case of three dimensional diffusion in an isotropic and homogeneous medium, i.e. boundary condition \( P \rightarrow 0 \) as \( r_1 \rightarrow \infty \), \( P(r_0, r_1, t) \) can be determined by solving eqn. (2.8) with the initial condition given in eqn. (2.7), yielding

\[ P(r_0, r_1, t) = (4\pi D t)^{-3/2} \exp\left( -\frac{(r_1 - r_0)^2}{4Dt} \right) \]  

(2.9)

It states that the radial distribution function of the spins in an infinitely large system is Gaussian. Note that \( P(r_0, r_1, t) \) does not depend on the initial position \( r_0 \), but depends only on the net displacement \( r_1 - r_0 \), often referred to as dynamic displacement \( R \). This reflects the Markovian nature of Brownian motion. The solution of eqn. (2.8) becomes much more complicated when the displacement of the particle is affected by its boundary conditions, and \( P(r_0, r_1, t) \) is not longer Gaussian. The solutions for many cases of interest can be found in the literature [VK, Cra].

The mean-squared displacement is given by

\[ (r_1 - r_0)^2 = \int (r_1 - r_0)^2 P(r_1, t) dr_1 = \int (r_1 - r_0)^2 \rho(r_0) P(r_0, r_1, t) dr_0 dr_1 \]  

(2.10)

Using eqn. (2.9) we can calculate the mean-squared displacement of free diffusion, giving,

\[ (r_1 - r_0)^2 = 2nDt \]  

(2.11)
where $n$ is the dimension in which the diffusion in considered (i.e. 1, 2 or 3).

Equation (2.10) represents the connection between the molecular displacement due
to diffusion and the diffusion equation. Specifically for free diffusion, it states that
the mean squared displacement changes linearly with time (i.e. eqn. (2.11)).

For completeness we now make a simple extension to eqn. (2.9) which applies
when the diffusion is superposed on flow of velocity $\mathbf{v}$. In this case, a term $\nabla \cdot \mathbf{v} P$
must be added to the right-hand side of eqn. (2.8) to give,

$$
\frac{\partial P(\mathbf{r}_0, \mathbf{r}_1, t)}{\partial t} = D \nabla^2 P(\mathbf{r}_0, \mathbf{r}_1, t) + \nabla \cdot \mathbf{v} P(\mathbf{r}_0, \mathbf{r}_1, t). 
$$

(2.12)

If $\mathbf{v}$ is constant then the solution is

$$
P(\mathbf{r}_0, \mathbf{r}_1, t) = (4\pi Dt)^{-3/2} \exp\left(-\frac{(|\mathbf{r}_1 - \mathbf{r}_0| - \mathbf{v}t)^2}{4Dt}\right)
$$

(2.13)

Note that $P(\mathbf{r}_0, \mathbf{r}_1, t)$ is a normalized Gaussian function of dynamic displacement
$\mathbf{R} = \mathbf{r}_1 - \mathbf{r}_0$ with width increasing as time advances.

When being concerned only with motions along one dimension (e.g. $z$-direction),
it is helpful to write the propagator in Cartesian component form and integrating
over the remaining two dimensions, to obtain

$$
P(Z, t) = (4\pi Dt)^{-1/2} \exp\left(-\frac{(Z - v_z t)^2}{4Dt}\right)
$$

(2.14)

where $Z = z_1 - z_0$ and $v_z = \mathbf{v} \cdot \mathbf{\hat{k}}$ (the unitary vectors indicating the three cartesian
directions $x$, $y$ and $z$, are denoted here by $\mathbf{i}$, $\mathbf{j}$ and $\mathbf{\hat{k}}$). [Cal]

### 2.2.3 Velocity Correlation and Self-Diffusion Tensor

The function $P(\mathbf{r}_0, \mathbf{r}_1, \Delta)$ helps us to calculate averages relative to the ensemble of
spins. Sometimes a problem naturally lends itself to a description in terms of this
function but in other situations the connection is not so obvious. One alternative
approach in dealing with behavior which fluctuates with time is to define families
of autocorrelation functions. Suppose we have some molecular quantity $A$ which is
a function of time. The autocorrelation function of $A$ is [VK]

$$
G(t) = \int_0^{\infty} A(t') A^*(t' + t) dt'
$$

(2.15)

In a stationary ensemble the average over time implied by eqn. (2.15) could equally
be an average over the particles in the ensemble since one particle is representative
of all particles over a sufficiently long time interval. Incorporating these ideas we will rewrite $G(t)$ as

$$ G(t) = A(0)A^*(t) $$  \hspace{1cm} (2.16)

In effect $G(t)$ measures the rate at which $A(t')$ ”loses memory” of its previous values. The time-scale for this loss of memory is called the correlation time, $\tau_c$ and is defined by

$$ \tau_c = \int_0^\infty \frac{A(0)A^*(t)dt}{A(0)^2} $$  \hspace{1cm} (2.17)

In some experiments it is the spectrum, or Fourier transform, of $G(t)$ which is important. In translational motion theory the spectrum of the velocity correlation function is the self-diffusion tensor $[Ste]$, $D_{\alpha\beta}(\omega)$. Hence,

$$ D_{\alpha\beta}(\omega) = \frac{1}{2} \int_{-\infty}^{+\infty} v_\alpha(0)v_\beta(t)\exp(i\omega t)dt $$  \hspace{1cm} (2.18)

Generally we shall not be concerned with correlations between differing components of $\mathbf{v}(t)$. We shall therefore focus on the diagonal elements of $D$ and, using the even property of $G(t)$, we write (for the case of $z$-direction)

$$ D_{zz}(\omega) = \int_{0}^{+\infty} v_z(0)v_z(t)\exp(i\omega t)dt $$  \hspace{1cm} (2.19)

This equation tells us that the zero-frequency component of $D$ is simply the time integral of the velocity correlation function, i.e.

$$ D_{zz}(0) = \int_{0}^{+\infty} v_z(0)v_z(t)dt $$  \hspace{1cm} (2.20)

By the definition given in eqn. (2.17), results

$$ D_{zz}(0) = \overline{v_z^2} \tau_c $$  \hspace{1cm} (2.21)

### 2.2.4 Pulsed Gradient Spin-Echo NMR

In the presence of a spatially homogeneous $B_0$ static magnetic field, the spins within the sample will precess with a frequency related to the strength of that magnetic field by the well known Larmor equation:

$$ \omega_0 = \gamma B_0 $$  \hspace{1cm} (2.22)

where $\omega_0$ is the Larmor frequency, in radians $s^{-1}$, $\gamma$ is the gyromagnetic ratio of the spin nuclei, in radians $T^{-1}s^{-1}$ and $B_0 = |\mathbf{B}_0|$ in $T$. We consider here $\mathbf{B}_0$ oriented
in the \( z \)-direction. However, if in addition to \( \mathbf{B}_0 \) there is a spatially dependent magnetic field gradient \( \mathbf{g} \) (in \( T m^{-1} \)), the frequency of the spins becomes spatially dependent,

\[
\omega(\mathbf{r}) = \gamma B_0 + \gamma \mathbf{g} \cdot \mathbf{r}
\]  

(2.23)

In general, magnetic field gradients may be represented by a tensor which describes the variation of three Cartesian components of the magnetic field along the three independent Cartesian axes. Because such gradients mostly result in additional magnetic fields much smaller than the polarizing field normally used in NMR, it is conventional to regard the Larmor frequency as being affected solely by components of these fields parallel to the polarizing field axis, since orthogonal components have only the effect of slightly tilting the net field direction. In the following discussion we will be concerned only with the variation of the polarizing field magnitude,

\[
\mathbf{g} = \nabla B_0 = \frac{\partial B_z}{\partial x} \hat{i} + \frac{\partial B_z}{\partial y} \hat{j} + \frac{\partial B_z}{\partial z} \hat{k}
\]  

(2.24)

The important point is that if a homogeneous gradient of known magnitude is imposed onto the sample, the Larmor frequency becomes a spatial label with respect to the direction of the gradient. PGSE NMR uses two narrow gradient pulses of amplitude \( g \), duration \( \delta \), and separation \( \Delta \) placed in the dephasing and rephasing segments of a spin-echo, as shown in Fig. 2.1. These pulses effectively define the starting and finishing point of spin translational motion over a well-defined timescale, \( \Delta \), but the unambiguosity of this definition depends on the assumption that the spins move an insignificant distance during the gradient pulse itself, or, in other words, \( \delta \ll \Delta \) and \( \delta \ll \tau_c \). This narrow gradient pulse approximation is helpful, since it allows one to use the propagator formalism to describe the result of the PGSE experiment. The effect of the first gradient pulse in the sequence is to impart a phase shift \( \gamma \delta g \cdot \mathbf{r}_0 \) to a spin located at position \( \mathbf{r}_0 \) at the instant of the pulse. This phase shift is subsequently inverted by a 180\(^\circ\) r. f. pulse. Suppose that the molecule containing the spin has moved to \( \mathbf{r}_1 \) at the time of the second gradient pulse. The net phase shift following this pulse will be \( \gamma \delta g \cdot (\mathbf{r}_1 - \mathbf{r}_0) \). If the spins are stationary then, of course, a perfectly refocused echo will occur. Any motion of the spins will cause phase shifts in their contribution to the echo. The size of this shift is a product of two vectors, the dynamic displacement \( (\mathbf{r}_1 - \mathbf{r}_0) \) and a vector \( \gamma \delta \mathbf{g} \).

The echo signal \( E_{\Delta}(g) \) is defined as the amplitude of the echo at its center [Cal]. The total signal is a superposition of transverse magnetizations, an ensemble
average in which each phase term \( \exp [i\gamma \delta g \cdot (r_1 - r_0)] \) is weighted by the probability for a spin to begin at \( r_0 \) and move to \( r_1 \) in the time interval \( \Delta \). This probability is \( \rho(r_0)P(r_0,r_1,\Delta) \). Thus

\[
E_\Delta(g) = \int_{-\infty}^{+\infty} \rho(r_0)P(r_0,r_1,\Delta) \exp [i\gamma \delta g \cdot (r_1 - r_0)]dr_0dr_1 \quad (2.25)
\]

So far we did not consider the relaxation processes that occur during the echo sequence. In the absence of diffusion and/or the absence of gradients, the signal at echo time \( t_E \) would be given by

\[
S(t_E)_{g=0} = S(0)\exp \left(-\frac{t_E}{T_2}\right) \quad (2.26)
\]

where, for simplicity, we have assumed here that the observed signal results from one species with a single relaxation time. In the presence of diffusion and gradient pulses, the attenuation due to relaxation and the attenuation due to diffusion and
Chapter 2. Mass Transport during H$_2$O$_2$ Decomposition

the applied gradient pulses are independent of each other, and so we can write,

$$S(t_E) = S(0) \exp \left( -\frac{t_E}{T_2} \right) f(\delta, g, \Delta, D) \tag{2.27}$$

where $f(\delta, g, \Delta, D)$ is a function that represents the attenuation due to diffusion, including all the variables involved [Pri]. Thus, if the PGSE measurement is performed keeping $t_E$ constant, it is possible to separate the contributions. Hence, by dividing the signal with gradients by the signal which considers only relaxation attenuation, we normalize out the relaxation effect, leaving only the attenuation due to diffusion

$$E_\Delta = \frac{S(t_E)}{S(t_E)_{g=0}} = f(\delta, g, \Delta, D) \tag{2.28}$$

In view of this short discussion, we can keep considering only the attenuation caused by diffusion.

By means of the definition of the reciprocal space vector [Cal] $q$

$$q = (2\pi)^{-1} g \delta \tag{2.29}$$

eqn. (2.25) can be expressed as

$$E_\Delta(q) = \int_{-\infty}^{+\infty} \rho(r_0) P(r_0, r_1, \Delta) \exp [i2\pi q \cdot (r_1 - r_0)] dr_0 dr_1 \tag{2.30}$$

The expression $\int \rho(r_0) P(r_0, r_1, \Delta) dr_0$ defines the average propagator [KH], the probability that a molecule at any starting position is displaced by $R = r_1 - r_0$ over time $\Delta$. Consequently, eqn. (2.30) can be written [Cal]

$$E_\Delta(q) = \int_{-\infty}^{+\infty} \overline{P}(R, \Delta) \exp [i2\pi q \cdot R] dR \tag{2.31}$$

Notice that the Fourier transformation of the echo attenuation with respect to $q$ returns the average propagator for nuclear spin displacement, $\overline{P}(R, \Delta)$. Considering, once again, the case of performing the experiment in a single direction, say $z$, the component of the dynamic displacement is given by $Z = q \cdot R$.

In its original conception, the PGSE NMR experiment was used to measure molecular self-diffusion for which the average propagator is the Gaussian function

$$\overline{P}(Z, \Delta) = (4\pi D\Delta)^{-1/2} \exp \left( -\frac{Z^2}{4D\Delta} \right) \tag{2.32}$$

Comparing eqn. (2.14) (with $v_z = 0$) and eqn. (2.32) it can be noticed that, in case of isotropic diffusion, the average propagator equals the conditional probability
(\overline{P}(\mathbf{R}, t) \equiv P(\mathbf{R}, t))$, due to the fact that the conditional probability is independent of the starting positions.

By combining eqns. (2.32) and (2.31) the echo attenuation due to diffusion can be calculated for the PGSE NMR experiment, to give

\[ E(q, \Delta) = \exp(-4\pi^2q^2D\Delta) \]  

(2.33)

where \( q = |q| \). This solution holds for the narrow gradient pulse approximation, while for finite gradient pulse durations there is a \( \delta/3 \) correction to the displacement time, giving

\[ E(q, \Delta) = \exp(-4\pi^2q^2D(\Delta - \delta/3)) \]  

(2.34)

the well-known Stejskal-Tanner relation. The self-diffusion coefficient is then derived from the slope of semilogarithmic plots of \( E \) versus \( \gamma^2g^2\delta^2(\Delta - \delta/3) \).

**Figure 2.2**: The echo attenuation \( E(q, \Delta) \) resulting from the PGSE experiment, is the Fourier transform of the probability that a particle will be displaced a distance \( Z \) in a time \( \Delta \). The diffusive Gaussian propagator (A) will produce an echo attenuation that is also Gaussian (B), while a fluid moving at a constant velocity (C) will affect the phase of the echo (D) but not its magnitude.

In the case of uniform flow, with velocity component \( v \) along the direction \( q \), the
expressions corresponding to eqns. (2.32) and (2.33) are,

\[ P(Z, \Delta) = \delta(Z - v\Delta) \] (2.35)

and

\[ E(q, \Delta) = \exp(-i2\pi q v\Delta) \] (2.36)

where \( \delta \) in eqn. (2.35) is the Dirac delta function (not to be confused with the length of the gradient pulses). Note that mean motion modulates the phase of the echo function, while random diffusive motion attenuates the signal amplitude.

In diffusion NMR and flow NMR experiments it is common to analyze the PGSE echo data directly in the domain in which it is collected, the \( q \)-space. In some cases, Fourier transforming the \( q \)-space data, which yields a propagator for motion, may provide an intuitive way of representing the physics of a system. However, there are many PGSE NMR experiments where there are advantages to measuring parameters directly from the \( q \)-space data.

The process of Fourier transforming data induces ringing artifacts if the data are truncated before the signal has dropped below the noise level of the experiment. For this reason the data must be collected over a wide range of the \( q \)-space. For many cases, such detailed sampling of \( q \)-space is unnecessary, as the important features of a propagator can be determined readily from a few low \( q \)-space data points without subsequent Fourier transformation, thus reducing the necessary gradient strength and the experimental time [CCS].

The echo attenuation function described in eqn. (2.31) represents the ensemble-averaged phase shift, \( \exp[i2\pi q \cdot R] \). This expression can be expanded into a Taylor series,

\[ E_\Delta(q) \approx 1 - (1/2!)(2\pi q)^2 Z^2 + (1/4!)(2\pi q)^4 Z^4 \ldots \] (2.37)

where, as previously defined, \( Z \) is the component of displacement along the gradient direction defined by \( q \). Eqn. (2.37) is useful, since it tells us that whatever the shape of the propagator function, \( P(Z, \Delta) \), the initial decay of \( E(q, \Delta) \) with respect to \( q \) will always yield the ensemble-averaged mean square displacement \( Z^2 \), and hence an effective diffusion (or dispersion) coefficient, \( D_{eff} = \overline{Z^2}/2\Delta \).

### 2.2.5 Stationary and Time Dependent Random Flow

Self diffusion in simple liquids provides an example of translational motion which is randomly directed and rapidly fluctuating, with correlation lengths on the order of
10^{-10} \text{ m} and correlation times very much shorter than the Larmor period. None the less, small molecule stochastic motions can exist at greater length- and time-scales, fluid turbulence being an obvious example.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figures/flow.png}
\caption{(A) Example of stationary random flow. The particles move in randomly distributes directions, and the motion is describable by a time-independent velocity field. (B) Example of pseudodiffusion. Flow occurs in branched capillaries so that the velocity direction fluctuates with a correlation time of the order the ratio of the mean branch separation to the mean velocity.}
\end{figure}

On the microstructural scale irregular motion is a feature of flow through porous media and biological tissue. Here the molecules follow paths which are randomly directed because of the complexity of capillary organization. Fluctuations in this motion may occur because of the random-walk character of the channels and capillaries and because of path divergency at branch points where a small change in initial condition can lead to widely differing outcomes, a classic feature of chaotic behavior. This type of incoherent motion is sometimes called \textit{perfusion}.

In characterizing random flow it is helpful to define two regimes. In the first, which we shall call \textit{stationary random flow} the molecular motions are randomly directed in magnitude and/or orientation and described by a velocity field \( \eta(\mathbf{u}, \mathbf{r}) \) which is time independent. This is the motion which might be associated with laminar flow in shear or with flow in an array of randomly directed capillaries in which the local director is fixed. Such motion is illustrated in Fig. 2.3A. In the second, which we label \textit{pseudodiffusion}, the molecular velocities are not only randomly distributed across the ensemble but fluctuate in time as well. Examples of this case include turbulence and branched capillary motion as shown in Fig. 2.3B [Cal].
Stationary Random Flow

Here we will consider a liquid or fluid consisting in regions labelled by the index $i$. The vector $\mathbf{v}$ will be used to describe the mean velocity of the molecules and $\mathbf{u}_i$ to describe the local variation about the mean for the region $i$. This motion has correlation time $\tau_{cu}$ and correlation length $L_u \sim (\mathbf{u}_i^2)^{1/2} \tau_{cu}$. Within the region $i$ the individual molecules, labelled by $j$, will experience stochastic motion $\mathbf{r}_j$ due to self-diffusion. This motion has correlation time $\tau_{cr}$ with correlation length $L_r \sim (D\tau_{cr})^{1/2}$. The three motions will be so separated in correlation length and time that we can treat them as stochastically independent. Figure 2.4 shows this model schematically.

The total displacement of a molecule labelled by $j$ in fluid element $i$ is therefore

$$\mathbf{r}_{ij}(t) = \mathbf{v}t + \mathbf{u}_it + \mathbf{r}_j(t)$$

(2.38)

The $j$-ensemble average over a time $t$ long compared with the molecular diffusive correlation time but short compared with the fluid element correlation time, i.e. $\tau_{cr} \ll t \ll \tau_{cu}$ gives $\mathbf{R}_i = \mathbf{v}t + \mathbf{u}_it$ while the average over $i$ for $\tau_{cu} \ll t$ gives $\mathbf{R} = \mathbf{v}t$. We shall evaluate the PGSE experiment in the stationary random flow regime, $\tau_{cr} \ll t \ll \tau_{cu}$, where $\mathbf{u}_i$ is time independent.

The PGSE phase shift for a spin being located in molecule $ij$ is,

$$\phi_{ij}(t) = \gamma \int_0^t t' \mathbf{g}^*(t') \cdot (\mathbf{v} + \mathbf{u}_i)dt' + \gamma \int_0^t \mathbf{g}^*(t') \cdot \mathbf{r}_j(t')dt'$$

(2.39)
where $g^*$ represents the effective gradient, which takes into account the r.f. pulses used in the sequence. Every 180° pulse inverts the sign of the effective gradient, while 90° pulses transform it to zero. Fig. 2.5 shows the effective gradient in a PGSE sequence to illustrate its use.

**Figure 2.5**: PGSE (A) and Double PGSE (B) sequences with different r.f. pulses, gradient pulses, and the effective gradient of the sequence, referred as $g^*$.

The separability of the $i$ and $j$ averages means that diffusion and random flow are uncorrelated and the averages over $i$ and $j$ are separable. Thus,

$$E(t) = \exp[i \dot{\phi}_j(t)] = \exp \left[ i \gamma \int_0^t g^*(t') \cdot \mathbf{r}_j(t') dt' \right] \exp \left[ i \gamma \int_0^t t' g^*(t') \cdot (\mathbf{v} + \mathbf{u}_i) dt' \right]$$  \hspace{1cm} (2.40)

The first factor is the usual diffusive attenuation, equivalent to the exponential term shown in eqn. (2.34). The second differs slightly from that which is usually associated with flow since eqn. (2.40) deals with fluctuating flow. This latter factor is separable into a phase shift due to net flow and a term due to stationary random flow. Defining $p = \gamma \int_0^t t' g^*(t')$, usually called 1st moment of gradient, we may write this factor $\exp(ip \cdot \mathbf{v}) \exp(ip \cdot \mathbf{u}_i)$. In the case of the Stejskal-Tanner PGSE sequence
(see Fig. 2.5A) the echo attenuation becomes,

\[ E(g) = \exp(i\gamma g \cdot v\Delta) \exp(ip \cdot u) \exp[-\gamma^2 \delta^2 g^2 D(\Delta - \delta/3)] \]  \hspace{1cm} (2.41)

where \( D \) is the molecular self-diffusion coefficient. The stationary random flow factor can be evaluated by using the idea that the motion behaves like diffusion but with an observational time-scale very much shorter than the diffusive correlation time [Cal]. In the case of PGSE the exponent becomes \((1/6)u^2\gamma^2 g^2 \delta^2 \Delta^2 \) [NC], implying that

\[ D_{\text{eff}} = \frac{1}{6} u^2 \Delta \]  \hspace{1cm} (2.42)

Stationary random flow is identified by a specific signature in a PGSE experiment: the echo is attenuated in a manner similar to diffusion but with an effective diffusion coefficient proportional to the observation time.

On the other hand, for the Double PGSE (Fig. 2.5B), which is usually referred to as velocity compensated sequence and obeys \( p = 0 \), there is no extra attenuation where the motion remains coherent during the echo formation period.

**Pseudodiffusion**

By contrast with the stationary random flow regime, pseudodiffusion results when the observational time-scale is sufficiently long that \( \tau_{cu} \ll t \). Given eqn. (2.21) we may write down the effective diffusion coefficient as measured by the PGSE experiment,

\[ D_{\text{eff}} = u^2 \tau_{cu} = \frac{1}{3} u^2 \tau_{cu} \]  \hspace{1cm} (2.43)

In such an experiment pseudodiffusion behavior is characterized by echo attenuation more severe than that expected from self-diffusion alone. On the other hand, pseudodiffusion attenuation will not refocus in case of using Double PGSE (where \( p = 0 \)).

**The Intermediate Case**

In case that \( t \sim \tau_{cu} \), the signature of the echo attenuation is partially refocusing in the Double PGSE sequence, while the PGSE single echo is strongly attenuated [Cal].
2.3 Reaction Monitoring

2.3.1 Brief Description

In this section, results concerning the reaction evolution are presented, obtained by means of the time dependence of average propagator’s shape and effective diffusion coefficient. All the experiments presented here were performed with a single catalyst pellet that was immersed in a 7 mm inner diameter tube, filled with 1.1 ml of 5 % v/v H$_2$O$_2$ solution, placed in a Bruker DSX200 spectrometer equipped with a 10 mm birdcage r.f. coil. The device operates at Larmor frequency of 200 MHz. The gradient used was aligned to the axis of gravity in one case, parallel to the external magnetic field and labelled as $z$–direction here, and perpendicular to that axis in other case, labelled as $x$–direction.

Two different catalyst particles were used,

(i) a cylindrical pellet with 4 mm diameter and 4 mm height, the matrix being made of Al$_2$O$_3$, with Cu as catalytically active sites (Bayer CH-FCH-RD Geb. 8, Cu cont. 51.2 % weight).

(ii) a cylindrical pellet with 3 mm diameter and 3 mm height, also made of Al$_2$O$_3$, with Pt as catalytically active sites (Company Alfa Aesar).

The aqueous hydrogen peroxide solutions were obtained by mixing distilled water (CHROMASOLV Plus, Sigma-Aldrich), with hydrogen peroxide 30 % by weight (Riedel-deHaen). The different reaction experiments were monitored without any further hydrogen peroxide supply for several hours. The tube was placed into the coil in a position which defines the sensitive volume close to the pellet, as shown in Fig. 2.6. Then, the signal results from the liquid at maximum 3 mm from the catalyst outer surface. In order to allow comparison between different realizations, the amount of liquid and initial concentrations were kept constant. In both propagators and diffusion experiments, a variant of the PGSE and Double PGSE was used: the Spin Echo was replaced by a Stimulated Echo. This is a rather standard technique which exploits the fact that in many samples $T_2$ is considerably shorter than $T_1$. This is the case of H$_2$O$_2$ where at 200 MHz Larmor frequency, $T_1 \sim 3$ s while $T_2$ covers a wide temporal range from 10 ms to 3 s (see next chapter). Figure 2.7 shows the sequences for the case of PGSTE (A) and Double PGSTE (B). The main difference respect to the spin-echo sequences, is the splitting of the 180° pulse into two 90° pulses. Thus, in between the second and third pulses the magnetization
is stored along the $z$-axis. The third pulse recalls the magnetization to the $x-y$ plane, and a stimulated echo is formed after a time equal to the separation between the first two pulses. The main disadvantage is related with the signal-to-noise ratio, due to the fact that the stimulated echo has half the height than a spin echo.

It should be noted that the stimulated echo pulse sequence also generates two additional spin echoes. These are, respectively, the echo of the initial pulse FID cause by the second pulse, and the echo of the second pulse FID caused by the third pulse. One effective way to avoid them is the use of a homogeneity-spoiling (homospoil) magnetic field gradient applied during the ”$z$-storage” period. This has the effect of destroying the unwanted transverse magnetization without influencing the magnetization which has been stored along the $z$-axis [Cal].

As mentioned in section 2.1, the metal within the pore space catalyzes the reaction. The rate of oxygen generation is then much higher than the mass transport due to pure molecular diffusion, and the maximum solubility of oxygen in the liquid is reached quickly. That leads to the generation of bubbles. The production and motion of gas bubbles results in a random change in the velocities of the liquid around the pellet, which is displaced and driven by the rising bubbles. The faster the production of gas, the larger the amount of rising bubbles will be; in consequence, the increase of the effective diffusion coefficient ($D_{eff}$) will be more pronounced. This effect enhances the mass transport inside and outside the pellet, then the rate of reaction. The reaction will accelerate. Moreover, due to the predominantly rising bubbles, a much more increased mean-square displacement is
2.3. Reaction Monitoring

Figure 2.7: Pulse Gradient Stimulated Echoes used in the experiments. (A) PGSTE and (B) Double PGSTE. The main difference respect with to the spin-echoes sequences is the splitting of the $180^\circ$ pulse into two $90^\circ$ pulses, and the inclusion of homospoil gradients to avoid the extra spin echoes generated.

expected in $z$–direction compared to $x$–direction. Figure 2.6 shows schematically the situation.

On the other hand, the rate of oxygen generation and, eventally, of bubble production, depends on the $\mathrm{H}_2\mathrm{O}_2$ concentration. Based on that, a decrease in the effective diffusion coefficient while the reaction proceeds is expected.

### 2.3.2 Average Propagators During the Reaction

The 1-D average propagator represents the probability that a molecule starting at any position within the sample, is displaced by a quantity $Z$ (in case of $z$–direction) over the observation time $\Delta$ (see eqn. (2.32)). In that interval, the mean velocity $v_z = Z/\Delta$ can be defined, and so the average propagator becomes a velocity probability. Valuable information about the system can be extracted, in many cases, from the 1-D propagator’s shape in different directions. In Fig. 2.8, results from
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Figure 2.8: Average Propagators corresponding to 5 % v/v of H$_2$O$_2$ reacting in the presence of a Cu-pellet. They were acquired with a Pulse Gradient Stimulated Echo sequence, with the gradient system aligned to (A) $z-$ direction (B) $x-$ direction. In this case, $z-$ positive means up.

Experiments performed in $z-$ and $x-$ direction as a function of reaction time are presented. The sample used in this case was the Cu-pellet, and the propagators were obtained by Fourier transforming the echo decay resulting from PGSTE sequence with respect to the wave vector $q$, similar to that shown in Fig. 2.7A, but the gradient pulses are stepped here from $-g_{max}$ to $+g_{max}$. In both sets of experiments, i.e. both directions, the observation time was set to be $\Delta = 45 ms$, with $\delta = 1 ms$ and 32 gradient steps, with 2 scans per step. Every single propagator was acquired in 4.5 minutes.

Each plot shows propagators for 4 different times: 1/2, 1, 3 and 5 hours respectively. Close to the beginning, the propagator corresponding to the $z-$ direction is asymmetric, with higher positive velocities being slightly more probable, where positive here means up. However, after 1 hour of reaction it becomes symmetric, showing a Gaussian-like shape. On the other hand, in $x-$ direction, even at the beginning the propagators are almost symmetric, the highest velocities ($\sim 3 mm/s$) being much smaller than in the previous case ($\sim 10 mm/s$). In both directions,
as expected, all the propagators are centered in zero, because no mean velocity is present.

The propagator, as any other probability function, has unitary integral. So, as the reaction advances and both H₂O₂ concentration and rate of bubbles generation decrease, the propagators become narrower and higher. After 5 hours, it can be seen that the maximum velocity in z—direction is still about twice that of corresponding to x—direction.

Notice that in x—direction, the propagators corresponding to 1/2 and 1 hours do not present much change, which renders the latter difficult to observe in Fig. 2.8B.

Although this is a relatively standard technique in studying fluid dynamics, in this case, as pointed out in the last section, it presents some disadvantages, because the information about the reaction evolution is not directly read from the collection of propagators. Despite the fact that a major number of points must be acquired in q—space, from negative to positive, and increased gradient strengths must be used to make the echo decay to reach the noise level of the experiment, in order to avoid ringing effects following the Fourier transformation. In cases like this, it is preferable to monitor the effective diffusion coefficient during the reaction. Such measurements only requires to acquire the first few points of the decay, reducing maximum gradient strength as well as experimental time (see the discussion accompanying eqn. (2.37)).

2.3.3 \( D_{eff}^z \) and \( D_{eff}^x \) vs. Reaction Time During the Decomposition with Cu-Pellet

The same reaction conditions were employed to follow, via monitoring the effective diffusion coefficient, the H₂O₂ decomposition in the presence of, once more, the catalyst particle doped with Cu. The experiments were performed in both z— and x—direction alternated during the same decomposition, i.e. the whole experiments consisted of a series of \( D_{eff}^z - D_{eff}^x - D_{eff}^z - D_{eff}^x - ... \) measurements, with the pulse sequence shown in Fig. 2.7A. The observation time was set to be \( \Delta = 45 \ ms \), equal for both directions, with \( \delta = 1 \ ms \) and 20 gradient steps, with 4 scans per step. Every single experiment was acquired in 2.5 minutes. Figure 2.9 shows the results for a reaction time of about 17 hours. The quotient \( D_{eff}/D_0 \) for both directions is plotted, where \( D_0 \) represents the isotropic diffusion coefficient measured in water in the presence of the catalyst particle, the condition expected at the end of the reaction.
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Figure 2.9: Evolution of the effective diffusion coefficient (normalized by the molecular diff. coeff., $D_{\text{eff}}/D_0$) in $z-$ and $x-$direction vs. reaction time, in an H$_2$O$_2$ decomposition catalyzed by a pellet doped with Cu, during $\sim 17$ hours. The PGSTE sequence was used, with observation time $\Delta = 45$ ms.

The plot contains similar information to the one presenting propagators in Fig. 2.8, but here the experimental time was much shorter, even when the data were acquired with twice the number of scans. The information is much easier to read as well. The reaction starts with values more than two orders of magnitude larger in $z-$ and about one order of magnitude larger in $x-$direction, compared to solely isotropic self-diffusion. During approximately the first 9 hours the decay presents some regular behavior. In that period, the reaction rate at the catalyst sites is high enough to produce bubbles continuously, in a wide variety of sizes, which perturb the liquid and enhance the transport of H$_2$O$_2$ molecules to the pellet. Notice that the values in both directions follow the same trend. At $t_r = 530$ minutes ($\sim 8.8$ hours), the $x-$component is close to the self-diffusion value which means that from this point on, the rate of reaction is too low compared to the initial values, leading to a much lower rate of bubbles generation. Hence, the mass transport dramatically decreases, which is translated in a much more pronounced decrease of the bubble’s generation rate. These two values are coupled, affecting each other. As a result the effective diffusion coefficient starts a period of more pronounced decay ($z-$direction). About $t_r = 14$ hours (840 minutes), both components coalesce in the unique isotropic self-diffusion value. Nevertheless, it is not possible to conclude that the decomposition has finished. It might happen that beyond this time the rate of decomposition is
very low, permitting the molecular diffusion to transport the H$_2$O$_2$ to the catalyst and the extra oxygen away from the pellet, without forming bubbles. Another possibility is that due to the volume of liquid, little bubbles generated by extremely low reaction rates slightly contribute in increasing the bulk self-diffusion coefficient, being effectively imperceptible.

The latter arguments are reinforced by Fig. 2.10 where the same experiment is plotted, measured setting $\Delta = 90$ ms. It is expected that using longer observation times the sequence becomes more ”sensitive” to motion (see eqn. (2.42)), translating it in a much increased echo decay. It can be clearly observed that, at any $t_r$ value, the effective diffusion coefficient is bigger compared to the case of $\Delta = 45$ ms. So, even at reaction times where the bubbles slightly perturb the liquid around the pellet, making the effect impossible to observe in Fig. 2.9, it is perfectly observable in Fig. 2.10. Despite the first two hours when the decay shows some oscillations in $z$—direction and it increases in $x$—direction, there is a regular decay until $t_r = 580$ minutes while in the previous case it corresponded to 530 minutes. Notice that, at that time, $D_{eff}^x$ is still about one order of magnitude larger than the limiting value, in contrast with the case of Fig. 2.9.

The lower value of $D_{eff}^z$ is reached at $t_r = 750$ minutes, while for $D_{eff}^z$ this time corresponds to $\sim 1000$ minutes. It is also noticed that between $t_r = 580$ and 750 minutes, $D_{eff}^z$ and $D_{eff}^x$ follow the same trend.
In other words, during a long period of time, the rate of mass transport to the catalyst enhanced by the rising bubbles is much larger than the rate of \( \text{H}_2\text{O}_2 \) reaction at the sites, and concentration decreases together with the effective diffusion coefficient following a regular trend. However, at a certain concentration value, or equivalently at a certain rate of bubble production, the rate of reaction at the metal sites and the mass transport rate become comparable. The decomposition starts to be diffusion controlled. Then less and smaller bubbles are produced and the effective diffusion coefficient decreases. This effect is observed at different reaction times depending on the \( \Delta \) value used. The longer the observation time, the smaller perturbation the sequence is able to reflect into the echo decay.

2.3.4 \( D_{\text{eff}}^z \) vs. \( \Delta \) during the Decomposition with Cu-pellet

In 2.2.5 the cases of stationary random flow and pseudodiffusion were treated in detail. It has been pointed out that, in the former case, the corresponding effective diffusion coefficient obtained by the first part of the echo decay is dependent on \( \Delta \), in contrast with the pseudodiffusion case. Experiments with different observation times were then performed, in order to estimate the correlation time of the liquid shaken by the bubbles, relative to \( \Delta \).

Figure 2.11 shows the results of effective diffusion coefficients measurements in \( z \)-direction during the decomposition with a Cu-pellet for a period of about 17 hours (different total \( t_r \) for different experiments) with different observation times, \( \Delta = 90, 45, \) and \( 10 \text{ ms} \). In the last two cases, the width of the gradient pulses was the same, \( \delta = 1 \text{ ms} \), while in the first case that time was shorter, \( \delta = 500 \mu\text{s} \), due to the fact that even the smallest gradient strength reliably produced in the spectrometer led to a very pronounced decay. The same set of data in \( x \)-direction (data not shown) presents a similar aspect, with correspondingly much smaller values.

The \( D_{\text{eff}}^z \) values for the first period of the decay are plotted versus \( \Delta \) in Fig. 2.12. The lines in the plot represent linear fittings. As can be observed, all sets of values present a linear dependence with \( \Delta \). Eqn. (2.42) states that, in case of stationary random flow, \( D_{\text{eff}} \) should be linearly related with \( \Delta \), where the slope is a fraction of the mean- squared random velocity, \( \bar{u}^2 \). As expected, while the decomposition evolves, the mean velocity of the liquid driven by the bubbles decreases, in accordance with the slopes in Fig. 2.12. However, in case of being in the stationary
random flow regime ($\Delta \ll \tau_{cu}$), a Double PGSTE sequence (Fig. 2.7B) must refocus the random contribution from the bubbles (the term related with $u$), thus giving an effective diffusion coefficient independent of $\Delta$. Moreover, by inspection of eqn. (2.41) it can be noticed that the only remaining term must be that corresponding to isotropic self diffusion, due the fact that we are dealing with a system with $v = 0$ (i.e. no net flow is present in the tube).

A set of experiments was performed in order to monitor the effective diffusion coefficient in the same sample and conditions presented above, for different observation times, but using the Double PGSTE sequence presented in Fig. 2.7B instead. In this set, the experiments were also carried out in both $z-$ and $x-$direction alternated during the same decomposition, for each $\Delta$. In order to allow comparisons with the previous measurements, as the sequence has two periods of evolution of duration $\Delta$, those values were chosen such that $2\Delta_{\text{Double}} = \Delta_{\text{PGSTE}}$. For the sake of clarity, however, in what follows we will refer to the observation time.

The width of the pulse gradients was set to be $\delta = 500 \mu s$ and kept constant during all the experiments. The phase cycling for this sequence requires 8 scans [JM] so the number of gradient steps used was 10, in order to keep the acquisition time for individual experiments equal to those performed with a PGSTE sequence, 2.5 minutes. Thus, the temporal resolution during the reaction is the same in both sets.

Figure 2.13A shows the results (in $z-$direction only) obtained during circa 18
Figure 2.12: $D_{\text{eff}}$ vs. $\Delta$ in $z-$direction, corresponding to different stages of the reaction curves presented in Fig. 2.11. The lines represent linear fittings. The decrease in the slopes is related with the drop on the mean-squared velocities ($\bar{u^2}$) produced by the rising bubbles in the liquid.

hours of reaction for different observation times: 90, 45, and 10 ms. The values differ from that expected by solely molecular diffusion in the case of stationary random flow. Although much lower compared to those obtained in the PGSTE experiments, they allow to follow the reaction progress as well. Moreover, the dependence on the observation time is evident. Figure 2.13B shows $D_{\text{eff}}^z/D_0$ obtained with 45 ms observation time by using either PGSTE or Double PGSTE. By that plot, it is possible to conclude that, in the first 500 minutes of reaction, the liquid motion generated by the bubbles close to the catalyst particle is in the intermediate regime, between stationary random flow and pseudodiffusion, where the observation time and the correlation time are of the same order, $\Delta \sim \tau_{\text{cu}}$. After that, The Double PGSTE sequence is effective in refocussing the extra term in eqn. (2.41) related to $\mathbf{u}$ and then, the motion is in the stationary random flow regime. It means, the smaller amount of bubbles impart a much more coherent motion to the liquid surrounding,
resulting in a much longer correlation time $\tau_{cu}$; hence, $\tau_{cu} \gg \Delta$. Given the same

![Figure 2.13](image)

**Figure 2.13:** (A) $D_{ef}/D_0$ in $z$–direction vs. reaction time obtained from $\text{H}_2\text{O}_2$ decomposing in the presence of a Cu-catalyst, by means of a Double PGSTE sequence. Three different observation times were used, 90, 45 and 10 ms. (B) Comparison between equivalent experimental data from PGSTE and Double PGSTE with 45 ms observation time.

reaction, like here, as $\Delta$ increases $\tau_{cu}$ needs more reaction time to greatly exceed that value. It can be seen from the plot in Fig. 2.13A, where the curves reach the asymptote, i.e. self diffusion, for longer reaction times when $\Delta$ is longer.

### 2.3.5 Comparison Between Two Different Catalyst Samples

In order to make use of the effective diffusion coefficient evolution curves to compare different catalysts, a further set of experiments was carried out. The same total amount of liquid, as well as initial $\text{H}_2\text{O}_2$ concentration and pulse sequence parameters were used in a decomposition catalyzed by a cylindrical pellet doped
with Pt. This particle has proven to be much more active in catalyzing the reaction. Figure 2.14 shows $D_{\text{eff}}/D_0$ in $z$-direction as a function of reaction time, for both catalyst metals, obtained by means of PGSTE experiments with $\Delta = 45 \text{ ms}$. The initial values are much bigger in case of the reaction with the Pt pellet. The effective diffusion coefficients rapidly decrease while the reaction takes place. After approximately 300 minutes the reaction has started, there is a change in the slope, associated with a drop in the rate of bubble generation and decomposition. In this case, due to the higher rate of decomposition at the sites compared to the Cu-pellet, it can be assumed that diffusion itself is never sufficient to dissolve the extra oxygen generated in the pore space and bubbles are always present. The reaction never becomes diffusion controlled. Hence, the pronounced decrease of $D_{\text{eff}}$ as in the previous case, is not observed here.

Finally, the effective diffusion reaches the final expected value at circa $t_r = 530$ minutes in case of using Pt-pellet, in contrast with $t_r \sim 840$ minutes in case of Cu-pellet.

The relative shape as well as the reaction time values at which the curves presented above show different details, give qualitative and quantitative information about the reaction itself, allowing comparisons between catalyst particles with dif-

**Figure 2.14:** $D_{\text{eff}}/D_0$ vs. reaction time obtained by using a PGSTE sequence with $\Delta = 45 \text{ ms}$ for the decomposition of $\text{H}_2\text{O}_2$ catalyzed by two different catalyst particles, either doped with Pt or Cu.
ferent: porosity, metal content, type of metal, etc. On the other hand, comparison between effective diffusion coefficients obtained with PGSTE and Double PGSTE sequence for different observation times ($\Delta$) gives an estimation of the correlation time of the liquid motion surrounding the catalyst at any time during the reaction. By means of these experiments it is possible, in principle, to correlate different parameters of the catalyst with the size of bubbles and/or their rate of generation. Further details about the extraction of dynamics information from that curves is beyond the scope of this work, which was focused mainly on demonstrating the feasibility of using NMR in such kind of problems. It is necessary to mention, before ending, that this sort of experiments can be straightforwardly extended to the case of reactors including a net flow of the reactants. The extra decay produced by a coherent velocity distribution can be easily subtracted from the reaction effects by performing a first experiment without any reaction, either by replacing the liquid with another one possessing similar viscosity or by replacing the catalyst particle with a free-of-metal pellet with similar dimensions. Other ideas might be implemented, like filtering the much more coherent motion from the flow by means of a Double PGSTE with properly chosen $\Delta$. 
Chapter 3

Chemical Exchange and Relaxation in H\textsubscript{2}O\textsubscript{2}

*If you have an apple and I have an apple and we exchange these apples then you and I will still each have one apple. But if you have an idea and I have an idea and we exchange these ideas, then each of us will have two ideas.*

George Bernard Shaw.

3.1 Chemical Exchange in NMR

3.1.1 General

The NMR properties of atoms and molecules strongly depend on short-range effects, being then affected by molecular motion. The way in which NMR parameters are affected depends on the time scale of the motion, and how it modifies the nuclear spin hamiltonian. On the other hand, the exchange of ions or molecules between various sites is a common occurrence in chemical and biological systems. Chemical exchange, where the nuclear spins change their environment through a chemical process (which can be intra- or intermolecular) is in the range of nano-seconds to seconds. Such wide range includes many different effects, from changes in the time correlation functions to influences on the dynamics of nuclear magnetization [Wen, Lev2]

Spectral densities are a central concept in NMR relaxation theory. They provide the tool through which measurements of relaxation parameters can be seen as information on molecular dynamics. The relaxation times are expressed in terms of the
spectral densities $J_h(\omega)$ of the time correlation function $F_h(t)F^*_h(t+\tau)$ of nuclear spin interactions $F_h(t)$ at the angular frequency $\omega$ as given by

$$J_h(\omega) = \int_{-\infty}^{\infty} F_h(t)F^*_h(t+\tau)\exp(i\omega\tau)d\tau$$  \hspace{1cm} (3.1)

The interaction function $F_h(t)$ is the product of a nuclear relaxation interaction strength (proportional to $r^{-3}$ for magnetic dipolar relaxation, for example) and a function of orientation (second-order spherical harmonics), and contains the information about the molecular environment [Woe3]. Due to the relationship between the interaction function and \textit{rank-2 irreducible spherical tensor operators} as well as second-order spherical harmonics, the subindex $h$ can take only the values 0, 1 or 2.

The correlation function is often assumed to have a single exponential form

$$F_h(t)F^*_h(t+\tau) = F_h(t)F^*_h(t)\exp(-|\tau|/\tau_c).$$  \hspace{1cm} (3.2)

For instance, the correlation function for the model describing the motion of a rigid spherical molecule in an ordinary, isotropic liquid (i.e. whose macroscopic properties do not depend on orientation) can be expressed as shown above, with the correlation time $\tau_c$ depending on the rate of rotational molecular diffusion, $\tau_c = (6D_R)^{-1}$ [KM], where $D_R$ represents the rotational diffusion coefficient. When the time correlation function has an exponential form, the spectral densities $J_h(\omega)$ are given by the Lorentzian functions

$$J_h(\omega) = F_h(t)F^*_h(t)\frac{2\tau_c}{1+\omega^2\tau_c^2}$$  \hspace{1cm} (3.3)

Depending on the model used for the interactions, the relaxation times of the system can be obtained. Consider for example, the case of magnetic dipolar interactions between two identical spin-1/2 nuclei. The relaxation times are given by [Abr]

$$\frac{1}{T_1} = \frac{9}{8}\gamma^4\hbar^2r^{-6}[J_1(\omega_0) + J_2(2\omega_0)]$$

$$\frac{1}{T_2} = \frac{9}{32}\gamma^4\hbar^2r^{-6}[J_0(0) + 10J_1(\omega_0) + J_2(2\omega_0)],$$

where $T_1$ is the spin-lattice relaxation time, $T_2$ the transverse relaxation time and $\omega_0$ the Larmor frequency.

In a more general case that includes chemical exchange between different types of sites (designated by $k$) it is necessary to look closely at the evaluation of the correlation function $F_h(t)F^*_h(t+\tau)$ in eqn. (3.2) averaged over the ensemble, in
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order to calculate NMR relaxation times properly [Wen, Woe3]. For a given nucleus at time \( t \) in site \( k \) the interaction function \( F_h(t) \) must be evaluated. As a second step, the correlation function at times \( t + \tau \) needs to be calculated, increasing \( \tau \) from zero to large values, using the correlation time of the site \( k \), \( \tau_{ck} \). Finally, taking the sum over all the different type of sites \( k \), weighting each site by its fractional population \( p_k \), the time correlation function is obtained. The averaged time that the nucleus occupies a site of type \( k \) is denoted by \( \tau_k \), the so-called life times [Wen].

When the chemical exchange is such that all the lifetimes \( \tau_k \) are long compared with the correlation times of the sites, \( \tau_{ck} \), the relaxation times of the nuclei at different sites are independent of exchange. In that case, each site has an associated relaxation time, and the above-mentioned treatment for calculating the spectral densities holds.

In cases when the exchange is extremely fast, so that the lifetimes of the nuclei at the sites are on the order of rotational correlation times (typically nanoseconds to picoseconds), the NMR relaxation rates at the sites are affected via an effective correlation time \( \tau_{eff,k} \), which depends on the lifetime in the site.

When the system presents chemical exchange as described in the former case, it is said that the system is in the exchange regime on the chemical shift time scale. Within this regime there are subdivisions, as it will be described in the next section. The case when the exchange affects the correlation times of the site is known as ultrafast exchange, and presents several different cases, depending on whether the strength of the interactions is the same in the different sites \( k \) [Wen]. Along this work we will be concerned only with chemical exchange on the chemical shift time scale.

The typical case of chemical exchange in NMR is provided by the two-site model in which a nuclear spin exchanges between sites A and B as described by

\[
\begin{align*}
A & \xrightleftharpoons[k_B]{k_A} B \\
A & \leftarrow B
\end{align*}
\]

(3.4)

This kinetic scheme is of general relevance because a number of more complicated processes can be treated by defining pseudo-first-order rate constants. For instance, the case of using nuclear relaxation techniques in studying the way in which various ions affect protein conformation, and the way in which certain small molecules interact with macromolecules, is normally reduced to situations where there are two sites only, bound and free, with unequal populations and unequal relaxation times [CR]. The study of transverse relaxation patterns in tissues, with chemical exchange
between extra- and intracellular water magnetization reservoirs is another example [BR].

In 1934, Erlemeyer and Gartner [EG] found, by deuterium labelling, that hydrogen exchanges quickly and completely between hydrogen peroxide and water. In general, the rate of exchange of hydrogen atoms bonded to oxygen is generally too fast to be measured by isotope labelling methods.

In 1958 Anbar et. al have studied the proton exchange between hydrogen peroxide and water [ALM] and found out that the inverse of the exchange rate (an effective exchange time) falls into the chemical shift time scale. In this chapter it is shown how this exchange can be used to quantify hydrogen peroxide concentrations in equilibrium aqueous solutions, as well as during a heterogeneous catalytic decomposition.

3.1.2 Theoretical Treatment of Two-Site Chemical Exchange

A more detailed description of two-site chemical exchange will be presented here. The effect of the exchange process depends on the nature of the NMR experiment. In this section we will be concerned with NMR Spectroscopy and transverse Relaxation using a Carr-Purcell-Meiboom-Gill pulse sequence (CPMG), although in our present work we have dealt only with experiments of the latter type. During the following treatment we will consider free precession of two uncoupled spins subjected to exchange between two sites, as shown schematically in (3.4), with a chemical rate constant given by [PKL],

\[ k_{ex} = k_A + k_B = \frac{k_A}{p_B} = \frac{k_B}{p_A} \]  

(3.5)

where \( p_A \) and \( p_B \) denote the equilibrium populations of spins in sites \( A \) and \( B \), with \( p_A + p_B = 1 \). In his paper in 1991, Sobol remarked that the definition of average exchange rate in this way is non-standard, but he kept it to be consistent with the former people working on that. For first order reactions the quantities \( k_A \) and \( k_B \) are first-order rate constants. In other cases they are pseudo first-order rate constants. To make the treatment more general we will assume that the sites have, in the absence of exchange, different resonance frequencies in the rotating frame \( \omega_A \) and \( \omega_B \) in units of radians per second, being \( \Delta \omega = \omega_A - \omega_B \) their difference, as well as different relaxation times \( T_{1A}, T_{1B}, T_{2A}, T_{2B} \). The only restriction is the assumption that \( p_A \geq p_B \). Formulas appropriated for the opposite circumstances
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can be obtained simply by interchanging the labels. The equilibrium longitudinal magnetization at each site is \( M_0^A = p_A M^0 \) and \( M_0^B = p_B M^0 \).

Considering only the random process shown in (3.4), the evolution of the populations is governed by

\[
\frac{dp_A}{dt} = -k_{AP}p_A + k_{BP}p_B \\
\frac{dp_B}{dt} = k_{AP}p_A - k_{BP}p_B
\]

(3.6)

The most evident effects of chemical exchange in NMR spectra are in the line shapes of the affected resonances. The evolution of the transverse magnetization subject to free precession under the Zeeman Hamiltonian is described by the Bloch equations, modified by McConnell \[McC\] to take into account the exchange process (as shown in eq. (3.6))

\[
\frac{dM_+^A(t)}{dt} = -i\omega_A M_+^A(t) - \frac{M_+^A(t)}{T_{2A}} - p_B k_{ex} M_+^A(t) + p_A k_{ex} M_+^B(t) \\
\frac{dM_+^B(t)}{dt} = -i\omega_B M_+^B(t) - \frac{M_+^B(t)}{T_{2B}} - p_A k_{ex} M_+^B(t) + p_B k_{ex} M_+^A(t)
\]

(3.7)

where \( M_+^A \) and \( M_+^B \) denote the transverse magnetization in both sites, with \( M_+^A = M_x^A \pm iM_y^A \) and \( M_+^B = M_x^B \pm iM_y^B \) respectively. This system of equations is usually written in matrix form as,

\[
\begin{pmatrix}
\frac{d}{dt} M_+^A(t) \\
\frac{d}{dt} M_+^B(t)
\end{pmatrix}
= \begin{pmatrix}
-i\omega_A - \frac{1}{T_{2A}} - p_B k_{ex} & p_A k_{ex} \\
p_B k_{ex} & -i\omega_B - \frac{1}{T_{2B}} - p_A k_{ex}
\end{pmatrix}
\begin{pmatrix}
M_+^A(t) \\
M_+^B(t)
\end{pmatrix}
\]

(3.8)

Making the following definitions,

\[
\alpha_A = \frac{1}{T_{2A}} + p_B k_{ex} + i\omega_A \\
\alpha_B = \frac{1}{T_{2B}} + p_A k_{ex} + i\omega_B,
\]

(3.9)

the system of differential equations can be written as

\[
\begin{pmatrix}
\frac{d}{dt} M_+^A(t) \\
\frac{d}{dt} M_+^B(t)
\end{pmatrix}
= \begin{pmatrix}
-\alpha_A & p_A k_{ex} \\
p_B k_{ex} & -\alpha_B
\end{pmatrix}
\begin{pmatrix}
M_+^A(t) \\
M_+^B(t)
\end{pmatrix}
\]

(3.10)

Solutions of the system (3.10) are easily obtained using standard methods [AG1, Woe1, Sob1], with the form

\[
\begin{pmatrix}
M_+^A(t) \\
M_+^B(t)
\end{pmatrix}
= A(t)
\begin{pmatrix}
M_+^A(0) \\
M_+^B(0)
\end{pmatrix}
\]

(3.11)
where the matrix $\mathbf{A}$ consists of four time dependent elements,

$$
\mathbf{A}(t) = \begin{pmatrix}
a_{AA}(t) & a_{AB}(t) \\
a_{BA}(t) & a_{BB}(t)
\end{pmatrix}
$$

(3.12)

in which $[\text{PKL}],$

$$a_{AA}(t) = \frac{1}{2} \left[ \left(1 - \frac{\alpha_A - \alpha_B}{\lambda_+ - \lambda_-} \right) \exp(-\lambda_- t) + \left(1 + \frac{\alpha_A - \alpha_B}{\lambda_+ - \lambda_-} \right) \exp(-\lambda_+ t) \right]$$

$$a_{BB}(t) = \frac{1}{2} \left[ \left(1 + \frac{\alpha_A - \alpha_B}{\lambda_+ - \lambda_-} \right) \exp(-\lambda_- t) + \left(1 - \frac{\alpha_A - \alpha_B}{\lambda_+ - \lambda_-} \right) \exp(-\lambda_+ t) \right]$$

$$a_{AB}(t) = \frac{p_A k_{ex}}{\lambda_+ - \lambda_-} \left[ \exp(-\lambda_- t) - \exp(\lambda_+ t) \right]$$

$$a_{BA}(t) = \frac{p_B k_{ex}}{\lambda_+ - \lambda_-} \left[ \exp(-\lambda_- t) - \exp(\lambda_+ t) \right]$$

and

$$\lambda_\pm = \frac{1}{2} \left[ \alpha_A + \alpha_B \pm \sqrt{[(\alpha_A - \alpha_B)^2 + 4 p_A p_B k_{ex}^2]} \right]$$

(3.13)

The signal after a single pulse (FID) is $S(t) = M_A^+(t) + M_B^+(t),$ and the corresponding spectrum is given by its Fourier transformation. A few simulated spectra are shown in Fig. 3.1 for both symmetric and non-symmetric situations, i.e. symmetric exchange in which $p_A = p_B = 0.5$ (Fig. 3.1A) and asymmetric exchange in which $p_A = 0.7$ and $p_B = 0.3$ (Fig. 3.1B). In both cases the simulations were performed at 200 MHz Larmor frequency, with $T_{2A} = T_{2B} = 2\, s,$ with the difference in the resonance frequencies being $\Delta \omega = 8.1 \times 10^{-3} \, rad\, s^{-1}$ (the reason for the choice of this particular value will become clear in the next section). The effect of exchange in the spectra is to shift the resonance positions and broaden the lines until the lines coalesce into a single line when $k_{ex} \approx |\Delta \omega|$. There is an important detail to notice here: there exists a discrepancy in units, but the coalescence arises when $k_{ex}$ in Hz is equal to $\Delta \omega$ in units of $rad\, s^{-1}$, due to the fact that the Bloch-McConnell equations are written in the rotating frame. A more exact analysis of the eqs. (3.11)-(3.13) gives for the coalescence condition $2\sqrt{p_A p_B} k_{ex} \approx \Delta \omega$ [Woe3]. In both cases presented in Fig. 3.1 that corresponds to $k_{ex}/\Delta \omega = 1$ and $k_{ex}/\Delta \omega = 1.09$ respectively. As exchange become faster, a single resonance line is observed at the population-weighted average shift, $\omega_{av} = p_A \omega_A + p_B \omega_B.$

For equal populations the single line is centered at $\omega_{av} = 0,$ while in the unequal
Figure 3.1: Spectra simulated for a system presenting two-site chemical exchange, with (A) equal populations \( p_A = p_B = 0.5 \) and (B) skewed populations \( p_A = 0.7, p_B = 0.3 \), as function of the quantity \( k_{ex}/\Delta \omega \). The frequency difference, in the absence of exchange, was set to be \( \Delta \omega /2\pi = 1290 \) Hz, in a field strength of 200 MHz, for both cases. The transverse relaxation times were chosen to be \( T_{2A} = T_{2B} = 2 \) s.

As the exchange continues to increase, the resonance line shape becomes increasingly narrow until in the limit \( k_{ex} \to \infty \), the relaxation time is given by \( T_{2av}^{-1} = p_A T_{2A}^{-1} + p_B T_{2B}^{-1} \). The relative values of \( k_{ex} \) and \( \Delta \omega \) define the limits of what is commonly referred to as fast and slow exchange on the chemical shift time scale:

- \( k_{ex} < |\Delta \omega| \) Slow exchange
- \( k_{ex} \approx |\Delta \omega| \) Intermediate exchange
- $k_{ex} > |\Delta \omega|$  
  Fast exchange

In the slow exchange limit $k_{ex} \ll \Delta \omega$, the relaxation times observed in both sites are related with their values in absence of exchange in the following manner:

$$\frac{1}{T_{2A}^{obs}} = \frac{1}{T_{2A}} + p_B k_{ex}$$
$$\frac{1}{T_{2B}^{obs}} = \frac{1}{T_{2B}} + p_A k_{ex}$$

(3.14)

In the fast exchange limit, when $k_{ex} \gg \Delta \omega$, the relaxation time of the averaged resonance becomes

$$\frac{1}{T_{2av}} = \frac{p_A}{T_{2A}} + \frac{p_B}{T_{2B}} + \frac{p_A p_B \Delta \omega^2}{k_{ex}}$$

(3.15)

If the populations are similar, then slow exchange is recognized easily by the presence of two resolved lines, while fast exchange is recognized by the presence of a single averaged resonance. However, if the populations are skewed, the minor component is preferentially broadened in comparison to the major component. Thus, in the slow exchange limit, the resonance at $\omega_B$ is both lower in intensity by a factor $p_B/p_A$ and significantly broader by a factor $(T_{2B}^{-1} + p_A k_{ex})/(T_{2A}^{-1} + p_B k_{ex})$ than the resonance at frequency $\omega_A$. As a result, if $p_A \gg p_B$, then the resonance at $\omega_B$ may be undetectable [Woe2]. Thus, as emphasized by Ishima et al., the mere observation of a single exchange-broadened resonance does not necessarily indicate that the exchange process is fast on the chemical shift time scale [IT]. In Fig. 3.2 two simulated spectra are shown in order to observe that effect. Both spectra have been simulated with populations $p_A = 0.95$ and $p_B = 0.05$, with the same parameters employed in Fig. 3.1, for (A) $k_{ex}/\Delta \omega = 3$ and (B) $k_{ex}/\Delta \omega = 0.5$. Notice that the spectra are similar, with the second peak being unobservable in (B).

If the site populations are unequal with $p_A > 0.7$, Millet and co-workers have shown that the time scale for the chemical exchange can be determined from the static magnetic field dependence of exchange line broadening for the observable resonance, even if the resonance for the minor site cannot be detected in the slow exchange regime [MLK+]. In general, the exchange broadening is defined by the excess contribution, $T_{2ex}^{-1}$, to the transverse relaxation rate, $T_2^{-1}$,

$$\frac{1}{T_{2ex}} = \frac{1}{T_2} - \frac{1}{T'_2}$$

(3.16)

where $T'_2$ represents the relaxation time in absence of exchange. In slow exchange, the right-hand side of eq. (3.16) refers to site A, while in fast exchange it refers
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Figure 3.2: Spectra simulated in order to show the impossibility of observing the differences between slow and fast exchange when $p_A \gg p_B$. The same values than those used in Fig. 3.1 were employed here, except for the population which were chosen to be $p_A = 0.95$ and $p_B = 0.05$. The two cases correspond to (A) fast exchange with $k_{ex}/\Delta \omega = 3$; (B) slow exchange with $k_{ex}/\Delta \omega = 0.5$.

to the population-averaged resonance. For small changes in the magnetic field, the fractional change in the chemical exchange broadening, $\delta T_{2ex}^{-1}/T_{2ex}^{-1}$ and the fractional change in the static field, $\delta B_0/B_0$, are related by,

$$\frac{\delta T_{2ex}^{-1}}{T_{2ex}^{-1}} = \Upsilon \frac{\delta B_0}{B_0}$$

(3.17)

The constant of proportionality, or scaling factor $\Upsilon$ is defined by

$$\Upsilon = \frac{d(\log(T_{2ex}^{-1}))}{d(\log(\Delta \omega))}$$

(3.18)

For instance, in the limit $p_A \to 1$, and $T_{2A}^{-1} = T_{2B}^{-1}$, eqn. (3.18) yields [MLK+]

$$\Upsilon = \frac{2(k_{ex}/\Delta \omega)}{1 + (k_{ex}/\Delta \omega)^2}$$

(3.19)

Numerical calculations indicate that $0 \leq \Upsilon \leq 2$ provided that $p_A > 0.7$. Thus, $\Upsilon$ defines the NMR chemical shift time scale:

- $0 \leq \Upsilon < 1$ Slow exchange
- $\Upsilon \approx 1$ Intermediate exchange
• \( 1 < \Upsilon \leq 2 \)  

Fast exchange

It means that in the case of unequal populations with \( p_A > 0.7 \), by means of two independent experiments at different static magnetic fields \( (B_0) \), observing the broadening of the major peak, it is possible to compute \( \Upsilon \) and determine the exchange regime.

The exchange averaging in high-resolution NMR spectra of fine structure produced by chemical shifts and/or the electron coupling of the nuclear spins has been used extensively for the study of fast rate processes [Mei, GH, GLM, LM1]. In some more complicated systems, rate studied have been made by calculating the entire line shape as a function of exchange rate and comparing the theoretical curves with those observed [AG1]. The analysis of the experimental data have been based generally upon a treatment based on the Bloch-McConnell equations, as shown above. Also, density matrix formulations have evolved for such studies [GVW].

As an alternative to line-width measurements of \( T_2 \), the pulse method of Carr-Purcell-Meiboom-Gill (CPMG) can be used [MG2], which is often more precise. In such a pulse sequence, a train of echoes is obtained by extending the \( 90^\circ - 180^\circ \) two pulse sequence with additional \( 180^\circ \) pulses spaced at intervals of \( t_E \), commonly called echo time, after the first \( 180^\circ \) pulse, where the echo time is twice the separation between the \( 90^\circ \) and the first \( 180^\circ \) pulse. The successive echoes are formed in between the train of \( 180^\circ \) pulses, and their amplitudes are modulated typically by an exponential decay (or a weighted sum of such decays). In Fig. 3.3 the sequence can be seen schematically.

![Figure 3.3: CPMG pulse sequence. The separation between the successive 180° pulses, or equivalently, the separation between echoes, is the so-called echo time \( t_E \). It is twice the separation between the 90° and the first 180° pulse.](image)

In non-exchanging systems, assuming a perfectly homogeneous static magnetic
field, the particular choice of $t_E$ has no effect on the value of $T_2$ obtained and it is therefore selected on the basis of experimental convenience. In the following treatment we will assume the perfect homogeneity of $B_0$. We will shift to the next section the discussion of the effect of inhomogeneous fields, and the convenience of choosing short echo times will become clear. Therefore, we are in the situation in which the echo time does not play any role in the determination of relaxation times in system in the absence of exchange. However, if the nuclei involved are exchanging between two different sites, under appropriate experimental conditions the observed value of $T_2$ from CPMG experiment will exhibit a variation with the value of $t_E$ used.

When a nucleus jumps from one site of type $A$ to a site of type $B$, the nuclear precessional frequency changes from $\omega_A$ to $\omega_B$, and the dephasing rate changes correspondingly for that nucleus. When the CPMG pulse separation $t_E$ is small enough, compared to the mean exchange lifetime, $\tau = k_{ex}^{-1}$, the irreversible dephasing resulting from the exchange is negligible and the observed $T_2$ value is [Jen1]:

$$\lim_{t_E \to 0} T_2^{-1} = \frac{(T_{2A} + T_{2B})}{2T_{2A}T_{2B}} + \frac{k_{ex}}{2} - \left[ \left( \frac{(T_{2A} + T_{2B})}{2T_{2A}T_{2B}} + \frac{k_{ex}}{2}(p_B - p_A) \right)^2 + k_{ex}^2 p_A p_B \right]^{1/2}$$

(3.20)

This result does not involve the chemical shift.

On the other hand, if $t_E$ is large compared to $\tau = k_{ex}^{-1}$, all the nuclei will have exchanged many times between two pulses, thereby undergoing the maximum additional irreversible dephasing so that the total observed $T_2$ is a lower limit [Jen1]:

$$\lim_{t_E \to \infty} T_2^{-1} = \frac{(T_{2A} + T_{2B})}{2T_{2A}T_{2B}} + \frac{k_{ex}}{2} - \Gamma$$

(3.21)

where

$$\Gamma = \Re \left[ \left( \frac{(T_{2A} + T_{2B})}{2T_{2A}T_{2B}} + \frac{k_{ex}}{2}(p_B - p_A) \right)^2 - \frac{\Delta \omega^2}{4} + k_{ex}^2 p_A p_B \right. + i\Delta \omega \left( \frac{(T_{2A} + T_{2B})}{2T_{2A}T_{2B}} + \frac{k_{ex}}{2}(p_B - p_A) \right) \right]^{1/2}$$

Such a change in the transverse relaxation time as function of the pulse separation is usually referred to as relaxation dispersion or Luz-Meiboom dispersion [Sob2]. This problem has been largely studied and there exists abundant literature. In all the cases the problem is treated from the abovementioned solutions of the Bloch-McConnell equations for one pulse (eqn. (3.11)). Luz and Meiboom first predicted
that $T_2$ measured with a train of echoes in a system governed by exchange depends on the echo separation [LM2]. However, they have presented a derivation with many restrictive assumptions. Allerhand and Gutowsky have extended the model, providing an elegant solution focused on closed formulas for relaxation times that were amenable to manual calculations [AG1, AG2]. In order to obtain such formulas, they assumed a system with two sites having the same inherent $T_2$, i.e. $T_{2A} = T_{2B} = T_2^0$. The most important result in their work is that the echo envelope decay will be non-exponential, but for most circumstances of experimental interest the decay is essentially exponential. Few years later, Carver and Richards have removed the limitation, providing closed formulas for the observed relaxation time, in the general form [CR]:

$$T_2 = T_2(T_{2A}, T_{2B}, k_{ex}, p_A, p_B, \Delta \omega, t_E) \quad (3.22)$$

They also found out, numerically evaluating their model, that for most experimentally accessible systems the decay is exponential.

The general solution is based on that presented by Allerhand and Gutowsky. The key resides in recognizing that the effect of a $180^\circ$ pulse in the CPMG sequence is to invert the sense of precession of the nuclear spins. Employing the vectorial notation for the solution after a pulse (eqn. (3.11))

$$\mathbf{M}^+(t) = \mathbf{A}(t)\mathbf{M}^+(0) \quad (3.23)$$

where $\mathbf{A}$ is the matrix defined in (3.12) and

$$\mathbf{M}^+ = \begin{pmatrix} M_A^+ \\ M_B^+ \end{pmatrix}$$

the signal at different times, expressed as $S(t) = M_A^+(t) + M_B^+(t)$ can be calculated for the times marked in Fig. 3.4 by means of:

1. $\mathbf{M}^+(0)$
2. $\mathbf{M}^+(t_E/2) = \mathbf{A}(t_E/2)\mathbf{M}^+(0)$
3. $\mathbf{M}^+(t_E/2) = \mathbf{A}^*(t_E/2)\mathbf{M}^-(0)$
4. $\mathbf{M}^+(t_E) = \mathbf{A}(t_E/2)\mathbf{A}^*(t_E/2)\mathbf{M}^-(0)$
5. $\mathbf{M}^+(3t_E/2) = \mathbf{A}(t_E/2)\mathbf{A}(t_E/2)\mathbf{A}^*(t_E/2)\mathbf{M}^-(0)$
6. $\mathbf{M}^+(3t_E/2) = \mathbf{A}^*(t_E/2)\mathbf{A}^*(t_E/2)\mathbf{A}(t_E/2)\mathbf{M}^+(0)$
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\[ M^+(2t_E) = A(t_E/2)A^*(t_E/2)A^*(t_E/2)A(t_E/2)M^+(0) \]

\[ \text{Figure 3.4}: \text{CPMG sequence only for the first two echoes. The numbers are related with the points successively calculated by expanding the solution of Bloch-McConnell equations for a single pulse.} \]

In that way, solving recursively they have arrive to the close formulas for the echoes envelope decay. Although they have arrived to a bi-exponential solution we reproduce here only one of the \( T_2 \) expressions, that which they have remarked as describing the most experimentally accessible systems. Then,

\[ T_2 = -t_E/\ln(\Lambda_1) \quad (3.24) \]

where \( \Lambda_1 \) is a complicated function of all the exchange parameters:

\[ \ln(\Lambda_1) = -\frac{t_E}{2} + \ln \left[ (D_+ \cosh^2(\xi_+) - D_- \cos^2(\eta_-))^\frac{1}{2} + (D_+ \sinh^2(\xi_-) + D_- \sin^2(\eta_+))^\frac{1}{2} \right] \]

with the complementary definitions:

\[ 2D_\pm = \pm 1 + 2(\pm 2\Delta\omega^2)/(\pm 2 + \zeta^2)^{1/2} \]

\[ \xi_\pm = \left( t_E/\sqrt{2} \right) \{ \pm[+] + (\pm 2 + \zeta^2)^{1/2} \} \]

\[ \eta_\pm = \left( t_E/\sqrt{2} \right) \{ \pm[-] + (\pm 2 + \zeta^2)^{1/2} \} \]

\[ = \sigma_-^2 - \Delta\omega^2 + 4k_Ak_B \]

\[ \eta = 2\Delta\omega\sigma_- \]

\[ \sigma_- = (1/T_{2A} - 1/T_{2B} + k_A - k_B) \]

\[ \sigma_+ = (1/T_{2A} + 1/T_{2B} + k_A + k_B) \]
In independent works, J. Jen has also encountered that the envelope of the CPMG train has a nearly exponential behavior, except for the first few echoes, first for the two-site case [Jen1], later extended to the more general multi-site exchange case [Jen2].

In Fig. 3.5 simulated curves based on eqn. (3.24) are presented, in order to show the $T_2$ dependence on $t_E$, for two different examples. In both cases it was assumed $T_{2A} = T_{2B} = 2$ s and $\Delta \omega/2\pi = 1290$ Hz. In Fig. 3.5A, the curves have been simulated with $p_A = 0.7$; different curves correspond to different values of $k_{ex}/\Delta \omega$. In Fig. 3.5B, the relative value $k_{ex}/\Delta \omega$ was set to be 0.1 and different curves were obtained varying $p_A$. It can be clearly seen how the $T_2$ value decays continuously between the two limiting values presented in eqns. (3.20)-(3.21). Notice that, for fixed populations (case (A)) even in slow exchange ($k_{ex}/\Delta \omega = 0.1$) $T_2$ changes about two orders of magnitude. On the other hand, at slow exchange (case (B)) a little amount of the substance $B$, i.e. $p_A$ changing from 1 to 0.95, also produces a change about two orders of magnitude in the relaxation time. As a result, $T_2$ is very sensitive to changes in population as well as exchange rate in a CPMG experiment.

![Figure 3.5: $T_2$ vs $t_E$ simulated for different situations. (A) $p_A = 0.7$ and $k_{ex}/\Delta \omega$ varying from 0 to 0.9. (B) $k_{ex}/\Delta \omega = 0.1$ with $p_A$ ranging from 0.55 to 1. In both cases $T_{2A} = T_{2B} = 2$ s and $\Delta \omega/2\pi = 1290$ Hz.](image)
3.2 Chemical Exchange in Aqueous Hydrogen Peroxide Solutions

3.2.1 Previous Works

As mentioned above, aqueous hydrogen peroxide solutions present proton exchange between H$_2$O$_2$ and H$_2$O [ALM], and can be represented schematically by means of the general scheme shown in eqn. (3.4), associating the site $A$ with water molecules and $B$ with hydrogen peroxide molecules. Stephenson et al. have reported measurements where both peaks could be observed separately at concentrations below 0.2 % v/v at 400 MHz Larmor frequency. The area of the hydrogen peroxide peak in the slow exchange regime, and the dependence of the single peak position on H$_2$O$_2$ concentration in the fast exchange case were used by the authors to follow a homogeneously catalyzed hydrogen peroxide decomposition [SB]. This method presents the necessity of knowing the exchange regime of the sample at any time during calibration and reaction. That requirement represents a weakness due to the fact that, as mentioned in the last section, in the slow exchange regime and at low concentrations, the peak corresponding to protons in the H$_2$O$_2$ molecule is both lower in intensity and broader than the peak produced by protons in water. If $p_A \gg p_B$, the resonance at $\omega_B$ may be undetectable, making it very difficult to discriminate between fast and slow exchange. In addition to the problem at small concentrations, the method cannot be implemented in the case of heterogeneous catalysis due to the field disturbances produced by the presence of a porous medium containing metal.

On the other hand, the $T_2$ dependence on echo time in CP (Carr-Purcell) and CPMG experiments has been largely used in a wide range of applications:

- In the determination of the number of water molecules involved in the proton-transfer between trimethylammonium ion and trimethylamine in aqueous solutions [LM2].

- To investigate the hindered internal rotation of N,N-dimethyltrichloroacetamide (DMTCA) and dimethylcarbamyl chloride (DMCC) as a function of temperature [AG1].

- To determine the temperature dependence of the proton exchange time in water enriched at 4 % $^{17}$O [KP].
• To study the relaxation patterns in tissues and relaxation mechanisms in protein solutions [BR, ZGA].

• In biomolecular dynamics, in order to characterize microsecond to millisecond dynamics in recognition and catalysis, [Akk, PKL].

The main goal of this work is to make use of this property to monitor the reaction evolution during the heterogeneous catalyzed hydrogen peroxide decomposition (eqn. (1.1)).

### 3.2.2 $T_2$ vs. echo time in Bulk Samples

In 3.1.2 the echoes envelope in a CPMG experiment performed in a liquid presenting exchange has been described. For the sake of clarity, it was supposed a perfect homogeneous static magnetic field. However, in a more realistic situation, the field must be considered inhomogeneous. Due to translational Brownian diffusion the spins move in space, and in presence of inhomogeneities, experience a time-dependent magnetic field. Because their Larmor frequency is slightly different in the intervals between pulses, the refocusing of partial magnetization is not perfect at times $nt_E$ and the amplitudes of the echoes is lower than expected by solely relaxation mechanisms. Then, the transverse relaxation rate (the inverse of the relaxation time) extracted from a CPMG experiment, in a liquid sample, consists in an addition of two terms, $1/T_2 + f_D$. The former term contains all the information about the relaxation mechanisms themselves while the latter includes the effects of an inhomogeneous static magnetic field:

$$f_D = \frac{1}{12} \gamma g^2 D t_E^2$$  \hspace{1cm} (3.25)

where $g$ is the average local gradient field, and $D$ is the self-diffusion coefficient of the liquid. In a general manner, it is useful to write the full equation for $T_2$ with all the variables involved in a generalized way, in the case of a liquid sample presenting two-site exchange,

$$T_2^{-1} = T_2^{-1}(T_{2A}, T_{2B}, k_{ex}, p_A, p_B, \Delta \omega, t_E) + \frac{1}{12} \gamma g^2 D t_E^2$$  \hspace{1cm} (3.26)

At this stage it is convenient to accommodate the variables according to our problem. The relative populations, as mentioned, are related by $p_A + p_B = 1$. On the other hand, associating the hydrogen peroxide molecules with the site $B$, we can write
the concentration of H₂O₂ in water as \( C = p_B \). Then, the above equation can be written,

\[
T_2^{-1} = T_2^{-1}(T_{2A}, T_{2B}, k_{ex}, C, \Delta \omega, t_E) + \frac{1}{12} \gamma g^2 D t_E^2
\]  
(3.27)

In absence of exchange (in water, for instance) \( T_2 \) is independent of \( t_E \) as can be seen from the curves corresponding either to \( k_{ex}/\Delta \omega = 0 \) in Fig. 3.5A or \( p_A = 1 \) in Fig. 3.5B. Then, performing CPMG experiments for different echo times, the average deviation from a constant \( T_2 \) can be fully associated with the effect of molecules diffusing through a inhomogeneous field. On the other hand, in case of samples presenting exchange, both terms are echo time dependent and the effects are superimposed (eqn. (3.27)).

In order to observe the \( T_2 \) dependence on \( t_E \) in aqueous hydrogen peroxide solutions, a series of experiments was performed in bulk samples, for different concentrations of H₂O₂ diluted in water but keeping the total amount of liquid as well as the sample position relative to the resonator coil unchanged, to avoid unwanted variations in magnetic susceptibilities. The samples consisted of a 7 mm inner diameter tube filled with 1.1 ml of liquid. The different bulk samples were obtained by mixing distilled water (CHRO-MASOLV Plus, Sigma-Aldrich), with hydrogen peroxide 30 % by weight (Riedel-deHaen). The measurements were performed on a Bruker DSX200 spectrometer at a proton Larmor frequency of 200 MHz equipped with a 10 mm ID r.f. coil. The temperature of the experiments was set to 19°C.

**Figure 3.6**: Transverse relaxation time corresponding to bulk samples, for different concentrations of H₂O₂ diluted in water. (A) \( T_2 \) vs. \( t_E \) presenting the features expected in samples presenting exchange (see Fig. 3.5). (B) \( T_2 \) vs. concentration at fixed echo time, \( t_E = 600 \mu s \)
Figure 3.6A shows $T_2$ vs $t_E$ with concentrations being indicated in % v/v. While the curve corresponding to $C = 0$, i.e. pure water, shows a slight dependence on $t_E$ as a consequence of the static field inhomogeneities (maximum change $\approx 10\%$ in the $t_E$ range shown), the transverse relaxation time shows a much more pronounced variation when $t_E$ increases at fixed concentration. It clear results that any effect of inhomogeneities is minor compared to the effect of exchange. For every concentration the transverse relaxation time reaches a plateau at $t_E \sim 600\mu s$. Beyond that echo time, the maximum difference in $T_2$ for different concentrations is observed as well. It means that fixing $t_E > 600\mu s$ it is possible to differentiate concentrations from measuring $T_2$. In theory every value is equivalent, but shorter values are preferred in order to reduce the effect of diffusion (see eqn. (3.25)). Figure 3.6B shows the relaxation time values obtained at $t_E = 600\mu s$ extracted form Fig. 3.6A as function of concentration. Notice that even at small concentrations (0.1 % v/v) the effect of exchange is clearly distinguishable from the pure water case.

3.3 Monitoring a Catalyzed $\text{H}_2\text{O}_2$ Decomposition

3.3.1 Monitoring the Decomposition by means of $T_2$ Measurements

Before using the concentration dependence of $T_2$ presented in Fig. 3.6B to follow the evolution of a heterogeneous catalytic reaction, we must demonstrate that for the system under investigation (being representative for a heterogeneously catalyzed reaction and serving as a model for actual reactors), the sample peculiarities such as catalyst shape, metal content, internal magnetic field gradients and susceptibility effects, are minor so that it is viable to compare the values obtained during the reaction with those obtained in bulk samples.

The presence of a metal containing sample, i.e. the porous medium, disturbs the surrounding magnetic field and, consequentially, the relaxation time obtained from a CPMG experiment (eqn. (3.25)). That effect can be taken into account by replacing $g$ by a different, effective value of magnetic field gradient $g_s$ in eqn. (3.27). However, there is another effect, related with the reaction itself, which might affect $T_2$ by means of eqn. (3.27): the oxygen bubbles produced during the decomposition, and their effect on the diffusion coefficient. As it was described in the previous chapter, the effective diffusion coefficient [CCS] $D_{eff}$ in $z-$direction becomes dependent on
the reaction time, $t_r$. When the reaction starts it presents a value much larger than the bulk diffusion coefficient, decreasing while the reaction rate is becoming smaller. At the end of the decomposition process, when the reaction ceases, it corresponds to $D_0$, the diffusion coefficient of water in the presence of the catalyst.

Figure 3.7A shows the evolution of $D_{eff}/D_0$ during the reaction in the vicinity of the catalyst pellet, measured in the conditions explained in the previous chapter, continuously every 4 minutes for a period of 7 hours, the initial concentration of H$_2$O$_2$ being 5 % v/v.

![Graph A](image.png)

**Figure 3.7**: Effective diffusion coefficient and $T_2$ measured during decomposition in a solution of 5 % v/v H$_2$O$_2$ initial concentration, as function of reaction time. (A) Evolution of $D_{eff}/D_0$ during the reaction, measured in a defined closed volume in the vicinity of the catalyst pellet, continuously every 4 minutes for a period of 7 hours. (B) $T_2$ during the reaction, obtained from CPMG train with $t_E = 600 \mu s$. (the experiment was performed independently of the previous one). Although the values were obtained every 40 seconds, only a few points are shown for the sake of clarity.

Figure 3.7B presents the evolution of $T_2$ during the reaction, for an experiment
performed independently of the previous one, monitored every 40 seconds for a period of 7 hours by means of a CPMG train with $t_E = 600 \mu s$ (only a few points are shown for the sake of clarity). The setup is shown in the right-hand side of the figure, with the rectangle representing the coil’s sensitive volume. It is important to point out that there is no signal originating from inside the pellet because $T_2$ is too short. In our experiments $T_2$ inside the pellet is shorter than 600 $\mu s$, the echo time used in the CPMG train, so that a contribution can be safely neglected in the data analysis which excludes the first echoes.

Notice that the higher values of $D_{eff}^z$ correspond to the lower values of $T_2$. Considering the previous observations, the transverse relaxation time as a function of the reaction time $t_r$ yields:

$$T_2^{-1}(t_r) = T_2^{-1}(T_{2A}, T_{2B}, k_{eq}(t_r), C(t_r), \Delta \omega, t_E) + \frac{1}{12} \gamma g_s^2 D_{eff}^z(t_r) t_E^2 \quad (3.28)$$

In this equation, $g_s$ was assumed to be time independent. Although the effective value of the magnetic field gradient depends on the oxygen bubbles produced by the reaction, and thus on the reaction time, the effect is much smaller compared with the magnetic field gradients generated by the presence of metal within the porous medium itself (which is time independent), so that it can be neglected. As the reaction proceeds and consequently $D_{eff}^z$ decreases, the effect of the second term in eqn. (3.28) becomes smaller. At the same time, $C$ decreases continuously, resulting in an increase of $T_2$ (see Fig. 3.6), corresponding to a decrease of the first term. In other words, the stronger effect due to enhanced diffusion occurs at the beginning of the reaction, when the transverse relaxation time is smaller (then the term $T_2^{-1}$ due to only relaxation is larger); the decrease of the influence of the diffusion effect takes place at a later stage when the $T_2$ due to relaxation is larger (then $T_2^{-1}$ smaller). A compensation in the relative effect of the second respect to the first term in eqn. (3.28) is expected.

In order to determine how much the catalytic reaction differs from the bulk results (considering the abovementioned), the following experiment was performed: a set of identical liquid samples was prepared with 5 % v/v hydrogen peroxide concentration, and the same number of pellets was selected randomly. The reaction in every tube was started at different times, labelled as $t_{ni}, t_{(n-1)i}, ..., t_{1i}$ and the measurement was performed at times $t_{nf}, t_{(n-1)f}, ..., t_{1f}$, so each sample has reacted a period of time $t_r = t_{kf} - t_{ki}$, respectively (see Fig. 3.8). The measurement of each sample consisted of two parts: firstly, the tube with the pellets inside was
placed into the magnet with the reaction taking place, and $T_2$ was measured with a CPMG pulse sequence of a pulse separation $t_E = 600 \mu s$. Immediately following this first measurement (duration \(\simeq 40\) seconds) the pellet was removed from the tube and the liquid was shaken until complete removal of the bubbles was achieved, thus reproducing the identical conditions of the previously measured bulk samples. For these samples, $T_2$ was measured exactly with the same parameters. It is supposed here that all pellets are equivalent from the reaction point of view. This assumption was tested, measuring relaxation times for three different samples taken randomly, and the results between them were found to deviate by less than 2%. The plot in Fig. 3.8 shows both experiments for the complete set of samples. A difference between experiments can indeed be observed in every point, being more pronounced for longer $t_r$ or equivalently at lower concentrations, but always being less than 15%. Such effect is expected, because at the end of the reaction, the relaxation time must be that corresponding to the tube filled with water plus the pellet, slightly different from the value obtained having only the liquid ($T_2$ is about 2 s but the effect of the metal will be present in the result).

From the plot it can be concluded that diffusion effects on the measured relaxation times are generally negligible, so that $T_2$ is dominated by proton exchange during the heterogeneously catalyzed decomposition.

On the other hand, temperature is an important variable in liquids experiencing exchange. Although from Fig. 3.8 it is clear that $T_2$ remains almost unchanged when comparing the bulk measurements with those performed at the beginning of the reaction (when the reaction rate is higher, leading to a maximum production of heat per unit of time), a simple test was made to estimate the effect. A tube with 5 % v/v initial concentration was placed into the magnet together with a thermocouple. Then a pellet was introduced, starting a reaction with $T_2$ and the temperature being monitored for a few minutes. The maximum change in temperature was observed to be \(\sim 0.5\)°C. Removing the pellet the temperature slowly decreased until reaching the initial value, $T_2$ presenting during this period a change < 2%. This result confirms that the heat liberated during the reaction does not produce any observable change in the experiment.

In a further set of experiments, samples with different initial concentrations of hydrogen peroxide were measured. Three different tubes were prepared with the same set up as described above, i.e. identical tube sizes and amounts of liquid, with initial concentrations of 1, 3 and 5 % v/v, respectively. The relaxation time was
Figure 3.8: Experiment performed for testing the differences in $T_2$ during the heterogeneously catalyzed reaction from those values obtained in bulk samples. (TOP) The procedure is shown schematically. A set of tubes with different pellets was prepared and allowed to react for different periods. At certain time labelled as Measure, both values of $T_2$ were collected; one corresponding to the liquid reacting and the other one removing the pellet and stopping the reaction (i.e. equivalent to bulk samples). (BOTTOM) Both $T_2$ values plotted as function of reaction time.

Figure 3.9A shows the evolution of $T_2$ for all three samples, during 11, 5.5 and 3 hours, respectively, corresponding to the initial concentrations of 5, 3 and 1 %, once more in the presence of an Al$_2$O$_3$ pellet containing Cu. The initial $T_2$ is shorter for higher concentrations, and grows smoothly towards the value of the transverse relaxation rate corresponding to pure water with the porous medium submerged, which corresponds to 2100 $ms$ in these experiments. In Fig. 3.9B the results are presented in log – log scale in order to show that, in particular, $T_2$ initially follows the same dependence on reaction time for all three concentrations. As in the case of the experiments presented in Fig. 3.7, data were acquired once every 40 seconds, but for the sake of clarity only a few points are plotted.

Determining the relaxation time is a fast and reliable method and can be carried out with a relatively good time resolution during a decomposition. Its smoothly and continuous change during the reaction makes it a suitable indicator for the on-line
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Figure 3.9: $T_2$ as function of reaction time for three different initial concentrations, in presence of an $\text{Al}_2\text{O}_3$ pellet containing Cu, in lin−log scale (A) and log−log scale (B). Data acquired once every 40 seconds. Only a few point are shown.

monitoring of the reaction evolution. However, a reliable quantification cannot be made only by considering the relaxation time. If the plot shown in Fig. 3.6B is used as a calibration curve and $T_2$ values obtained during the decomposition are transformed into $\text{H}_2\text{O}_2$ concentration vs. $t_r$, the results do not correspond to the expected values. Such a transformation is presented in Fig. 3.10: notice that at the beginning, when the concentrations are expected to be smaller than 5, 3 and 1 % respectively due to the lapse of time taken until the first point was acquired, the resulting concentrations correspond to 5.7, 4.5 and 0.55 respectively.

It is important to remark that all the experiments presented above, involving decomposition, have been performed with different pellets, starting always with the same initial condition: the pellets were randomly chosen from a batch, and they were always dry before the experiments. A completely different behavior was observed when either re-using the pellets or starting with different initial conditions (these two items might be related, depending on the case). Figure 3.11 shows the result of
seven different experiments using the same pellet, doped with Cu. In all cases the decomposition was monitored during one hour, with initial 5 % \( \text{H}_2\text{O}_2 \) concentration. The first curve was obtained starting with the sample in the same initial condition than in previous experiments, i.e. new sample completely dry.

From 2\(^{nd}\) to 7\(^{th}\), the experiment was conducted in the following manner: after 1 hour of reaction, the pellet was removed from the liquid and submerged into a tube filled with water, where it was left for 20 minutes; then a new 5 % concentration solution was prepared and the reaction was started, representing the next experiment. In other words, the experiments are equivalent to those presented above, but using the same pellet, starting initially filled of water (except for the 1\(^{st}\)).

In Fig. 3.11A the seven experiments are presented together to allow a better comparison. An apparent progressive decrease of \( dT_2/dt_r \) is observed from experiment to experiment. However, after the sixth realization the differences in slope become undetectable, and further experiments with the same pellet will yield the same result, within a narrow error interval. The plot in Fig. 3.11B shows only the first 25 minutes of the reaction. Notice that, at the very beginning after the 2\(^{nd}\) realization, there is a decrease in \( T_2 \) which, in terms of Fig. 3.6B would represent an increase in the concentration. In a catalyzed \( \text{H}_2\text{O}_2 \) decomposition such increase is completely impossible. Moreover, the steady-state of the decomposition presents a succession increase-decrease-increase of \( T_2 \). In Fig. 3.11C \( T_2 \) vs. \( t_r \) is plotted in log scale and then, at least for times longer than those where the initial oscillations are present, \( d(\ln(T_2))/dt_r \) seems to be constant. From all the three plots it can be

---

**Figure 3.10:** \( \text{H}_2\text{O}_2 \) concentration as function of \( t_r \) obtained transforming \( T_2 \) vs. \( t_r \) values shown in Fig. 3.9 by means of \( T_2 \) vs \( C \) curve of Fig. 3.6B.
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concluded that both the water present within the pellet at $t_r = 0$ and the successive use of the same sample considerably affect the results.

In order to decouple these effects more experiments were needed, monitoring the reaction of a pellet new and initially dry (i), a second pellet new but pre-saturated with water (ii), and the same pellet used 7 times before, but two weeks later (iii). The results are shown in Fig. 3.11D, where the inset plot represents the first 25 minutes. Comparing (i) and (ii) it can be concluded that the water within the pellet before the reaction starts is related with the decrease of $T_2$ at small $t_r$’s. On the other hand, from (i) and (iii) (both initially dry) it is clear that when using the sample for decomposing H$_2$O$_2$, some irreversible changes occur within the porous medium.

Given the new behaviors observed, it was necessary to repeat the tedious experiment shown in Fig. 3.8, now employing a re-used pellet. In order to have a highly

---

**Figure 3.11:** (A) Seven different equivalent experiments using the same pellet. (B) First 25 minutes of the reaction. (C) $T_2$ vs. $t_r$ in log-scale. (D) Three equivalent experiments performed in the following conditions: (i) a new pellet initially dry, (ii) a new pellet pre-saturated with water and (iii) the same pellet used in (A)-(C), but two weeks later. The inset plot represents the first 25 minutes.
reliable results, 20 different pellets with their respective tubes were employed. All of them were put to react 8 times before the measurement, paying special attention in that they finish the 8th reaction just before starting the decomposition which was going to be measured. The whole preparation consumed more than 30 hours, finally resulting in the same experiment than that shown in Fig. 3.8 (and detailed in the text following the figure) with each pellet in the steady-state. The results are summarized in Fig. 3.12

![Diagram](Figure 3.12)

**Figure 3.12:** Experiment performed to see whether the pellet has influence in the T2 oscillatory behavior at small t_r’s. The procedure was analogous to that presented in Fig. 3.8, with an extra item: previous to every sample preparation, the pellets were used 8 times to decompose 5% of H2O2. Both T2, with the reaction going on and the corresponding bulk value obtained by quickly removing the pellet are plotted as function of reaction time. The inset plot show the first 3 hours in detail.

From the results it is clear that the decrease in relaxation time is independent of the presence of the catalyst particle. Despite some small differences, which might be associated with the fact that removing the pellet takes a time while the reaction continues, the bulk samples follow the same trend as the reacting samples. Notice that the first bulk measurement does not have any corresponding reacting point. That point was measured alone, to have a well defined starting T2 value, and was associated to t_r = 0.

Once it was proven that it is still possible to compare the relaxation times during
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the reaction with the bulk values, longer experiment were carried out. Figure 3.13A shows 15 hours of $T_2$ evolution corresponding to the case presented in Fig. 3.11D (iii). Even when the decrease in $T_2$ represents a very small fraction of its total range of variation, transforming the data into concentration by means of the calibration curve (Fig. 3.6B) leads to an apparent increase in concentration of about 50% (see Fig. 3.13B).

![Figure 3.13](image)

**Figure 3.13:** (A) $T_2$ vs reaction time during 15 hours of decomposition where a re-used pellet has been employed as catalysts. (B) H$_2$O$_2$ concentration as function of reaction time, obtained transforming the curve shown in (A) by means of Fig. 3.6B. (C) $T_2$ vs $t_r$ during 15 hours from two experiments performed independently with a new pellet in one case and the pellet re-used in the other case.

Although the information given by monitoring the relaxation time cannot be directly translated into concentrations, some information about relative reaction rates can be extracted. In Fig. 3.13C the curves corresponding to 15 hours of decomposition are plotted, in the case of employing as catalyst either a new pellet or that pellet used many times before. For the reaction itself, it is expected to obtain only water when it has ceased. Therefore the final $T_2$ value must coincide
independently of the catalyst. Based on that, from the plot it can be concluded that there is a reduction in the catalytic activity as the pellet is re-used; in the former case the liquid has almost reached the expected final relaxation time after 6 hours of reaction, while in the other case, even after 15 hours the value is perceptible below.

At this stage, no more information about the decomposition than just the total time taken for the liquid to reach the expected final $T_2$ value, can be extracted. It could be still useful, for example, to test the efficiency of catalyst particles impregnated with different amount of metals, different metals, sizes or even geometries. Nevertheless, it represent a global information, while the more detailed information related with the time evolution of the reaction remains unaccessible within the shape of the $T_2$ vs. $t_r$ curves.

### 3.3.2 The pH as an Independent Quantity

In the previous treatment it was stated that, for the system under investigation, $T_2$ shows a remarkable dependence on relative populations, i.e. $H_2O_2$ concentration, and exchange rate (or its inverse, the average lifetime). It has been also pointed out that the temperature is another important parameter to control, in order to get reliable results. The sample temperature enters into the problem via the exchange rate, which is normally affected by changes in the thermal conditions. On the other hand, Anbar et al. have found, in their work on equilibrium reactions in aqueous hydrogen peroxide solutions, that pH is another variable which strongly affects the exchange rate [ALM]. They have reported a completely different behavior on the exchange rate depending on whether the solution is in the range of pH $< 4$ (acidic) or pH $> 5$ (basic). The values within $4 < \text{pH} < 5$ represent a transition interval between basic and acid regions.

A set of bulk samples was prepared in order to explore the pH dependence on concentration. Figure 3.14A shows the results, obtained at room temperature, by means of a pH-meter equipped with a glass-body electrode, with single junction (Hanna Instruments). Notice that the pH values monotonically decreases when concentration increases. By means of the $T_2$ vs. $C$ curve shown in Fig. 3.6B it can be transformed into a $T_2$ vs pH plot (Fig. 3.14B). In our experiments we have started with 5 % $H_2O_2$ conc. and finished with water. It means that during the decomposition the liquid crosses the transition region corresponding to $4 < \text{pH} < 5$. However, no extra effects might be expected, $a\ priori$, when transforming the relaxation times
3.3. Monitoring a Catalyzed H$_2$O$_2$ Decomposition
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**Figure 3.14**: (A) pH vs. $C$ obtained from a set of bulk samples at room temperature. (B) T$_2$ vs. pH obtained from the combination of (A) and Fig. 3.6B.

The argument can be summarized as follows. Given a liquid sample with certain concentration, it will have a T$_2$ value associated, but also a pH value. Now the liquid is decomposed for a certain period of time and the reaction is stopped. The new concentration will have another T$_2$ value but also the corresponding pH value. On the other hand, the full information is already contained in the plot of Fig. 3.6B. In other words, that plot can be seen now as (pH, T$_2$) vs. C plot rather than only a T$_2$ vs. C. Based on that, a transformation or translation of T$_2$ into Concentration would not produce any extra effect, as for example, the oscillation at the beginning of the reaction.

Nevertheless, although the previous argument sounds reasonable, its validity depends on the assumption that the reaction does not have any effect on the liquid’s pH value, except for that accompanying the change in concentration. It is supposed that the reaction, just transforms the pair (pH, T$_2$) related to the initial concentration, into that pair corresponding to the final concentration. Or, equivalently, it supposes that every reaction should follow the path shown in 3.14B in a plot T$_2$ vs. pH with the time as a parametric variable.

There is a strong argument against that supposition: the complexity of the interaction between the liquid and the metal and metal oxides at the catalytic surface. The interaction, and then the products of the decomposition, depend on variables as type of metal, its concentration, different metal oxide species and their distribution, geometry of the pore space, and the mechanism of decomposition itself. As a
result, it cannot be supposed that under a catalytic decomposition, any given H$_2$O$_2$ concentration is directly connected with an unique (pH, $T_2$) pair. In order to test that conclusion in our system, a simple and short experiment was performed: a tube with 5 % H$_2$O$_2$ bulk concentration was placed into the magnet and $T_2$ was monitored during 2 hours. When the equilibrium temperature was reached (due to differences between room and magnet temperature, it normally takes $\sim$ 1.5 h) the pH value was measured, without moving the tube from the magnet, giving pH = 4.05 ± 0.02. Then the pellet was introduced for a period of 2 minutes, and removed quickly. The pH was measured once again, this time yielding pH = 4.32 ± 0.02.

![Figure 3.15](image)

**Figure 3.15:** Experiment performed to observe the extra change in pH produced by the pellet. The vertical line indicates the reaction starting point. Previously, the bulk sample was allowed to reach thermal equilibrium inside the magnet. Then the pellet was introduced and the reaction started.

In Fig. 3.15 the results are plotted, with the reaction starting point marked. After it has been reacted 2 minutes, $T_2$ fell down from 27.2 ms to 13.1 ms with the corresponding increase of pH in $\Delta$pH = 0.27. This clearly indicates that the presence of the pellet itself generates a change in pH and $T_2$ which does not have any relation with those values expected from Fig. 3.14B. It is important to remark that the difference in $T_2$ during the first 1.5 h is related with the difference in $\sim$ 5° between the laboratory and the magnet. The pellet reacting changed the temperature by
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$\sim 0.5^\circ$, but 20 minutes after it was removed, the thermal equilibrium was reached again with no appreciable change in $T_2$, as can be seen from the right part of the plot.

At this stage, and due to the fact that all the variables mentioned above, some of them possible to control (type of metal and, somehow, concentration) but others impossible to quantify (as porous geometry or distribution of metal oxides), it is convenient to attack the problem in a more general way. It was decided to treat the concentration and pH as independent variables. It is possible to observe experimentally the influence of both variables in $T_2$ for bulk samples, considering

$$T_2 = T_2(T_{2A}, T_{2B}, k_{ex}(pH), C, \Delta \omega, t_E)$$

(3.29)

Varying the relative populations and pH of the samples, and keeping all the other variables fixed, it would be possible to have a 2-D experiment rendering the surface $T_2 = T_2(pH, C)$. Such surface would represent all the possible H$_2$O$_2$ states. In a reaction condition, the global effect of all the uncontrolled variables will arise as the manner in which they connect the independent variables accessible for monitoring, as pH and $T_2$, resulting in a much more reliable on-line quantification of the H$_2$O$_2$ concentrations.

In order to carry out the experiment in a highly precise manner, the H$_2$O$_2$ concentration of the reservoir was determined by means of titration with standardized KMnO$_4$, and each $\mu$-pipet used for preparing the bulk samples was calibrated in at least 3 different volumes. By means of a thermocouple it was checked that even under wide differences in room temperature the sample inside the magnet was always at 19°C. The whole experiment consisted on the following steps:

1. A given concentration was prepared by carefully mixing the necessary amounts of H$_2$O$_2$ and pure water.
2. The tube with the sample was then placed into the magnet.
3. During a period of time between 1 and 2 hours $T_2$ was monitored in order to observe with high precision, when exactly the sample was in thermal equilibrium. Once in equilibrium, $T_2$ was measured for different echo times.
4. The sample was removed from the magnet, and pH was determined.
5. A small drop (typically a few $\mu$l) of either H$_2$SO$_4$ or NaCl at different concentrations was added to decrease or increase the pH value respectively. The tube was placed back into the magnet. The procedure was done as fast as possible in order to avoid temperature changes of the sample.
(6) The steps (3)-(5) were repeated, now consuming less time in the step (3), depending on how fast the steps (4) and (5) could be done. The repetitions were made until covering, for a given $C$, pH values ranging from $\sim 3.5$ to $\sim 10$

(7) The process (1)-(6) was repeated for different concentrations.

It must be remarked that the pH meter was calibrated periodically during the experimental time (typically every approx. 5 hours). Different concentrations of the base and the acid were used in order to limit the number of drops, keeping then the $\text{H}_2\text{O}_2$ concentration within 2% of the original value. All the samples consisted of 1.75 ml of solution.

In that way a set of 120 samples were measured. Figure 3.16A shows $T_2$ vs. pH for concentrations $= 0 - 0.1 - 0.25 - 0.5 - 0.75 - 1 - 2 - 3 - 4 - 5 - 6 \%$ v/v. Notice that for water ($C = 0$) there is no change as pH changes, as expected. A considerably small concentration of $\text{H}_2\text{O}_2$ (0.1%), on the contrary, is enough to produce an appreciable dependence on pH. The experiments were not continued beyond $C = 6 \%$ because at that concentration, the difference with, for example $C = 5 \%$, was about 6 ms (in the whole pH range until the curves coalesce), and it was expected to be closer for the other curves, thus experimentally difficult to differentiate.

![Figure 3.16](image)

**Figure 3.16**: Results of the $T_2$ and pH measurements performed in bulk samples at different concentrations. (A) $T_2$ vs. pH for curves at constant concentrations: 0.1, 0.25, 0.5, 0.75, 1, 2, 3, 4, 5 and 6 % v/v. The curve which does not present change corresponds to water, i.e. $C = 0$. (B) A surface obtained from (A) by performing a 2D interpolation. That surface represents all the possible $(C, \text{pH}, T_2)$ states of $\text{H}_2\text{O}_2$.

For the concentrations covered in that experiments, the curves present an oscil-
latory behavior, reaching the maximum $T_2$ value in the interval $4.5 < \text{pH} < 5.5$. It follows a decay after which all of them coalesce in a unique curve. That curve acts as a "barrier", separating the possible $(\text{pH}, T_2)$-states on the left from the forbidden $(\text{pH}, T_2)$-states on the right side. A few points measured with $\text{pH} < 4.5$ suggest that a similar behavior might be expected in case of extending the range to lower values (except perhaps for the point corresponding to $C = 0.1\%$).

The plot shows all the possible $(\text{pH}, T_2)$-states at the particular temperature set for the experiments. In case of having a bulk sample with unknown concentration, one can measure pH and $T_2$, placing then the point into the plot. An $\text{H}_2\text{O}_2$ concentration can be assigned to the sample by choosing that $C$-curve which includes the point. Figure 3.16B shows a surface obtained by means of a 2-D interpolation (with a piecewise cubic interpolation). The accuracy in determining a concentration depends on the local shape of the curves at the particular $(\text{pH}, T_2)$ values. In our experiments $T_2$ was acquired with high precision, checked in many cases by repeating the measurement several times and calculating the standard deviation. We can safely assume that, for the case of bulk measurements, the error in $T_2$ is always less than 3%. The pH measurements, on the other hand, depend on the device used. In the experiments performed here, the measurements were really stable, with typical errors of $\pm 0.02$. Nevertheless, that corresponds to the inherent error of the apparatus, but usually there are other error sources. By measuring several times different samples in a wide range of pH values, it was found out that it is safer to assume an accuracy of $\pm 0.05$.

With those estimations, the error in $C$ can be extracted directly from the curves presented in Fig. 3.16. In general, for $C$ lower than 1% v/v, the accuracy is rather high from pH=5 until the curves become indistinguishable. For instance, the point corresponding to the pair $(\text{pH}, T_2) = (5.5, 275 \text{ ms})$ gives $C = (0.75 \pm 0.02) \% \text{ v/v}$. On the other hand, the pair $(\text{pH}, T_2) = (5.15, 16.7 \text{ ms})$ gives $C = (4 \pm 0.1) \% \text{ v/v}$. The closer the point measured to the "barrier", the lower the accuracy. Within the barrier, it is impossible to distinguish between different concentrations.

All what has been said here lays on the assumption that the temperature is the same for every point in the curves. In the bulk experiments much care was taken to fulfill the condition, due to the fact that different positions in the surface have different "sensibility" with respect to changes in temperature.
3.3.3 Monitoring the Reaction by means of Simultaneous pH and $T_2$ Measurements

In the discussion presented above, it was pointed out that the plots in Fig. 3.16 univocally represent all the possible states of aqueous hydrogen peroxide solutions. All the others inaccessible variables related with the catalyst itself can be studied, then, by observing the effect they produce in pH and $T_2$. In every single catalyzed decomposition, those "hidden" variables will lead to a different path in the space (pH,$T_2$). By means of the procedure mentioned above, those paths can be transformed into a $C$ vs. $t_r$ plot, allowing thus comparisons between different catalyst in terms of metal content, porosity, etc. In order to illustrate the method, in this section we will present such procedure applied to the Cu-catalyst previously described in this chapter. However, in view of the possibility of monitoring the reaction until concentrations much lower the 0.1 % v/v, some modifications were made in the setup. In the interpretation of Fig. 3.8 it was remarked that the final stages of the reaction will be affected by the presence of the pellet. While $T_2 \sim 2.3 \text{ s}$ in our bulk experiments, when measuring close to the catalyst particle, that value is $T_2 \sim 2.1 \text{ s}$. That difference of about 200 ms would lead for instance, in case of having pH = 7.2, to a minimum $C \sim 0.01 \text{ % v/v}$, while for pH = 6, to $C \sim 0.02$. Although those values present a relatively high accuracy, it is possible to diminish the effect of the metal containing sample by a simple modification in the layout. In previous experiments, the sensitive volume of the coil was placed to be aligned with the center of the pellet. A new experiment was performed, consisting on moving the tube down (or equivalently the center of the sensitive volume up) step by step and comparing the relaxation times to the bulk value, in order to directly observe how much the pellet affects the results. Figure 3.17 shows the curves obtained, with a simple scheme in the right hand side of the plot (height of liquid and size of the pellet are not to scale).

The first curve (open circles) represents the $T_2$ values of bulk water with the middle of the coil’s sensitive volume ($\sim 1.2 \text{ cm}^3$) aligned with the center of the virtual position of the pellet. The decay observed is, once more, due to the difference between the room and magnet temperature. Once the equilibrium was reached, the value had a dispersion of $\pm 10 \text{ ms}$. In that condition, the pellet was introduced, and several experiments were performed to be sure the temperature was stable. Then, step by step, the tube was moved down, 3 mm each step, and $T_2$ was monitored.
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Figure 3.17: Plot showing the effect of the catalyst in $T_2$ at different heights relative to the coil’s sensitive volume. When the distance is 12 mm, the relaxation time of water with and without the catalyst are similar.

The gray squares represent the values for every set of measurements. The last step corresponds to the center of the coil at 12 mm from the center of the pellet. Then the particle was carefully removed, and $T_2$ was monitored again to compare (open squares). The values agree within 10 ms, resulting in a minimum possible $C$ to be obtained accurately about 0.001 % v/v for $\text{pH} = 7.2$ and 0.005 % v/v with $\text{pH} = 6$. It represents a factor of 10 and 4, respectively, compared to the minimum values possible to identify measuring closer to the catalyst particle. Notice that, in calculating the lowest $C$ experimentally accessible, we were not concerned with temperature, but just used the $T_2$ accuracy. This absence is completely reasonable due the fact that at those concentrations the reaction rate is much lower than at the very beginning, so $\Delta T \ll 0.5^\circ\text{C}$ can be assumed.

With the new setup, several experiments including reactions were made to test the accuracy with the bubbles disturbing the liquid. The experiments always consisted of allowing a given $\text{H}_2\text{O}_2$ concentration to reach the equilibrium temperature, and starting a reaction for circa 10 minutes. Then the $T_2$ was measured, the pellet removed smoothly, and a new $T_2$ value was acquired. The results (not shown) for all the combination of $C$ and pH explored, were always below 5 %, i.e. $e_{T_2}/T_2 < 0.05$, where we have denoted with $e_{T_2}$ the difference between the relaxation times with and without reaction.

After all the test concerning the accuracy, a reaction with simultaneously mon-
itoring of pH and \( T_2 \) was planned. The experiment was carried out, as all the previous ones, in a Bruker DSX200 MHz device. Due to the impossibility of accessing to the tube with the pH-meter (mainly geometrical impediments but also perturbations of the electrodes produced by the high magnetic field), it was decided for the experiment to be conducted in the following manner:

1. A tube containing 5 % v/v initial \( \text{H}_2\text{O}_2 \) concentration was placed into the magnet and \( T_2 \) monitored until the equilibrium temperature was reached.
2. Then, the whole NMR probe containing the tube was quickly removed from the magnet, pH was measured (time estimated \( \sim 30 \) s), and the probe was returned to the magnet.
3. A Cu-pellet hanging by means of a tiny wire was dropped into the tube, through the open bore of the magnet. Thus the reaction started.
4. At certain \( t_r \), \( T_2 \) was measured (exp. time \( 40 \) s) and the pellet removed by carefully pulling the wire.
5. The whole probe was removed again and pH measured, as in (2).
6. The steps (3)-(5) were repeated many times for different \( t_r \) covering a total experimental time of 15.5 hours. Proceeding in this way made it impossible to observe the evolution of the reaction with the so-called new pellets (see Fig. 3.11), so the pellet was pre-used several times before starting the experiment. Figure 3.18A shows the evolution of pH during the experiment, while in Fig. 3.18B, \( T_2 \) vs. \( t_r \) is plotted in log-scale. Notice the oscillation in relaxation times at the very beginning, in contrast with pH, which increases monotonically in the whole experimental time. These two plots can be combined to obtain, at any \( t_r \), the pairs \((\text{pH}(t_r), T_2(t_r))\). Those pairs are plotted superimposed either onto the bulk \( \text{pH} - T_2 \) curves, in Fig. 3.18C or onto the interpolated surface in Fig. 3.18D. From the plot in (C) it can be seen that the initial point is placed just before the local maximum in the \( C = 5 \% \) curve, so few minutes after the reaction has started, the "geometry" of the space forces \( T_2 \) to decrease. Notice that, in combination with the increase in pH during this lapse of time, it gives a decrease of the concentration. The effect is better observed in (D): the concentration always decreases even when the path falls into the "valley". The combined information was transformed into \( \text{H}_2\text{O}_2 \) concentration by assigning the value of the corresponding curve closest to the successive \((\text{pH}, T_2)\) pairs, in the interpolated data. In order to obtain a measure for the accuracy, the error for every point was calculated numerically: the assignment of a concentration value was done not only to the pairs \((\text{pH}, T_2)\) but also to \((\text{pH} \pm e_{\text{pH}}, T_2 \pm e_T)\), where
3.3. Monitoring a Catalyzed $\text{H}_2\text{O}_2$ Decomposition

Figure 3.18: Results of an experiment where $T_2$ and pH were monitored simultaneously during 5% of $\text{H}_2\text{O}_2$ decomposing in the presence of a pellet doped with Cu. (A) pH vs. $t_r$. (B) $T_2$ vs. $t_r$. (C) $T_2$ vs. pH plotted superimposed onto the bulk curves corresponding to different concentrations. (D) The information of $T_2$ and pH plotted as a path in the surface $(C, \text{pH}, T_2)$

$e_{\text{pH}}$ was taken to be 0.05 and $e_{T_2}/T_2$, 5%. Thus, the effect of the surface details in different regions when the data fluctuate can be taken into account. This procedure is similar to the standard error dispersion calculation, here made numerically.

Figure 3.19 presents the results of the transformation. In the left-hand plot, $C$ vs. $t_r$ is shown, with a pronounced fluctuation in $C$ as well as its error, highlighted. The plot into the right-hand side is included in order to show in which region of the plane pH – $T_2$ the data pair is located. Those points are located near the barrier, where all the concentration curves coincide, making their differentiation impossible. About 2 hours later, the reaction evolution takes the path away from the barrier, and the accurate quantification of the concentration is possible again. In Fig. 3.20A, the same plot is shown, without including those points. Notice that the error bars
Figure 3.19: $C$ v. $t_r$ obtained from the information presented in Fig. 3.18. The concentration values were assigned by searching the bulk concentration curve closest to the successive (pH, $T_2$) pairs. The values with bigger errors correspond to the region in the bulk samples were it is impossible to distinguish concentrations.

are bigger at the beginning of the reaction, according with the proximity of the $C$–curves close to 5 % v/v. On the other hand, for low concentrations, the error bars are smaller than the size of the marker in the plot. Within the whole curve, however, the relative error follows $e_C/C < 5\%$. In Fig. 3.20B an equivalent curve is presented, with the transformation having been made using only the $T_2$ information. The oscillation in $C$ is present at the beginning, leading to a fictitious increase on the concentration by a factor of 1.5 (from 4.25 to 6.5). By comparing both curves, it becomes clear that the inclusion of the pH information removes that undesired effect. In both plots, an inset is included with a zoom of the first 3 hours of reaction.

3.4 Exchange Rates

In this section we demonstrate how information about the exchange rates can be obtained by means of the bulk experiments. In 3.3.2, a set of experiments performed in order to observe the effect on relaxation times produced by changes in pH for different concentrations was presented. It has been pointed out there that, for any single point for which a pair (pH,$C$) was determined in Fig. 3.16A, $T_2$ was measured for different echo times $t_E$, although the plot was constructed at fixed $t_E = 600 \mu s$. Thus, the plot has an extra dimension not shown, $t_E$. In that dimension, every single point with determined (pH,$C$) has a shape similar to the curves shown in
Figure 3.20: (A) $C$ vs. $t_r$ obtained by using the evolution of pH combined with $T_2$, once the points presenting the higher fluctuations were removed (see Fig. 3.19). (B) $C$ vs. $t_r$ using only the relaxation time information during the reaction. In both cases the inset plots show the first 3 hours of reaction in detail.

Fig. 3.6A. In eqn. (3.29), on the other hand, we have remarked that $k_{ex} = k_{ex}(pH)$. Combining all the variables, and recalling the relationship between $k_{ex}$ with $k_B$ via eqn. (3.5), the relaxation time measured can be written dependent on,

$$T_2 = T_2(T_{2A}, T_{2B}, k_B(pH), C, \Delta \omega, t_E)$$

(3.30)

At given concentration and pH, the dependence of $T_2$ on $t_E$ can be fitted making use of the model presented in eqn. (3.24). The relaxation time of water, $T_{2A}$ was extracted from the curve corresponding to $C = 0$. On the other hand, in 1958, Anbar et al. [ALM] have estimated the peak separation between protons in $H_2O_2$ and water in absence of exchange, i.e $\Delta \omega$, in about 6.3 ppm. At the Larmor frequency they have worked, it had been impossible to observe both peaks in the
spectra. In 2005, Stephenson et al. [SB] could observe both beaks separately at 400 MHz Larmor frequency, encountering for the difference, $\Delta \omega = 6.4$ ppm. Although they have not reported the error for their result, based on the data shown in their work, we have estimated the error to be $\pm 0.05$ ppm. The remaining variables can be taken as independent, and it is possible to find the best values by permitting them to vary within a finite range, choosing the value which minimize the difference between calculated curves and the experimental results. The free variables here are $T_{2B}$ and $k_B$. The fittings with two variables, however, are usually time consuming, many times giving more than one result. In order to avoid that multiplicity and save calculation time, a different strategy was adopted. For few concentrations covering the whole range (0.1-6 % v/v) and for a collection of pH values, the best value of $k_B$ and $T_{2B}$ was found numerically. Then $T_{2B}$ was allowed to change in a much wider range while keeping $k_B$ fixed. It was encountered that once fixed $T_{2A}$, $T_{2B}$ can be varied from a small fraction to a value 3 times bigger of $T_{2A}$ without appreciable change in $k_B$. That behavior might be associated with the relatively low concentrations treated here. So, $T_{2B} = T_{2A}$ was assumed for simplicity, and the model was used with only one free variable, $k_B$.

Figure 3.21 shows the result obtained from the fittings. In Fig. 3.21A, the lifetimes of the protons in an H$_2$O$_2$ molecule, $\tau_B$, is plotted vs. pH for five different concentrations: $C = 0.1, 0.5, 1, 3, 5$ % v/v. Although the fittings gave satisfactory results for all the other concentrations, only few were included for the sake of clarity. Notice that the lifetimes are of the order of milliseconds for $C = 0.1$ % and decrease as the concentration increases. Figure 3.21B shows the rate at which the protons leave the H$_2$O$_2$ molecules, $k_B = 1/\tau_B$, as function of pH. The plot shows both regions, according to the results presented in Anbar’s work [ALM]. For pH $> 5.5$ the rate depends on the concentration, while for pH $< 4.5$, not so evident here due to the range of pH covered, the rate is concentration independent. The order of magnitude of the rates coincide with Anbar’s results as well, although a direct comparison is not possible due the fact that their experiments were conducted at different temperature (27°C). It has been decided to present here the dependence of $k_B$ upon pH to directly compare it with the results obtained by Anbar et al. Nevertheless, similar plots can be obtained for the exchange rate, transforming back $k_B$ into $k_{ex}$ by means of eqn. (3.5). Recalling the equation, we see that $k_{ex} = k_B/p_A$, and due to the small concentrations used here (thus $p_A \sim 1$), we can expect the same global features for a $k_{ex}$ vs pH plot.
Figure 3.21: Result obtained from the fits of every single point of Fig. 3.16A in the dimension not shown, $t_E$ by means of the model presented in eqn. (3.24). (A) The lifetime of the protons in a H$_2$O$_2$ molecule, $\tau_B$, plotted vs. pH for five different concentrations: $C = 0.1, 0.5, 1, 3, 5 \text{ % v/v}$. (B) $k_B = 1/\tau_B$, as function of pH, plotted to shows both regions corresponding to the results presented in Anbar’s work [ALM].

The lifetimes, or equivalently the rates, are independent of the Larmor frequency of the experiments. They represent a property of the liquid at given temperature, concentration and pH. On the other hand, the effect of this exchange on $T_2$ depends on the frequency at which the experiments are performed, via eqn. (3.30). So, the values obtained here can be used to feed the model once more, and calculate the dependence of relaxation time on $t_E$ for different frequencies. In Fig. 3.22 curves simulated for different values of pH and Larmor frequencies are presented. On the left-hand side, $T_2$ vs. $t_E$ is shown for different concentrations, at 200 MHz Larmor frequency (as used in the experiments). Three different values of pH were used, 4.5, 5 and 6. The same concentrations and pH were used to simulate the curves at 40 MHz Larmor frequency. That particular frequency was chosen as being representative for commercial desk devices. The plots are presented on the right-hand side of the figure.

From the plots corresponding to pH=4.5 it can be observed that, at both frequencies the concentrations are distinguishable, although the higher the concentration
the smaller the $T_2$ difference, as discussed before. For pH=5, the curves corresponding to $C = 0.5$ and $C = 0.75$ are almost indistinguishable. For pH=6, at 200 MHz the splitting is maximum between different concentration curves, making this range the best to quantify low concentrations. Nevertheless, between concentrations 4 and 6 % v/v the difference is on the order of a few milliseconds. On the contrary, at 40 MHz it is possible to clearly distinguish concentrations in the range 0.1 to 1 %. The curves corresponding to $C = 2 - 4$ are rather close, and the curves for $C = 5$ and 6 % have longer $T_2$ than the smaller concentrations. This overlapping is new compared to the experiments at higher frequencies, and it makes impossible to associate univocally the relaxation times with concentrations. Finally, notice that for all pH values, the maximum differences are encountered beyond $t_E = 600 \mu s$ at high frequency, while at low frequency the maximum splitting is beyond $t_E = 1.5 ms$, although with $t_E = 1 ms$ the splitting is acceptable for a relatively high accuracy.

It can be concluded that, in principle, it is possible to extend the method presented here to desktop spectrometers operating at lower frequencies, resulting in a much simpler experimental setup. In such devices it could be much easier to monitor pH and $T_2$ continuously during the reaction, without the necessity of removing the probe in each pH measurement. The temperature control is another advantage in performing the experiments without taking the sample out of the magnet. There are, however, some disadvantages in lowering the frequency, related with the maximum $C$ possible to determine accurately and the slightly longer $t_E$ needed, which could make the relaxation experiments more vulnerable to the enhanced diffusion.
Figure 3.22: Curves simulated for different values of pH and Larmor frequencies. On the left-hand side, $T_2$ vs. $t_E$ is shown for different concentrations, at 200 MHz Larmor frequency. On the right-hand side, the same simulations are presented at 40 MHz Larmor frequency. Three different values of pH were used, 4.5, 5 and 6.
Chapter 4

H$_2$O$_2$ Reaction Evolution Studied by NMR Imaging

*Nothing is invented and perfected at the same time*

Latin Proverb

4.1 Introduction

NMR Imaging (NMRI) is a noninvasive analytical technique, which is capable of producing images of arbitrarily oriented slices through optically nontransparent objects [Blu]. In 1973, Lauterbur reported the first reconstruction of a proton spin density map using NMR [Lau], and, in the same year Mansfield and Grannell [MG1] independently demonstrated the Fourier relationship between the spin density and the signal acquired in the presence of a magnetic field gradient. Since that time the field has advanced rapidly to the point where NMRI has a spatial resolution as good as that of the unaided human eye [Cal]. By far the dominating application of NMR Imaging is found in the medical field where it has become a routine method, and the number of clinical tomographs nearly saturates the market in most industrialized countries. NMRI of inanimate objects takes place in quality control and some special applications, but is still most strongly represented in academic research [Sta].

NMR Imaging technique has added a third dimension to the NMR-spectroscopy and NMR-relaxation phenomena. Therefore, NMR as practiced today can be represented by three partially overlapping areas representing spectroscopy, relaxation
and imaging studies, as shown in Fig. 4.1 [Fuk].

![Spectroscopy](image)

**Figure 4.1:** A schematic representation of NMR as partially overlapping areas representing the three main categories.

In this chapter we will be concerned with experiments which shall be placed in the region where Imaging and Relaxation overlap in the scheme shown in Fig. 4.1.

In an NMR imaging experiment, the image brightness is a direct measure of the NMR signal intensity obtained under the particular pulse sequence used in the image acquisition. This brightness does not only reflect spin density, but is weighted by the chemical constitution, the hardness or softness of the material, the diffusion coefficient and the translational motion or motion on a much faster time scale, depending on the design of the sequence. The contrast of an image reflects the heterogeneity of the sample with respect to the chemical and physical properties mentioned. This is because these properties reflect on NMR parameters such as NMR signal amplitude, frequency, $T_1$ and $T_2$ relaxation times and line shape. Therefore, the NMR sequence can be designed accordingly to obtain the desired contrast. The wide range of contrasts that can be imposed on a spin-density image is a unique power of NMR imaging [SH].

The wide variation of $T_2$ in an $\text{H}_2\text{O}_2$ decomposition appears to be an ideal factor to use as a contrast in NMRI. Monitoring the image intensity as the reaction advances would allow to have a global idea about the reaction stage, simultaneously in different parts within the catalyst particle. Along this chapter we will describe the experimental setup as well as the different tests performed in a spherical-like porous medium particle containing Pd as catalyst sites. The experiments presented here represent a first step in the long way leading to an online spatially resolved monitoring of a catalytic decomposition in fixed-bed reactor.
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4.2.1 Basics

With the increasing popularity of NMR Imaging, in the last two decades many books were published presenting the principles of the technique. The variety in the level of description and technical applications is large, according with the wide range of problems in which it can be used as an invaluable tool. Based on the existence of such abundant literature, it was considered that a detailed exposition of the rudiments in this work would result redundant. Therefore, just a simple description of the use of field gradients in NMR Imaging is going to be presented here, strictly focused on the pulse sequence used in our experiment, the Spin Echo pulse sequence. More details concerning to that particular pulse sequence and its variants, as well as to other different techniques are discussed in many books. Particular examples are: Principles of Nuclear Magnetic Resonance Microscopy (Paul Callaghan, [Cal]), NMR Imaging of Materials (Bernhard Blümich, [Blu]), and Principles of Magnetic Resonance Imaging (Zhi-Pei Liang and Paul C. Lauterbur, [LL]).

In the imaging experiments, the magnetic field gradient is used in three different ways to yield spatial distribution of the spins. The first is to create an FID or a Spin Echo, in the presence of a magnetic field gradient, called read-out gradient, so that the signal contains the spatial information as a distribution of Larmor frequencies. The spatial distribution of the spins along the read-out gradient axis is extracted by a Fourier transformation of the temporal signal.

The second is to turn on a magnetic field gradient after the initial excitation but turn it off for the detection of the NMR signal. The Fourier transform of the signal will now be a spectrum of the nuclear spins without any information as to the spatial distribution of the spins except that the phase of the spectrum will reflect the contribution of the magnetic field gradient at the sites of the nuclei. Therefore, spatial information along such a phase-encoding gradient is obtainable if a series of experiments are performed with phase-encoding gradients of different magnitude, and a Fourier transform of the signals along the experiment coordinate is performed.

The third use of the magnetic field gradients is for slice selection, which is a method to selectively excite spins in a given spatial volume. Selective excitation is based on the concept that spins will absorb energy only at the Larmor frequency. Suppose we turn on a gradient, so that spins at different coordinates have different
Larmor frequencies. If we now excite the spins with a narrow band rf magnetic field, then only those spins whose Larmor frequency lie in this narrow band of frequencies will be affected, giving us an excited slice. The width of the slice can be controlled by either changing the frequency width of the excitation rf pulse or the value of the gradient. The location of the slice can be changed by shifting the center frequency of the excitation pulse. If the nuclear spin system being studied is a linear response system, the time modulation of the rf pulses need to be the Fourier transform of the frequency response which corresponds to the desired slice shape in the gradient [CF].

4.2.2 Spin Echo Pulse Sequence

We will be concerned here with a Spin Echo pulse sequence (SE) in 2 dimensions, with the echo signal being phase-encoded in one dimension (labelled as phase) and then acquired in the presence of a frequency-encoding gradient (labelled as read). The procedure is repeated using each time a different value for the amplitude of the phase-encoding gradient, resulting in a 2D data set. In the pulse sequence used here, the 180° pulse was set to be selective, with three sidelobes truncated sinc shape. In Fig. 4.2 such a sequence is presented with the relevant parameters. The three axes (read, phase, slice) can be aligned with any spatial direction, i.e. \( x, y \) or \( z \) to obtain a 2D image with slice selection. For the sake of clarity, and without loss of generality, we will assume an \( x - y \) image with slice in \( z \)-direction. Although the choice might appear arbitrary, it corresponds to all the experiments presented in this chapter.

As shortly described in 4.2.1, frequency encoding makes the oscillation frequency of the signal linearly dependent on its spatial origin. If we consider an idealized one-dimensional object with spin distribution along the \( x \)-axis \( \rho(x) \), and an applied magnetic field gradient \( g_r \) in that direction, the Larmor frequency at position \( x \) will be

\[
\omega(x) = \omega_0 + \gamma g_r x \tag{4.1}
\]

Correspondingly, the signal generated locally from spins in an infinitesimal interval \( dx \) at position \( x \), with the omission of the transverse relaxation effect is,

\[
dS(x, t) = \rho(x)dx \exp[-i\gamma(B_0 + g_r x)t] \tag{4.2}
\]

The signal received from the entire object in the presence of this gradient is, in the
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Figure 4.2: 2D Spin Echo pulse sequence used to acquire a 2D NMR Image. A 90° hard pulse is used to excite all the spins in the sample, while a 180° soft pulse is used to refocus only those spins within the desired slice. The signal is first encoded by a phase-encoding magnetic field gradient \( g_{ph} \) and then it is acquired in the presence of a magnetic field gradient in the read-out direction \( g_r \).

rotating frame

\[
S(t) = \int dS(x, t) = \int_{-\infty}^{+\infty} \rho(x) \exp(-i \gamma g_r x t) dx \tag{4.3}
\]

By making the simple variable substitution,

\[
k_x = \gamma g_r t \tag{4.4}
\]

where \( \gamma \) denotes \( \gamma/2\pi \), the following Fourier relationship is obtained,

\[
S(k_x) = \int_{-\infty}^{+\infty} \rho(x) \exp(-i 2\pi k_x x) dx \tag{4.5}
\]

It is clear that the role of the frequency-encoding gradient \( g_r \) is to map a time signal to a \( k \)–space signal.

On the other hand, if we consider a one-dimensional object with spin distribution along the \( y \)–axis \( \rho(y) \), and an applied magnetic field gradient \( g_{ph} \) in that direction during a time interval \( \tau_{ph} \), the signal from an infinitesimal interval \( dy \) at position \( y \)
will be,

\[
dS(y, t) = \begin{cases} 
\rho(y) \exp[-i\gamma(B_0 + g_{ph} y)t] & \text{if } 0 \leq t \leq \tau_{ph} \\
\rho(y) \exp(-i\gamma B_0 t) \exp(-i\gamma g_{ph} y \tau_{ph}) & \text{if } \tau_{ph} \leq t
\end{cases}
\]

By using the time interval \(\tau_{ph}\) as a preparation period, the signal collected afterwards (see Fig. 4.2) will have an initial phase angle,

\[
\phi(y) = -\gamma g_{ph} y \tau_{ph}
\]

Since the phase is linearly related to the signal location \(y\), the name phase-encoding becomes clear. As above, the total signal from the object is, in the rotating frame

\[
S(t) = \int dS(y, t) = \int_{-\infty}^{+\infty} \rho(y) \exp(-i\gamma g_{ph} y \tau_{ph}) dy
\]

which yields the Fourier relationship

\[
S(k_y) = \int_{-\infty}^{+\infty} \rho(y) \exp(-i2\pi k_y y) dx
\]

where equivalently to eqn. (4.4), the following definition was adopted,

\[
k_y = \gamma g_{ph} \tau_{ph}
\]

The sinc shape pulse used here, in the presence of a rectangular field gradient \(g_s\), is expected to excite only those spins sited within the interval of width \(\Delta z\), the thickness of the desired slice. It is possible to demonstrate [LL] that using a sinc with \(n\) side lobes of total length \(t_P\), \(\Delta z\) is given by

\[
\Delta z = \frac{4n\pi}{\gamma g_s t_P}
\]

The thinnest slice that can be selected is limited by the available gradient strength and the shortest possible pulse length. The center of the slice, \(z_0\) can be displaced by moving the center of the r.f. frequency.

### 4.2.3 Two-Dimensional Imaging

Let’s denote \(I(x, y)\) the desired 2-dimensional image of a three dimensional object characterized by the spin density \(\rho(x, y, z)\). In case of using the slice selective pulse
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to excite spins only within the interval \((z_0 - \Delta z/2, z_0 + \Delta z/2)\), the function \(I(x, y)\) is expressed as

\[
I(x, y) = \int_{z_0 - \Delta z/2}^{z_0 + \Delta z/2} \rho(x, y, z)dz
\]

(4.12)

The signal to be acquired is, thus,

\[
S(k_x, k_y) = \int_{-\infty}^{-\infty} \int_{-\infty}^{-\infty} I(x, y) \exp[-i2\pi(k_x x + k_y y)]dxdy
\]

(4.13)

Therefore, a basic task of a sequence to produce a 2D image is to generate sufficient data to cover the \(k\)-space. A further Fourier transformation of the data will give as a result the image \(I(x, y)\). There exist many different strategies to fully sample the \(k\)-space (see for example [BKZ]).

To understand how \(k\)-space is traversed in the SE pulse sequence (Fig. 4.2), let’s consider the \(n\)-th excitation, i.e. the \(n\)-th step in the phase-encoding gradient. Just after the phase-encoding period, we will have \(k_x = 0\) and \(k_y = \mp g_{ph}^n \tau_{ph}\), leading to a vector in the \(k\)-space

\[
k_A = (0, \mp g_{ph}^n \tau_{ph})
\]

(4.14)

where \(g_{ph}^n\) denotes the value of the \(n\)-th step of the phase-encoding gradient. If we consider an experiment with \(N_{ph}\) points in phase, \(g_{ph}^1 = -g_{ph}\) and the superscript runs until the last point corresponds to \(g_{ph}^{N_{ph}} = g_{ph}\) (see Fig. 4.3).

The subsequent 180° pulse will invert the phase of the spins, giving a new vector \(k_B\) which follows

\[
k_B = -k_A
\]

(4.15)

In the scheme shown in Fig. 4.3, the phase-encoding gradient was supposed to vary from \(-g_{ph}\) to \(g_{ph}\) and \(n < N_{ph}/2\), so \(k_A\) results negative, whereas \(k_B\) is positive.

The first part of the field gradient applied in read direction, of amplitude \(g_r\) and duration \(T_{acq}/2\) produces a variation in \(k_x\) of \(\mp g_{r} t'\) with \(0 < t' < T_{acq}/2\). At the end of the period, we will have the vector

\[
k_C = (\mp g_{r} (T_{acq}/2), -\mp g_{ph}^n \tau_{ph})
\]

(4.16)

Then the last period of the read gradient start, leading to a evolution of \(k_x\) as \(\mp g_{r} (t - T_{acq}/2)\), so \(k_D\) yields,

\[
k_D = (\mp g_{r} (t - T_{acq}/2), -\mp g_{ph}^n \tau_{ph})
\]

(4.17)

The signal acquisition will start simultaneously with the last period of the read gradient, and a spin echo is obtained at \(t = T_{acq}/2\). The procedure is schematically
shown in Fig. 4.3. Repeating it $N_{ph}$ times for $n = 1, ..., N_{ph}$ the whole 2D $k-$space will be covered.

![Figure 4.3: A 2D k-space schematically shown. The arrows show how it is traversed during a Spin Echo pulse sequence.](image)

### 4.2.4 Sampling Requirements of $k-$space and FOV

The key to multidimensional imaging lies in generating a sufficient number of signals to cover the $k-$space. Although it represents a multidimensional problem, in practice, one treats sampling along each dimensions separately (as discussed above), thus reducing it to a one-dimensional sampling problem. Here we treat only the sampling requirements for a 2D image to be acquired with the sequence shown in Fig. 4.2.

Let’s assume we have a 2-dimensional object bounded by a rectangle of width $\text{FOV}_x$ and $\text{FOV}_y$ as shown in Fig. 4.4A, where FOV stands for **Field Of View**, the maximum width of the window in the real space to be imaged. According to the sampling theorem (see for example [Mar]) we have

$$
\Delta k_x \leq \frac{1}{\text{FOV}_x} \quad \text{and} \quad \Delta k_y \leq \frac{1}{\text{FOV}_y}
$$

known as the **Nyquist sampling criterion**, where $\Delta k_x$ and $\Delta k_y$ are the separation between successive $k-$space points in both direction respectively, as shown in Fig. 4.4B. As we have assumed that the frequency encoding is used in the $x-$direction and phase encoding is used in the $y-$direction, we have

$$
\Delta k_x = g_r |\Delta t|
$$

$$
\Delta k_y = g_p h |\tau_{ph}|
$$

(4.19)
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Figure 4.4: (A) A 2D object to be imaged, enclosed by a rectangle of dimensions $FOV_x$ and $FOV_y$, where $FOV$ stands for Field Of View. (B) Scheme of the $k$–space with the relevant parameters. The separation between points is related to the $FOV$ in different directions by means of eqns. (4.18)

where $\Delta t$ is the time separation between acquired points in read direction and $\Delta g_{ph}$ is the phase-encoding gradient step.

Substituting eqn. (4.19) into eqn. (4.18), we immediately obtain the requirements in the data acquisition parameters:

$$\Delta t \leq \frac{1}{\gamma |g_r| FOV_x} \quad (4.20)$$

$$\Delta g_{ph} \leq \frac{1}{\gamma \tau_{ph} FOV_y} \quad (4.21)$$

They represent the relationship that the sampling interval time and the phase-encoding step height have to satisfy to avoid loss of image information when Fourier transforming the $k$–space data set obtained.

4.2.5 Contrasts and Pixel Intensity

As mentioned in 4.1, different pulse sequences produce different contrasts reflected in the pixel’s brightness. More specifically, the pixel intensity is a multi-parameter function of spin density $\rho$, relaxation times $T_1$, $T_2$ and $T_2^*$, diffusion coefficient $D$, 

...
and so on. We may, then, express the image intensity as

$$I_p = f(\rho, T_1, T_2, T_2^*, D, ...)$$  \hspace{1cm} (4.22)$$

where the exact functional form depends on the pulse sequence to be used.

Consider the pulse sequence of Fig. 4.2, and let’s denote by $M_0^z$ the magnetization before the 90° pulse. If the waiting time between repetitions, $t_R$, is much longer than any $T_1$ present in the sample, the amplitude of the spin echo signal will be

$$A_E = M_0^z \exp(-t_E/T_2)$$  \hspace{1cm} (4.23)$$

On the other hand, if the repetition time is reduced (but holding $t_R \gg t_E$), the magnetization before the 90° pulse reaches a steady state $M'_z$

$$M'_z = M_0^z [1 - \exp(-t_R/T_1)]$$  \hspace{1cm} (4.24)$$

Therefore, the amplitude of the spin echo signal as function of $t_E$ and $t_R$ results

$$A_E = M_0^z [1 - \exp(-t_R/T_1)] \exp(-t_E/T_2)$$  \hspace{1cm} (4.25)$$

Thus, after the Fourier transformation, the pixel intensity carries information about spin density and transverse and longitudinal relaxation times simultaneously,

$$I_p \propto \rho [1 - \exp(-t_R/T_1)] \exp(-t_E/T_2)$$  \hspace{1cm} (4.26)$$

However, we can selectively emphasize one of the contrast mechanisms by properly choosing the sequence parameters $t_R$ and $t_E$. For instance, if a short $t_E$ is used (with $t_E \ll T_2$), the term $\exp(-t_E/T_2)$ approaches unity and the $T_2$–weighting factor can then be ignored.

A very different view of the understanding of the contrast is to regard any extra dimension in addition to the mere image in a multi-dimensional imaging experiment as ”contrast”. For example, an extra dimension representing different $t_R$ or $t_E$ can be acquired. Then, the third dimension can be fitted with the proper function, pixel by pixel, to give $T_1$ or $T_2$ for every pixel. It is usually called a parameter image. We should also clarify the term weighted image and parameter image: a weighted image still contains the spin-density in the signal amplitude and represents a classical contrast image, whereas the parameter image only contains the pure parameter (i.e. velocity, diffusion coefficient, $T_1, T_2$) values in each pixel of the image.
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4.3.1 The Sample

In the previous chapter it was pointed out that, for the cylindrical pellets used, $T_2$ was extremely short within the pore space. This shortening of the relaxation time arises due to the relaxivity of the porous walls itself, enhanced in that case by the presence of metal [KEM, FAK]. The corresponding values for the pellets doped with either Cu or Pt were in the range of 500-600 $\mu s$, much shorter than the minimum $t_E$ accessible (see Fig. 4.2) with our device. Although there are methods suitable for imaging samples with such short (and even shorter) relaxation times, they do not allow the use of slice selection [Cal, Blu, LL]). In our experiments, on the other hand, due to the liquid surrounding the pellets the implementation of slice selection is mandatory.

In view of the limitations, the experiments were carried out for different kind of samples. In this case, we have opted for sphere-like pellets, from BASF (R0-20/72 PDE) with an outer shell containing 0.72 wt-% Pd as catalyst metal. The pellets have sizes between $2 - 4 \text{ mm}$ in diameter, but we have chosen those with larger diameter so that it was possible to maximize the number of pixels per image inside the pellet, due to the fact that the FOV is constant, corresponding to the inner diameter of the tube (in order to prevent aliasing effects). In Fig. 4.5 a picture of a whole pellet as well as a slice of it, in order to show the Pd layer, is shown. The picture is accompanied by an $x - y$ NMR image of the pellet submerged in water, with $7 \times 7 \text{ mm}$ and slice selection in $z$–direction of 500 $\mu m$ thickness, with 32 points acquired in read direction and 32 steps in phase direction. The number of scans was set to be 1024, with $t_E = 1.85 \text{ ms}$ (the shortest possible), and the repetition time $t_R = 125 \text{ ms}$ yielding a total experimental time of 70 minutes. The resultant resolution is about 220 $\mu m$ in both directions. The difference in brightness correspond to different pixel intensities, carrying information about $T_1, T_2$ and spin density, $\rho$ (eqn. 4.26). Notice that, due to the large difference between $t_R$ and water’s $T_1$ in bulk, the signal corresponding to the water outside the pellet is considerably reduced, giving a good contrast with the signal from the water inside, whose $T_1$ is of the order of $t_R$.

As the relaxation times change during the reaction, it would be directly translated into changes in pixel intensity. It is the aim of this chapter to use the time
Figure 4.5: 2D $x - y$ image of a Pd pellet submerged in water, with slice selection in $z$-direction, obtained with a Spin Echo pulse sequence as shown in Fig. 4.2. The $FOV$ in read as well as phase direction is $7\,mm$, and the slice thickness is $500\,\mu m$. The experiment was performed acquiring 32 points in read direction, with 32 steps in phase direction, $NS = 1024$ and $t_R = 125\,ms$. On the right-hand side a picture of the pellet is shown, with a cut to observe the Pd layer.

dependence of $I_p$ as an indicator of the reaction progress within the porous medium.

4.3.2 Initial and Final States of the Reaction

The first step in using the time dependent relaxation parameters as contrast consisted on estimating the initial and final values expected during reaction conditions. In the experiments presented here, the decomposition was always performed starting with 5% $\text{H}_2\text{O}_2$ concentration. In bulk, $T_2$ would vary from tenths of milliseconds to seconds. On the other hand, bulk $T_1$ experiments (data not shown) show that it increases from $3\,s$ to $3.2\,s$ as the $\text{H}_2\text{O}_2$ concentration increases from $C = 0$ to $C = 5\%\,v/v$, so that, in a decomposition it would decrease a few hundred of milliseconds. Nevertheless, the values are different inside the pellet, due to the interaction of the liquids with the pore walls, as was mentioned above. In order to quantify this effect, both relaxation times were measured inside the porous medium with spatial resolution.

In order to obtain the so called $T_2$-maps, i.e. a parameter image representing the $T_2$ value corresponding to every pixel, in terms of the nomenclature used in 4.2.5, a
series of images with different \( t_E \) was acquired, setting \( t_R \) longer than any \( T_1 \) present inside the pellet. In that case, the second factor in eqn. (4.26) is close to unity, yielding the pixel intensity proportional to \( \rho \) and \( T_2 \). However, in the discussion presented in 4.2.5 any effect of internal gradients produced by susceptibility differences between the liquid occupying the pore volume and the pore walls was omitted. As discussed in 3.2.2, the effects of the gradients on the signal can be taken into account by multiplying eqn. (4.26) with a factor \( \exp(-1/12 \gamma^2 g^2 D t_E^3) \) to eqn. (4.26). Thus, fitting \( I_p \) in the third dimension with a function of the form

\[
I_p = I_0 \exp(-t_E/T_2) \exp(-Bt_E^3)
\]

it is possible to obtain at the same time a \( T_2 \)- and a \( B \)-map, where \( B = 1/12 \gamma^2 g^2 D \).

A \( T_2 \) map of the pellet submerged in water will give us the expected final situation, and another one submerged in 5 \% \( \text{H}_2\text{O}_2 \) will represent the initial situation of the reaction. However, the map with hydrogen peroxide is impossible to obtain without having a reaction. In order to avoid the decomposition, two different pellets (with approximately the same size) were carefully peeled until the complete removal of the Pd from the surface was achieved. The reason of using two different pellets instead of one responds to the impossibility of completely removing the liquid from inside small pores once the pellet was saturated.

Figure 4.6 shows the \( T_2 \)-map corresponding to the pellet saturated with water. The values cover the \( T_2 \) range 3 – 5.5 \( \text{ms} \), presenting the larger values close to the particle’s center.

The images for the \( T_2 \)-map were acquired with 64 points in read direction and 32 steps in phase direction, with a \( \text{FOV} \) of \( 7 \times 7 \text{ mm} \) and the slice thickness 500 \( \mu\text{s} \). The resulting resolution was about 110 \( \mu\text{s} \) and 220 \( \mu\text{s} \) in read and phase directions respectively. All the images were acquired with \( NS = 32 \) and \( t_R = 1 \text{s} \) leading to a total time for every image of circa 17 minutes. The echo time was varied from 1.85 to 15 \( \text{ms} \).

Three different pixels as a function of \( t_E \) were also included with their respective fittings, to show the quality of the data. Although the images were performed with the pellet surrounded by water, the 2D map presents only those pixels which have fitted the data with a relatively good quality. As the surrounding water presents \( T_2 \) and \( T_1 \) much longer than the liquid inside the pellet, due to the short range of either \( t_E \) or \( t_R \) covered in the experiments, the error in the fittings is larger, permitting a filtering by means of a numerical mask.
Figure 4.6: $T_2$–map of water inside a pellet whose metal has been removed from the surface. The parameters used for the image are: $FOV = 7 \times 7 \, mm$, $64 \times 32$ points in read and phase direction respectively, slice thickness $500 \, \mu m$, $NS=32$ and $t_R = 1 \, s$. Three pixels as a function of $t_E$ with the corresponding fittings are included.

Figure 4.7 shows the $T_2$–map obtained from the pellet saturated with $5\%$ $H_2O_2$ concentration. The same imaging parameters and $t_E$’s as for the case of water were employed. Three pixels placed approximately in the same regions of the pellet as in the previous case are shown with the fittings, in order to compare. All the values in the map correspond to $T_2 < 3.05 \, ms$.

In Fig. 4.8 both maps are presented with the same $T_2$ greyscale, and a corresponding averaged profile. The profiles were obtained by adding 20 profiles in $x$–direction (20 profiles represent a high percentage of the whole pellet).

It is clearly observed that $T_2$ inside the pellet is larger for water compared to $H_2O_2$. Notice that while for the pellets used with water the relaxation time values close to the center are larger, decreasing as moving to the borders, for the pellet saturated
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Figure 4.7: $T_2$-map of 5% H$_2$O$_2$ inside the pellet without the metallic shell. The same parameters than in Fig. 4.6 were used.

with H$_2$O$_2$ a more uniform $T_2$ distribution is observed. It might indicate that both pellets have different porosity or pore size distribution. The bright pixels at the edge of the pellet surrounded by water are explained by considering contributions of liquid from outside and inside the sample.

It is important to remark that, although the calculations were made with the function shown in eqn. (4.27), in both cases shown above the $B$ value was too small to be fitted (and then was set to be zero), except for a few pixels (less than 10) inside the pellet. The fact that the factor including the diffusion effect is too small is directly related with the short relaxation times: the signal dephases due to relaxation before any diffusion effect is possible to observe.

In order to obtain the so called $T_1$-maps, a series of images with different $t_R$ was acquired, setting $t_E = 1.85$ ms, i.e. the shortest technically possible with our device.
in order to maximize the signal-to-noise ratio. Keeping \( t_E \) constant, the third factor in eqn. (4.26) and any diffusion effect become a constant, and the resulting signal depends on \( T_1 \) through the factor \( [1 - \exp(-t_R/T_1)] \). Thus, fitting \( I_p \) in the third dimension with a function of the form

\[
I_p = I_0 \left[1 - \exp\left(-\frac{t_R}{T_1}\right)\right]
\]  

a \( T_1 \)-map is obtained.

Figure 4.9 shows the \( T_1 \)-map of water inside the same pellet as that presented in Fig. 4.6. The same three pixels are plotted vs. \( t_R \) with the respective fittings. All the parameters other than \( t_E \) and \( t_R \) were set to be the same than in the \( T_2 \)-maps experiments. The repetition time, \( t_R \), was varied from image to image to cover the range 25 – 1000 ms. Notice that, as in the case of \( T_2 \), \( T_1 \) values are larger close to the center of the pellet.
Figure 4.10 shows the $T_1$-map for 5% H$_2$O$_2$ inside the same pellet used in Fig. 4.7, with the same three representative pixels and their respective fittings. Surprisingly, the values are slightly smaller than in case of water, whereas in bulk samples, $T_1$ is larger. The effect might be related with the extra oxygen on the molecules and its effect in the interaction of the spins with the paramagnetic porous walls.

Figure 4.11 shows both $T_1$-maps with averaged profiles, obtained adding the same 20 $x$-profiles than in the case of $T_2$. There, it can be observed once again a more homogeneous map in the case of the pellet saturated with H$_2$O$_2$. This homogeneity supports the assumption made above, about a difference in the porous properties of both pellets.

**Figure 4.9:** $T_1$-map of water inside the pellet without metal. The imaging parameters used here were set to be equal to those used in Fig. 4.6. The echo time was $t_E = 1.85$ ms while $t_R$ was varied from 25 ms to 1 s.

Although it can be seen that $T_2$ as well as $T_1$ present smaller values when the pellet is saturated with H$_2$O$_2$ compared to being saturated with water, due to the
apparent difference in porous properties it is not possible to reliably conclude that in one pellet, the values shown above will represent the final and initial values (respectively) of a decomposition.

In order to compare those values for the same pellet, the following experiment was performed:

(1) A pellet with the Pd shell was placed in the probe and once fixed, 1.1 ml of water was added.

(2) A $T_2$— and a $T_1$—map were acquired with the pellet being saturated with water.

(3) Then, the water was removed from the tube, and for more than 12 hours the pellet was allowed to dry.

(4) As a next step, 1.1 ml of $\text{H}_2\text{O}_2$ at 5 % v/v concentration was then dropped into the tube and the reaction started.

(5) The liquid was allowed to react for two hours until it has been considered

Figure 4.10: $T_1$—map of 5 % $\text{H}_2\text{O}_2$ inside the pellet without the metal-containing shell. The same parameters as in Fig. 4.9 were used.
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Figure 4.11: $T_1$–maps and averaged profiles for either water and H$_2$O$_2$ inside pellets containing no metal. The averaged profiles were obtained by adding the same 20 profiles as in Fig. 4.11.

that the H$_2$O$_2$ had completely penetrated.

(6) A $T_2$– and a $T_1$–map were acquired with the reaction going on, performing a CPMG experiment between every image in order to monitor the liquid evolution in the pellet vicinity.

In all the maps acquired during the decomposition, the $T_2$ outside have not changed more than 10 ms. As the reaction needed much more that 50 hours to cease, and $T_2$ outside had to go from 20 ms to 2.5 s (see Fig. 3.16), the maps can be considered to be acquired in almost static conditions (it represents less than 1 percent of the total change). The only extra effect might arise from the expected increase in the effective diffusion coefficient inside the pellet during the reaction. In order to estimate such an increase in the liquid transport a test experiment was performed. First of all, a pellet pre-saturated with D$_2$O was placed into the magnet. Then 1.1 ml of water was added and a series of images were acquired to see the water ingress into the pellet. The experiment was repeated with another pellet, also saturated
with D₂O, but 5% H₂O₂ was added instead of water. With both sets of images it is possible to obtain an estimation of the time that the liquid front takes to reach, for instance, the center of the pellet. This provides a rough idea of the value of the effective diffusion coefficient inside the pellet. While in the case of water, that time was about 55 minutes, during the reaction experiment the value was about 45 minutes. Those values give for the effective diffusion coefficient a value between $3 - 5 \times 10^{-10} \text{ m}^2/\text{s}$, consistent with measurement of water diffusion coefficient inside the pellet by means of the PGSTE pulse sequence. Thus, no pronounced effect is expected in the pixel intensity due to diffusion in case of reaction.

Figure 4.12 shows $T_2$–maps of water (corresponding to item (2) above) and H₂O₂ reacting (item (6)) with average profiles, obtained by adding 20 $x$–direction profiles. The fittings had in general the same quality as those performed in previous experiments, and $T_2$ values show a similar difference, i.e. a difference of about 1 ms is expected between the beginning and the end of the reaction. Notice that for this pellet, no significant difference between the center and the rest of the volume is observed.

In Fig. 4.13 the result of the $T_1$–maps experiments are presented along with the averaged profiles. The values corresponding to the experiments with water are smaller compared to those obtained with the free-metal pellets. In agreement with the $T_2$–map shown in Fig. 4.12 no pronounced difference between the core and the borders is visible. Close to the metal shell larger values were encountered. These pixels correspond to liquid outside the pellet, but close enough to the metal layer to present a smaller relaxation time, permitting the fitting function to give an acceptable result. In the case of the liquid reacting, that effect is not as significant as previously, due to the motion induced by the rising bubbles. In average, $T_1$ in case of H₂O₂ reacting is slightly smaller than in the case of water, confirming the results obtained above.

### 4.3.3 The Optimum Contrast

In a decomposition starting with 5% H₂O₂, as seen above, the $T_2$ is expected to increase inside the pellet, leading to an increase of the pixel intensity through the factor $\exp(-t_E/T_2)$, if $t_E$ is kept constant. According to the previous discussion, any diffusion effect is neglected. On the other hand, $T_1$ will also increase during the reaction, and for a constant $t_R$ will lead to a decrease in the pixel intensity by the
factor \([1 - \exp(-t_R/T_1)]\). However, it is possible to find a combination of \(t_E\) and \(t_R\) to get the maximum change in the pixel intensity between both beginning and end of the reaction.

Although theoretically increasing the echo time will lead to a greater contrast between \(T_2\) values at the end compared to the beginning of the reaction, it will be paid by sensitivity. Thus, we have set here the echo time to be the minimum possible, i.e. 1.85 ms, renouncing to a larger contrast in favor of larger signal-to-noise ratio. Taking as a reference the values from the last section, that echo time is close to the minimum \(T_2\) expected, so going a bit further would represent a large loss of signal quality. In case of choosing \(t_E = 2.85\) ms would result in a theoretical difference between end and beginning of the reaction of about 70 % instead of the 45 % obtained by setting \(t_E = 1.85\) ms. But the loss of signal (more precisely of signal-to-noise) would be significant.

As the \(T_1\) contrast is concerned, the safest choice would be to set \(t_R\) long enough to be larger than five times the longest \(T_1\) expected. It would be translated into
Figure 4.13: $T_1$-maps for water and $\text{H}_2\text{O}_2$ at the beginning of a decomposition. Averaged profiles obtained by adding 20 $x$-direction profiles are also included in order to allow comparisons.

a pixel intensity free of $T_1$ effect, i.e. the pixel at the end will have the same intensity than at the beginning of the reaction, when only $T_1$ is taken into account. Nevertheless, it will be paid with experimental time, and therefore with temporal resolution in the decomposition monitoring. Taking the values presented above as reference, $t_R$ must be set to be 1 s, leading to a experimental time of about 17 minutes, assuming NS=32. On the other hand, it is known that for a given $T_1$ value, the optimum repetition time, where the best signal-to-noise ratio is obtained for a given experimental time, must be $t_R = 1.25 \ T_1$ [Cal]. Assuming $T_1 = 100 \ ms$ and setting $t_R = 125 \ ms$, the difference between pixel intensity at the end compared to the beginning would be of about 5 %, while the experimental time is reduced to about 2 minutes. It represents a big improvement in time resolution, paid with a small loss in pixel intensity difference.

Considering all aspects mentioned above, assuming the pixel intensity at the beginning of the reaction is $3.5 \times 10^{-4}$ in some units, repeating every 125 ms with
an echo time of 1.85 ms, at the end one expects a pixel intensity of about $4.7 \times 10^{-4}$. This represents a change of 35% (the choice of these numbers will become clear in what follows). Moreover, the major part of the change corresponds to the change in $T_2$, which in principle could be correlated with the changes in the liquid outside of the pellet, leading to the possibility of a monitoring similar to that described in the previous chapter.

### 4.3.4 Following a Reaction

We will present here results obtained by monitoring the pixel intensity inside the pellet during the decomposition of 5% initial H$_2$O$_2$ concentration, for several hours. In all the reactions monitoring the same imaging parameters as in the relaxation maps have been used. According to the discussion above, $t_R$ was set to be 125 ms and $t_E = 1.85$ ms for all the following experiments.

Figure 4.14 shows an image from a collection of 1400 images performed during a decomposition of 1.1 ml of liquid, for a period of about 50 hours. On the right hand side the intensity of a single pixel is shown vs. reaction time to illustrate the evolution. Although the increase in intensity is evident, with the values according to those calculated in the previous section, the curve is noisy. However, it is possible to smooth it by adding to every pixel intensity at a given time $t$, the values of a certain number of neighbors (neighbors in time domain). Denoting by $n$ the number of points to be added, the intensity of the $i-$th pixel at time $t$ results

$$I^i_p(t) = \frac{1}{n} \sum_{j=-n/2}^{j=n/2-1} I^i_p(t + j \Delta t)$$  \hspace{1cm} (4.29)

where $\Delta t$ is the time between images. The number $n$ must be carefully chosen in order to not erase any fine detail in the curve. In the plot shown in Fig. 4.14, the black curve was obtained setting $n = 30$. Notice the intensity difference between the core and the border for this pellet.

Figure 4.15 shows a 2D image with 4 concentric circumferences, separating the image into excluding regions. The circumferences were labelled as $C_i$ with $i = 1, \ldots, 4$. The size of the circles were chosen in order to identify the pixels with approximately the same intensity (thus, relaxation times).

The regions were labelled as $R_i$ with $i = 1, \ldots, 4$, and can be described as,

- $R_1$ includes all the pixels placed inside the $C_1$. 
Figure 4.14: A 2D image extracted from a set of 1400 images acquired during the monitoring of one single reaction. The evolution of one particular pixel’s intensity during the decomposition is plotted superimposed to the curve after the smoothing process to illustrate.

- $R_i$ includes all the pixels placed between $C_i$ and $C_{i-1}$, for $i = 2, 3$.

- $R_4$ includes all the pixels which intersect the circumference $C_4$.

As mentioned above, the experiment consisted of a series of 1400 images, with a CPMG experiment performed every 30 images, in order to follow the $T_2$ evolution of the liquid outside the pellet. The corresponding plot is shown in Fig. 4.15, where it is possible to observe that the 50 hours of reaction represent a large fraction of the total time needed to fully decompose the $H_2O_2$.

The bottom-left plot shows the mean pixel intensity vs. reaction time, averaged out within the different regions defined as above described. Although by adding the pixels the relative noise in the curves decreases, they were smoothed as well, with $n = 30$. The bottom-right plot shows the same curves, but shifted to coincide at the beginning of the reaction, in order to better compare them. Notice that the curve corresponding to $R_4$ presents the smallest change during the whole reaction time. It is expected due to the fact that, by using such short echo time, the $T_2$-outside evolution only produces observable changes in the pixel intensity ($\propto \exp(-t_E/T_2)$) for small values of $T_2$, i.e. during the first few hours. The other three curves present a monotonic increase, with different expected limiting values (for $t_r \to \infty$) according
Figure 4.15: Results of monitoring an H$_2$O$_2$ decomposition in the presence of the Pd pellet. The 2D image represents 1 of the 1400 images acquired during the experiment. The circles were included to separate the pellet into different regions (see the text). The top-right plot shows the evolution of $T_2$ of the liquid outside the pellet. The plots in the bottom show the time evolution of the mean pixel intensity, averaged out in every region (left) and the same curves shifted to coincide in the origin, to allow clearer comparisons.

to the relaxation times within the respective regions.

Although the shape of the curves depends on the functional dependence of $\rho$, $T_1$ and $T_2$ on the reaction time $t_r$, a tentative exponential fitting was performed in all three curves, yielding approximately the same characteristic time, about 36 hours. It means that, despite the local differences in the porous distribution leading to differences in the relaxation parameters, the reaction evolves quasi-homogeneously within the pellet.

Several particles were tested later, in order to find one without presenting any appreciable difference in the images (i.e. pronounced differences in brightness). One pellet with similar size than that presented in Fig. 4.15 was found, and a new decomposition was monitored. In this case, however, the amount of liquid was halved, although the initial H$_2$O$_2$ concentration was kept to be 5 %, and the images
were acquired setting NS=64. A set of 520 images were performed during more than 30 hours of reaction, performing a CPMG experiment every 30 images, like before. Figure 4.16 shows the results, organized as in Fig. 4.15. Notice that, although no intensity differences can be observed here from the 2D image, the regions were defined as before, to directly compare. The evolution of $T_2$-outside is slightly different compared to that observed in Fig. 4.15, mainly due to the unequal amount of liquid used.

The curves corresponding to the regions $R_1$ and $R_2$ do not show the pronounced difference observed before, due to the fact that no relaxation differences are present between the parts of the pellet. Shifting them to coincide at $t_r = 0$ it is possible to observe that they follow the same trend during the whole reaction, except, of course, the curve corresponding to $R_4$, as expected.

We can conclude that, it is possible to follow the decomposition inside the pellet by means of monitoring the pixel intensity, no matter whether differences in the pore space are present. Such differences will affect the final value in every region,
but the evolution itself presents the same features.

### 4.3.5 An Open Problem

The discussion and results presented above are valuable to prove that a simultaneous monitoring of a reaction in the interior as well as in the liquid surrounding the Pd pellet is possible, by combining NMR Imaging and NMR Relaxometry. The results show a relatively homogeneous evolution inside the porous medium, due to the fact that only effects averaged out over a long time are possible to observe. However, the situation would become less trivial if more particles are included, and/or the liquid is forced to flow through an array of catalyst particles. Here we will present a simple approach to the situation of a single pellet surrounded by other catalyst particles, in order to illustrate the problem. The new features encountered in these experiments represent an open problem and extra experiments and variants must be employed to arrive to a deeper comprehension. What follows is the statement of a problem rather than an attempt to explain the effect observed.

Figure 4.17 shows the situation expected in a real reactor schematically. In the zoom the contact points between a representative pellet and its neighbors are marked. In such situations, the transport of reactant to the metal layer will be obstructed, resulting in a reduced effective catalyst surface.

![Figure 4.17](image)

**Figure 4.17:** An array of pellets of different sizes in a reactor, shown schematically. The zoom at the right hand side shows a pellet and the contact points with the neighbors.

The intention was to simulate such situation in a controlled manner, in order to be able to increase the difficulty step by step. Thus, as a very first step it has been
opted to have a single pellet, reproducing the setup used until here, but modifying the surface by partially removing the Pd layer.

The pellet was fixed to the tube, with a tiny glass sphere used as a marker of the metal-free region. The tube was filled with water and 2D images were acquired in order to label the position of the modified surface. The position was carefully marked before removing the setup from the magnet, and the glass sphere. Thus, images with the pellet surrounded by water were acquired varying the imaging parameters in order to observe some extra contrast. No further contrast source was identified. Finally the same parameters used in previous section were adopted.

In Fig. 4.18, a 2D image of the modified pellet with a schematic representation is presented. In the NMR image, the position of the surface without metal is highlighted.

![Figure 4.18](image)

**Figure 4.18:** A 2D image of a Pd pellet with the metal surface partially removed. The region without metal is highlighted in the image. On the right hand side, the pellet modified is shown schematically.

$T_2$— and $T_1$—maps were acquired too, in case of the pellet submerged in water as well as with the reaction going on, as discussed in 4.3.2 (data not shown). The values, in terms of $T_2$ and $T_1$ differences between the end and beginning of the reaction, are in the same range as in the case of non-modified pellets.

One reaction was then monitored, like in the previous experiments. The total amount of liquid was further decreased to be 0.37 $ml$, in order to reduce the experimental time. A set of 850 images were acquired, with the same parameters as those
Figure 4.19: Results obtained by monitoring an $\text{H}_2\text{O}_2$ decomposition for 32 hours in the presence of a modified Pd pellet. The initial concentration was kept to be 5 % and the total amount of liquid was 0.37 ml. The image shows two regions defined according to the symmetry of the problem. The two plots at the bottom show the evolution of the average pixel intensity for both regions used in previous experiments, performing a CPMG experiment every 30 images as well.

Figure 4.19 shows the results of the monitoring. From the evolution of $T_{2-\text{outside}}$, it can be seen that the reaction was close to the end after 32 h. The 2D image shows two regions defined according to the symmetry of the problem. The two plots at the bottom show the pixel intensity evolution for both regions, with the smoothing achieved by adding 30 neighbors in time. Notice that, while the pixels in Region 1 present the expected behavior, those pixels in Region 2 show a pronounced oscillation. This feature is exclusively observed for this sample, so it is reasonable to assume that the modifications made in the surface are responsible for it. During the processing time, many different variants for the definition of the regions were
attempted, resulting always in curves as shown in Figure 4.19.

As the pixels presenting the oscillation cover a wider range of intensity values compared to the pixels showing just a monotonically increasing tendency, a new variable (Fluct) was defined as the difference between maximum and minimum pixel intensity. Figure 4.20 shows the Fluct—map. Notice that the maximum values correspond to the region of the surface without metal, and the geometrically opposed region, with metal. The other parts of the map have much lower intensity. It is important to remark that, Fluct—maps in the case of non-modified pellets were constructed, none of them presenting such a feature. On the right hand side, a plot of the averaged pixel intensities corresponding to both regions is presented. The symmetry of the oscillations is outstanding.

**Figure 4.20:** the Fluct—map clearly showing the regions where the pixel oscillations are present. The plot in the right hand side shows the evolution of the pixel intensity in both regions. The metal-free region is in the same position as shown in Fig. 4.18.

Figure 4.21A shows the same plot presented in Fig. 4.20 with the maxima and minima indicated by dotted lines. Notice the coincidence between minima in one curve and maxima in the other one, and vice versa.

The curves present an increasing mean value superimposed onto an oscillation. Notice that, as the reaction evolves and consequently the fluid motion outside and inside becomes slower, the frequency of the pixel oscillations progressively decreases (the separation between successive dashed lines increases in Fig. 4.21A). In order to better compare them, the mean value was subtracted from both curves, resulting in the plots shown in Fig. 4.21B. The fact that both curves are in counter phase
4.3. Reaction Evolution Inside the Pd-Catalyst

Figure 4.21: (A) Average pixel intensity corresponding to pixels placed in the surface where the metal removal was performed, and in the diametrical opposite region, both presenting the highest intensities in the Fluct—map shown in Fig. 4.20. The maxima and minima are marked by dashed lines. (B) the same plot after removing the mean value of both curves, in order to allow better comparisons.

becomes clearer.

Such an effect was first observed in the pellet presenting the modified surface. As shortly mentioned above, all the other experiments were checked afterwards in order to identify oscillation too, but no similar behavior was found. The experiment was repeated with another pellet, modified in the same manner, and placed in different position with respect to the gradient system in order to discard artifacts. The data, not shown here, presented exactly the same feature. So far, no satisfactory explanation was found for this effect. The only possible conclusion to be made at this stage is that the modification produced in the surface is directly related with the appearance of the oscillations. Furthermore, they are spatially linked as well, due to the fact that the pixels showing the oscillatory change in the intensity are placed in the region free of metal and the region diametrically opposed. All other possible conjectures are really difficult to hold, due to the nature of the oscillations: they keep in counter-phase during more than 30 hours. It is very risky to assume some collective motion of the liquid with such a long coherence on time, in a system producing bubbles and turbulence in the vicinity of the catalyst. This problem represents a challenge and underlines the importance of the non-invasivity of NMR not only in solving problems but also in identifying new problems to be solved.
Chapter 5

Conclusions and Outlook

Ideas are like rabbits. You get a couple and learn how to handle them, and pretty soon you have a dozen.

John Steinbeck

In the previous chapters, different experiments concerning the decomposition of aqueous hydrogen peroxide solutions catalyzed by the presence of porous media of different geometries and metal content were described in detail. Although the theoretical aspects, the experimental details and partial conclusions were provided in every single chapter, we will present here a brief summary of the more relevant results obtained along this work, accompanied in every case by a description of variants and/or extensions of the experiments that can be implemented relatively easily in the future. For the sake of clarity, the summary will respect the structure of the thesis, dealing with the results chapter by chapter, as they have been exposed.

Even though the 1-D average propagators acquired at different reaction times and spatial dimensions show the evolution of the reaction, the smaller magnetic field gradient strength required and the save in experimental time makes the effective diffusion coefficients a more suitable parameter for monitoring a decomposition, despite the fact that the information is more clearly extracted from its reaction time dependence. By comparing the relative shape of the curves it is possible to obtain qualitative and quantitative information about the reaction itself, allowing comparisons between catalyst particles with different: porosity, metal content, type of metal, etc. It is also possible to estimate the correlation time of the liquid moving around the pellet driven by the oxygen bubbles as a product of the reaction, at any time, by comparing the results of using either a PGSTE or a Double PGSTE pulse
sequence, with the same total observation time.

If desired, the implementation of a slice selection can be achieved by simply transforming one, two or the three hard 90° pulses in Fig. 2.7A (or the firsts one, two or three pulses in Fig. 2.7B) into soft pulses, in order to measure the effective diffusion coefficient in any particular region.

This sort of experiments can be straightforwardly extended to the case of reactors including a net flow of the reactants. There are two mean strategies to remove effects from the extra decay produced by a coherent velocity distribution. One option is to first perform an experiment (or a series of experiments) without reaction, and consider the result as an offset to be subtracted from the results obtained with the reaction going on. Such an experiment could be made either by using another liquid possessing similar viscosity, or by replacing the catalyst particle with a free-of-metal pellet with the same dimensions. The other option could be to filter the much more coherent motion from the flow by means using a Double PGSTE with $\Delta$ carefully chosen. Both alternatives present advantages and disadvantages, and might be evaluated by the experimenter.

The experiments shown here as well as their alternative including flow in the setup, can be performed in standard desktop spectrometers, too. The values for the magnetic field gradient strength or the pulse sequence timing are not restrictive in those case, although the loss off sensitivity would lead to the necessity of more scans to be acquired per single experiment, directly translated into a reduction in reaction time resolution. Nevertheless, in experiments of about 18 hours, the temporal resolution obtained here (of about 2.5 minutes) is more than enough, and a decrease of that value in favor of the tremendous improvement in comfortability by using portable magnets is acceptable.

It is important to remark that, although all the diffusion experiments included here were performed in the catalytic decomposition of $\text{H}_2\text{O}_2$, similar experiments can be performed in any other reaction involving a liquid-gas phase, due to the fact that no particular property of hydrogen peroxide was involved either in the data acquisition or in the post-processing.

Concerning to the use of proton exchange between $\text{H}_2\text{O}_2$ and water to monitor the reaction, the most relevant result, without any doubt, is the possibility of obtaining a reliable concentration quantification of $\text{H}_2\text{O}_2$ ranging from 5 % v/v down to 0.001-0.005 % v/v depending on the pH value, during a reaction, with a temporal
resolution of 30 s. Nevertheless, the method presented here, although necessary to fully understand the process, is not the best to be implemented in future reactions monitoring. As an alternative, a much simpler setup can be achieved by buffering the H$_2$O$_2$ solutions to a fixed pH value. Thus, by measuring $T_2$, a concentration vs $t_r$ curve can be obtained from the calibration curves. Notice that, if few pH values are going to be explored only, there is no necessity of repeating the entire 2D experiment shown in Fig. 3.16. $T_2$ vs $C$ curves can be measured as a calibration with the buffered solution, resulting in a much shorter experiment.

Unfortunately, such experiments are not possible to extend to desktop devices as straightforward as in the case of the diffusion. As shown in Fig. 3.22, different behaviors are observed when decreasing the Larmor frequency, depending on the pH value, resulting in different range of concentrations where the technique can give acceptable results. If special care is taken in the confection of the calibration curves, reliable concentration quantifications can be obtained in the proper range.

The experiments can be performed in different solutions containing H$_2$O$_2$ too, with the only condition that the other liquids to be added to the aqueous hydrogen peroxide solutions do not produce decomposition. Thus, different bulk solutions can be prepared as before, and the corresponding calibration curves can be obtained.

The feasibility of extending these kind of experiments to reactors of continuous flow presents the limitations imposed by the following equation:

$$\frac{1}{T_{2-\text{eff}}} = \frac{1}{T_2} + \frac{1}{\tau_v}$$

where $T_2$ and $T_{2-\text{eff}}$ are the transverse relaxation times obtained in a static and dynamic situation respectively, and $\tau_v$ the residence time of the liquid inside the sensitive volume of the coil (which is determined by the volume of the detection cell and the flow rate) [CSW]. In Fig. 5.1A simulated $T_{2-\text{eff}}$ vs $T_2$ curves are presented, for different velocities. The sensitive volume was supposed to be cylindrical, with 15 mm length, and for simplicity the same velocity was supposed in the whole region.

The diagonal line shows the static situation. Up to $T_2 = 500 \text{ ms}$, the difference between $T_{2-\text{eff}}$ and $T_2$ is below 5 % for $v = 1 \text{ mm/s}$ whereas for $v = 10 \text{ mm/s}$ even for $T_2 = 100 \text{ ms}$ the difference between the relaxation times is larger than 7 %. Fig. 5.1B shows the same plot only in the range $10 - 50 \text{ ms}$. If the liquid flows with $v = 30 \text{ mm/s}$, a $T_2 = 50 \text{ ms}$ will be affected about 5 %. In other words, the net flow of the reactants will tremendously limit the $C$ range to be accurately measured.

However, the inconvenience can be avoided by allowing the flowing liquid to
Figure 5.1: Effect of the flow in the transverse relaxation time. The $T_{2\text{-eff}}$ values were obtained by simulating a cylindrical coil sensitive volume, with 15 mm length, for different liquid velocities. The velocity was considered to be constant through the volume, for simplicity. (A) Relaxation times ranging from 10 to 2000 ms. (B) Only the range 10 – 50 ms is shown to better observe the details.

react, stopping the flow periodically and performing a $T_2$ experiment in the static situation. It represent a disadvantage compared to the on-line monitoring, but for large amount of liquid reacting (and then long time reactions) this is an acceptable solution.

The experiments with NMR Imaging proved to be an alternative for the reaction monitoring, allowing to follow a decomposition inside a single catalytic particle, with the only condition of using pellets where the metal is placed near the outer surface. Although the temporal resolution is not sufficient to observe fine details during the reaction, a tendency is observed in a long time scale, with a spatial resolution of tenths of millimeters.

All what is shown in chapter 4 represents a first step, where the ideas are developed and all the limitations are explored, in order to prove the feasibility of being implemented in more complex situations. At this stage the results are promising, and with some variants the technique can be better exploited in further experiments. For instance, due to the porosity and tortuosity of the porous medium (mainly evidenced in the low diffusion coefficient within the pellet) no extra effects are expected if net flow is imposed to the reactant. The extension of the experiments shown here to the case of flow-reactors appears then to be straightforward.
On the other hand, the experiments performed with the surface-modified catalysts, as a simulation of a common situation in bed-pack reactors presented new features awaiting to be explained. The presence of the oscillations, highly spatial correlated for such a long time, represents an exciting problem and some variants can be tried. In the opinion of the author, one of the first experiments to be conducted in order to find more clues to arrive to a close explanation would consist in placing many pellets of different sizes with their surface entirely free of metal, surrounding the central pellet to be studied, with its surface untouched. In such a setup, only the pellet under investigation will react, but the geometrical effects produced by the numerous neighbors could be observed in more detail. As a more advanced variant, flow might be also added.

The future possible experiments can be improved by buffering the solutions, in order to maintain the pH constant during the whole decomposition time. It will be still impossible to transform the information obtained from the inner part of the pellet into H₂O₂ concentrations, due to the action of the porous walls. However, eliminating the pH variable, T₂ will be the only remaining parameter related to C, and in cases of globally homogeneous porosity as shown in Fig. 4.16 it will represent a direct indicator of the reaction progress.

To conclude this work, it is worth to remark, once more, the flexibility of NMR to be implemented in optimizing reaction processes. We believe that the results as well as the further experiments proposed here will help in the penetration of NMR in the field of on-line catalytic reactions monitoring, either in small scale reactors or in industrial sizes reactors. The latter application relies on the rapid development of movable NMR spectrometers with NMR Imaging capabilities [DMP⁺].
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