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Abstract

Conventional speech recognition systems are based on Gaussian hidden Markov models (HMMs). Discriminative techniques such as log-linear modeling have been investigated in speech recognition only recently. This thesis establishes a log-linear modeling framework in the context of discriminative training criteria, with examples from continuous speech recognition, part-of-speech tagging, and handwriting recognition. The focus will be on the theoretical and experimental comparison of different training algorithms.

Equivalence relations for Gaussian and log-linear models in speech recognition are derived. It is shown how to incorporate a margin term into conventional discriminative training criteria like for example minimum phone error (MPE). This permits to evaluate directly the utility of the margin concept for string recognition. The equivalence relations and the margin-based training criteria lead to a unified view of three major training paradigms, namely Gaussian HMMs, log-linear models, and support vector machines (SVMs). Generalized iterative scaling (GIS) is traditionally used for the optimization of log-linear models with the maximum mutual information (MMI) criterion. This thesis suggests an extension of GIS to log-linear models including hidden variables, and to other training criteria (e.g. MPE). Finally, investigations on convex optimization in speech recognition are presented. Experimental results are provided for a variety of tasks, including the European Parliament plenary sessions task and Mandarin broadcasts.
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Chapter 1

Introduction

Speech is one of the most natural means of human communication. Therefore, automatic speech recognition is a convenient basis for the development of human-machine interfaces, telecommunication services, and multimedia tools. Speech recognition can be used as a stand-alone tool (e.g. data entry and document preparation). It can also serve as the input for further natural language processing like for example spoken language translation or spoken language understanding.

Automatic speech recognition is the process of converting an acoustic signal (speech) to written text (recognized words) by a machine. Throughout this work, automatic speech recognition is investigated in the framework of statistical decision theory. Structured statistical models are used to reduce the complexity of the task. Conventionally, the statistical model is decomposed into the language model and the acoustic model. The latter model assumes acoustic features which are generated from the acoustic signal in a preprocessing step. In general, the word error is used to evaluate the performance of speech recognition systems.

The considered acoustic models have a huge number of free model parameters. These parameters are estimated using a suitable training criterion. Traditionally, the acoustic model has been represented by generative models. Discriminative techniques are based on a more direct approach and attempt to optimize directly the performance, i.e., the word error of the speech recognition system.

1.1 Statistical Speech Recognition

In recent years, the statistical approach to speech recognition has prevailed over other approaches. Given a sequence of acoustic observations $x_1^T = x_1, \ldots, x_T$, that word sequence $w_1^N = w_1, \ldots, w_N$ should be chosen according to Bayes’ decision rule which maximizes the a posteriori probability [Bayes 63]:

$$[w_1^N]_{opt} = \argmax_{w_1^N} \left\{ p(w_1^N | x_1^T) \right\}$$

$$= \argmax_{w_1^N} \left\{ p(x_1^T | w_1^N) \cdot p(w_1^N) \right\}.$$  (1.1)
Equation (1.1) defines the two basic stochastic models that are involved in automatic speech recognition. The acoustic model $p(x_T^1 | w_N^1)$ denotes the probability of observing the sequence of feature vectors $x_T^1$ given a word sequence $w_N^1$. The language model $p(w_N^1)$ provides an a priori probability for a word sequence $w_N^1$. The basic architecture of a statistical speech recognition system is depicted in Figure 1.1 [Ney 90]. The system consists of four main components which will be described in detail in the following sections:

- The signal analysis (Section 1.1.1) module aims at extracting acoustic features from the input speech signal. It provides the speech recognizer with a sequence of acoustic vectors $x_T^1$.

- The acoustic model (Section 1.1.2) consists of statistical models for the smallest sub-word units to be distinguished by the speech recognizer, e.g. phonemes, syllables or whole words, and a pronunciation lexicon which defines the composition of an acoustic model for a given word from the sub-word units.

- The language model (Section 1.1.3) provides the a priori probability of a hypothesized word sequence based on the syntax, semantics and pragmatics of the language to be recognized.

- The search module (Section 1.1.4) finally combines the two knowledge sources acoustic model and language model to determine the word sequence that maximizes Equation (1.1). The search space for continuous speech recognition consists of all word sequences produced by a (finite) vocabulary.

This thesis will focus on discriminative techniques for the acoustic model $p(x_T^1 | w_N^1)$. In the conventional generative approach (e.g. maximum likelihood), this component can be considered independent of the other components. This simplification holds no longer for the discriminative techniques that model directly the posterior $p(w_N^1 | x_T^1)$, the basic quantity in the Bayes rule in Equation (1.1). In particular, discriminative training also takes the language model $p(w_N^1)$ into consideration and in fact, does not provide an estimate for the acoustic model $p(x_T^1 | e_N^1)$. This different viewpoint typically leads to a significant increase in complexity because not only the correct but all competing word sequences as well enter the optimization.

### 1.1.1 Signal analysis/feature extraction

The signal analysis module aims at providing the speech recognition system with a sequence of acoustic vectors. The acoustic vectors build a parameterization of the speech waveform observed at the microphone. The signal analysis should remove as much information irrelevant for the speech recognition process as possible, for instance intensity, background noise, speaker identity, and only retain the information relevant for the content of the utterance. The signal analysis of today’s state-of-the-art speech recognition systems is based on a short term spectral analysis [Rabiner & Schafer 78], usually a Fourier analysis. Three procedures for further processing and smoothing are widely used: Mel frequency cepstral coefficients (MFCC) [Davis & Mermelstein 80] and perceptual linear prediction (PLP) [Hermansky 90]. These features are motivated by the models of the human auditory system. Beside features

1.1.1 Signal analysis/feature extraction
derived from the short-term power spectrum, several alternative acoustic features have been developed in recent years, including the TANDEM approach [Hermansky & Ellis+ 00a].

A commonly used method to include dynamic information is augmenting the original feature vector with the first and second derivatives yielding a high dimensional vector. A more general approach is based on the linear discriminant analysis (LDA) applied to concatenated feature vectors of neighboring time frames [Fisher 36, Duda & Hart+ 01]. The LDA is a linear transformation which projects a feature space into a lower dimensional subspace such that the class separability for distributions with equal variances is maximized.

In particular, the demand for speaker independence on the acoustic vectors is hard to meet. The above mentioned MFCC and PLP features for instance, are also used for speaker identification tasks [Doddington & Przybocki+ 00]. This means that there is still plenty of information of the given speaker contained in these features. Several methods have been developed to cope with the speaker dependency of the acoustic feature vectors: speaker normalization, which tries to reduce the speaker dependency by transforming the acoustic feature vectors, and speaker adaptation, which tries to adjust the model parameters of the speech recognition system to the characteristics of the given speaker. In [Pitz 05], a comprehensive comparison of these methods is presented along with a unified view of speaker-dependent transformations.
1.1.2 Acoustic modeling

The aim of acoustic modeling is to provide a statistical model $p(x_t^T|w_1^N)$ for the realization of a sequence of acoustic vectors $x_t^T$ given a word sequence $w_1^N$. The acoustic model is a concatenation of the acoustic models for the basic sub-word units that the speech recognition system utilizes, according to a pronunciation lexicon.

Depending on the amount of training data and the desired model complexity, the sub-word units are whole words, syllables, phonemes, or phonemes in context. Smaller units than words enable the speech recognition system to recognize words which have not been seen in the training data and to ensure that enough instances of each unit have been observed in training to allow a reliable parameter estimation. In large vocabulary speech recognition (LVCSR), the most commonly used sub-word units are phonemes in the context of one or two adjacent phonemes, so-called triphones and quinphones, respectively. Context-dependent phonemes (allophones) are used to account for the different pronunciations of a phoneme depending on the surrounding phonemes.

The acoustic realizations of a sub-word unit differ significantly depending on the speaking rate. To model the variations in speaking rate, hidden Markov models (HMM) have been established as a de-facto standard for speech recognition systems [Baker 75, Rabiner 89]. An HMM is a stochastic finite state automaton consisting of a number of states and transitions between the states. The probability $p(x_t^T|w_1^N)$ is extended by unobservable (hidden) random variables representing the states:

$$p(x_t^T|w_1^N) = \sum_{s_t^T} p(x_t^T, s_t^T|w_1^N).$$

The sum is over all possible state sequences $s_t^T$ for a given word sequence $w_1^N$. Using Bayes’ identity, this can be rewritten as

$$p(x_t^T|w_1^N) = \sum_{s_t^T} \prod_{t=1}^T p(x_t|x_t^{-1}, s_t^T, w_1^N) \cdot p(s_t|x_t^{-1}, s_{t-1}^T, w_1^N).$$

This equation can be further simplified by applying the first order Markov assumption [Duda & Hart 01]. The probabilities $p(x_t|x_t^{-1}, s_t^T, w_1^N)$ and $p(s_t|x_t^{-1}, s_{t-1}^T, w_1^N)$ are assumed not to depend on previous observations but only on the states (Markov) and on the immediate predecessor state only (first-order):

$$p(x_t^T|w_1^N) = \sum_{s_t^T} \prod_{t=1}^T p(x_t|x_t, s_t^T, w_1^N) \cdot p(s_t,s_{t-1},w_1^N).$$

(1.2)

Thus, the probability $p(x_t^T|w_1^N)$ is split into the emission probability $p(x_t|s_t, w_1^N)$ denoting the probability to observe an acoustic vector $x_t$ while being in state $s_t$, and the transition probability $p(s_t|s_{t-1}, w_1^N)$ for a transition from state $s_{t-1}$ to state $s_t$. Usually, the sum in Equation (1.2) is approximated by the maximum.

$$p(x_t^T|w_1^N) \approx \max_{s_t^T} \left\{ \prod_{t=1}^T p(x_t|s_t, w_1^N) \cdot p(s_t,s_{t-1},w_1^N) \right\}. \quad (1.3)$$
This approximation is called Viterbi or maximum approximation [Ney 90]. Equations (1.2) and (1.3) can be solved efficiently using the forward-backward algorithm [Baum 72, Rabiner & Juang 86], which is an example of dynamic programming [Bellman 57, Viterbi 67, Ney 84].

An example of an HMM for a part of the word “seven” is shown in Figure 1.2. The topology used in this work has been introduced by Bakis [Bakis 76]: the basic HMM consists of six subsequent states where each two successive states are identical. Only transitions from a state to itself (loop), the next state (forward), and the next to next state (skip) are allowed. Using a frame-shift of 10ms, the path through the HMM with forward transitions only amounts to 60ms. This is close to the average duration of phonemes for most languages. This 6-state HMM has a minimum duration of 30ms (only skip transitions). This has been found to be too long for fast conversational speech, e.g. on the Verbmbil II corpus [Molau 03]. In this case, a 3-state model is used where the two identical states are merged into a single one. This reduces the minimum length of the HMM.

![Figure 1.2: 6-state hidden Markov model in Bakis topology for the triphone $s\,eh\,v$ in the word “seven”. The HMM segments are denoted by $<1>$, $<2>$, and $<3>$.

The emission probabilities $p(x_t|s_t, w^N_1)$ of an HMM can be modeled by discrete probabilities [Jelinek 76], semi-continuous probabilities [Huang & Jack 89] or continuous probability distributions [Levinson & Rabiner 83]. A commonly used model for continuous probability distributions are Gaussian mixture models (GMMs). Assuming GMMs, the emission probabil-
\[ p(x|s, w_N) = \sum_{l=1}^{L_s} c_{sl} \mathcal{N}(x|\mu_{sl}, \Sigma, w_N) \] (1.4)

where \( c_{sl} \) denotes the non-negative mixture weights subject to the constraint \( \sum_{l=1}^{L_s} c_{sl} = 1 \), and \( \mathcal{N}(x|\mu, \Sigma) \) denotes the Gaussian density with mean \( \mu \) and covariance matrix \( \Sigma \). In the RWTH system, a single globally pooled and diagonal covariance matrix is used. This choice is made to avoid problems caused by data sparseness, and due to efficiency reasons. Diagonal covariances assume decorrelated features. The feature decorrelation can be done, for instance, by LDA in a preprocessing step. Conventionally, the set of parameters \( \Lambda = \{\mu_{sl}, c_{sl}, \Sigma\} \) is estimated according to the maximum likelihood (ML) training criterion in combination with the expectation-maximization (EM) algorithm [Dempster & Laird+ 77].

The number of distinct allophone states as basic sub-word units increases exponentially with the context length. Thus, a large number of allophones will have no or too few observations for a reliable parameter estimation. Therefore, several states are tied together yielding generalized allophone models [Young 92]. Decision tree-based state clustering (e.g. CART) is used in almost all LVCSR systems. The main advantage of this top-down clustering method is that no back-off models need to be trained and unseen allophones will be assigned to an appropriate HMM state. Details of the state clustering in the RWTH system can be found in [Beulen & Ortmanns+ 99]. As the pronunciation of a phoneme depends on the surrounding phonemes, a phoneme at a word boundary is pronounced differently depending on the predecessor and successor words. This coarticulation effect is modeled explicitly using across-word allophones [Hon & Lee 91, Odell & Valtchev+ 94], which take respectively into account the ending and beginning phonemes of the adjacent words as a left and right context. Details of the across-word model implementation for the RWTH system can be found in [Sixtus 03].

1.1.3 Language modeling

The language model \( p(w_N) \) provides an a priori probability for a word sequence \( w_N = w_1, \ldots, w_N \). The syntax, semantics and pragmatics of the language to be recognized are implicitly covered by this statistical model. Due to the unlimited number of possible word sequences, further model assumptions have to be applied in order to estimate a reliable model. For LVCSR, \( m \)-gram language models [Bahl & Jelinek+ 83] have become widely accepted. The \( m \)-gram language models assume that the word sequence follows an \((m-1)\)-th order Markov process, i.e., the probability of the word \( w_n \) only depends on the \((m-1)\) predecessor words. Thus, the probability \( p(w_N) \) factorizes into

\[
p(w_N) = \prod_{n=1}^{N} p(w_n|w_{n-1}^{n-1})
\] (1.5)

The word sequence \( h_n = w_{n-m+1}^{n-1} \) is denoted as history of length \( m \) of the word \( w_n \), with the definitions \( h := w_1^{n-1} \) if \( n < m \) and \( h := \emptyset \) if \( n-1 < n-m+1 \), e.g. at the boundary \( p(w_1|w_1^0) = \).
A commonly used measure for the evaluation of language models is the perplexity $PP$

$$PP = \left[ \prod_{n=1}^{N} p(w_n | w_{n-m+1}^{n-1}) \right]^{-1/N}.$$ 

The log-perplexity is equal to the entropy of the model and can be interpreted as the average number of choices to continue a word sequence $w_{n-m+1}^{n-1}$ at position $n$. When using the perplexity as optimization criterion for training the language model, closed form solutions for $p(w|h)$ can be derived which are equal to the relative frequency of the word sequence on the training corpus. Also, the word error rate has recently been used in ASR and SMT for the evaluation of language models. The number of possible $m$-grams increases exponentially with the history length $m$. Thus, for a large vocabulary $V$, a considerable amount of $m$-grams will not be seen in training or has too few observations for a reliable estimation of $p(w|h)$, even for very large training corpora. Therefore, smoothing methods have to be applied. The smoothing is based on discounting in combination with backing-off or interpolation [Katz 87, Ney & Essen+ 94, Generet & Ney+ 95, Ney & Martin+ 97]. Discounting subtracts probability mass from seen events which is then distributed over all unseen events (backing-off) or over all events (interpolation), usually in combination with a language model with shorter history. The parameters of the smoothed language model can be estimated using a cross-validation scheme like leaving-one-out [Ney & Essen+ 94].

### 1.1.4 Search

The search module of the speech recognition system combines the two knowledge sources, which are acoustic model and language model as depicted in Figure 1.1. The objective of the search is to find the word sequence that maximizes the a posteriori probability for a given sequence $x_T^1$ of acoustic feature vectors according to Equation (1.1) \[ w^N_1 \text{opt} = \arg\max_{w^N_1} \left\{ \prod_{n=1}^{N} p(w_n | w_{n-m+1}^{n-1}) \cdot \sum_{x_T^1} \prod_{t=1}^{T} p(x_t | s_t, w^N_1) \cdot p(s_t | s_{t-1}, w^N_1) \right\}. \] (1.6)

If the language model is given by the $m$-gram model in Equation (1.5) and the acoustic model is an HMM as given in Equation (1.2), the following optimization problem has to be solved by the search module:

\[ w^N_1 \text{opt} = \arg\max_{w^N_1} \left\{ \prod_{n=1}^{N} p(w_n | w_{n-m+1}^{n-1}) \cdot \sum_{x_T^1} \prod_{t=1}^{T} p(x_t | s_t, w^N_1) \cdot p(s_t | s_{t-1}, w^N_1) \right\} \]

\[ \text{Viterbi approx.} = \arg\max_{w^N_1} \left\{ \prod_{n=1}^{N} p(w_n | w_{n-m+1}^{n-1}) \cdot \max_{x_T^1} \prod_{t=1}^{T} p(x_t | s_t, w^N_1) \cdot p(s_t | s_{t-1}, w^N_1) \right\}. \] (1.7)

In the second step, the Viterbi approximation is applied to the HMM. This reduces significantly the complexity of the optimization problem. Equation (1.7) can be solved efficiently using
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dynamic programming [Bellman 57]. Dynamic programming exploits the mathematical structure and divides the problem into sub-instances. Like in all search problems, the search can be organized in two different ways: a depth-first and breadth-first search. The depth-first strategy is used by the A*-search or stack-decoding algorithm. Here, the state hypotheses are expanded time-asynchronously depending on a heuristic estimate of the costs to complete the path [Jelinek 69, Paul 91].

The breadth-first search design is used by the Viterbi search where all state hypotheses are expanded time-synchronously [Vintsyuk 71, Baker 75, Sakoe 79, Ney 84]. In this approach, the probabilities of all hypotheses up to a given time frame are computed and thus can be compared to each other. This allows to reduce the search space significantly by pruning unlikely hypotheses early in the search process. Especially in the breadth-first approach, an efficient pruning is necessary as the number of possible word sequences with maximum length $N$ grows exponentially with $N$. Thus, a full optimization of Equation (1.7) is only feasible for small vocabulary sizes $|W|$. For large vocabulary sizes approximations have to be made. Instead of finding the exact optimal solution of Equation (1.7) the goal is changed to find a sufficiently good solution with much less effort. In the so-called beam-search, only that fraction of the hypotheses is expanded whose likelihood is sufficiently close to that of the best hypothesis of the given time frame [Loverre 76, Ney & Mergel+ 87, Ortmanns & Ney 95]. Beam-search does not guarantee to find the globally best word sequence. This optimal sequence may have been pruned at an intermediate search stage due to a poor likelihood. However, if the pruning parameters are adjusted properly no significant search errors occur and the search effort is reduced considerably.

Several other methods can be applied to reduce further the computational complexity of the Viterbi or beam-search, including lexical prefix tree [Ney & Häb-Umbach+ 92], look-ahead [Steinbiss & Ney+ 93, Häb-Umbach & Ney 94, Odell & Valtchev+ 94, Alleva & Huang+ 96, Ortmanns & Ney+ 96], and fast likelihood computation [Ramasubramansian & Paliwal 92, Fritsch 97, Bocchieri 93, Ortmanns & Ney+ 97a, Ortmanns 98, Kanthak & Schütz+ 00]. More advanced algorithms involving search (e.g. discriminative training) use $N$-best lists [Schwartz & Chow 90, Schwartz & Austin 91] or word lattices [Ney & Aubert 94, Ortmanns & Ney+ 97a, Macherey 10] to reduce the search space.

1.2 Discriminative Techniques: State of the Art

Conventional speech recognition systems in ASR are based on generative Gaussian HMMs (GHMMs) [Rabiner & Juang 97]. Traditionally, these GHMMs are optimized using a generative training criterion, e.g. maximum likelihood (ML) [Rabiner & Juang 86, Rabiner 89]. In many state-of-the-art systems, the generatively estimated GHMMs are reestimated with a discriminative training criterion like for example maximum mutual information (MMI) in a postprocessing step [Bahl & Brown+ 86, Juang & Katagiri 92, Normandin 96, Valtchev & Odell+ 97]. Numerical optimization techniques are employed for the discriminative training, e.g. extended Baum Welch (EBW) [Normandin & Morgera 91] and general gradient descent (GD) [Katagiri & Juang+ 98]. A vast number of refinements have been proposed and discussed in the literature, both concerning the training criteria (Section 1.2.1) and the optimization algorithms (Section 1.2.6). Word lattices have proved to be useful in this context.
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Figure 1.3: Comparison of decision boundaries induced by ML and MMI under different conditions. Each of the two classes is modeled by a Gaussian distribution with a full but shared covariance matrix. A uniform prior is used. The estimated covariance is indicated by ellipses. Left: data and model match. Right: data and model do not match, see outlier at (-4.0,1.0).

Conventional lattice-based training can be regarded as an example for the transducer-based training (Section 1.2.2).

More recently, discriminative models replacing the conventional GHMMs have been investigated for speech recognition (Section 1.2.3). Also, there has been a growing interest in training algorithms with additional theoretical properties. Regularization techniques [Hastie & Tibshirani* 01] and the margin concept [Vapnik 95] aim at increasing the generalization ability (Section 1.2.5). Optimization algorithms using growth transformations [Gopalakrishnan & Kanevsky* 91] and convex optimization techniques [Boyd & Vandenberghe 04] lead to stronger convergence results (Section 1.2.6).

Few theoretical work has been done so far to compare the generative and discriminative training criteria. The Cramer-Rao lower bound guarantees that if the model is correct, the lowest variance estimate of the model parameters will be obtained with ML. The work in [Nádas 83, Nádas & Nahamoo* 88] shows that MMI performs no worse than ML. Figure 1.3 illustrates this asymptotic result. The situation for finite training data is different where ML outperforms MMI for sufficiently little (relative to model complexity) data [Ng & Jordan 02]. The robustness of estimators was studied in general in [Huber 81, Hampel 86].

1.2.1 Discriminative training criteria

The training criteria can be classified in probabilistic and error-based training criteria. The probabilistic training criteria include ML (generative) and MMI [Bahl & Brown* 86, Chow 90, Kapadia & Valtchev* 93, Cardin & Normandin* 93, Bahl & Padmanabhan* 96, Bahl & Padmanabhan 98, Normandin 91, Normandin & Morgera 91, Normandin & Cardin* 94, Normandin & Lacouture* 94, Normandin 96, Valtchev 95, Valtchev & Odell* 96, Valtchev & Odell* 97, Merialdo 88, Schlüter 00, Woodland & Povey 00, Woodland & Povey 02]. Similar to the hybrid approach (Section 1.2.3), a variant of MMI for frame discrimination was proposed in [Povey & Woodland 99, Povey & Woodland 02]. The error-based training criteria try to optimize directly the classification error. Two prominent examples of this class
of training criteria are the minimum classification error (MCE) [Juang & Katagiri 92, McDermott & Katagiri 97, McDermott & Katagiri 05, McDermott & Hazen+ 07, Macherey & Haferkamp+ 05, Macherey 10], and minimum word/phone error (MWE/MPE) [Povey & Woodland 02, Povey 04]. Earlier work on word error-based training can be found in [Chou & Lee+ 93, Chou & Lee+ 94, Kaiser & Horvat+ 00, Bauer 01, Kaiser & Horvat+ 02]. The MWE/MPE training criterion is generalized in the minimum Bayes risk (MBR) training framework [Kaiser & Horvat+ 00, Kaiser & Horvat+ 02, Doumpiotis & Byrne 04, Doumpiotis & Byrne 05, Gibson & Hain 06, Gibson 08]. This framework also includes variants of MWE/MPE, e.g. minimum phone frame error (MPFE) [Zheng & Stolcke 05b], minimum divergence-based discriminative training [Du & Liu+ 06], or non-uniform error cost functions [Fu & Juang 08]. Finally, training criteria incorporating a margin term have been proposed. The discussion of these training criteria is deferred until Section 1.2.5.

Such discriminatively refined GHMMs have proved to outperform the generatively optimized GHMMs, not only on tasks of low complexity [Chow 90, Juang & Katagiri 92, Cardin & Normandin+ 93, Chou & Lee+ 94, Kaiser & Horvat+ 00, Bauer 01, Kapadia & Valtchev+ 93, Normandin 96, McDermott & Katagiri 97, Valtchev & Odell+ 97, Bahl & Padmanabhan 98, Merialdo 88, Schlüter 00], but also for large vocabulary continuous speech recognition (LVCSR) systems [Woodland & Povey 00, Povey 04, Doumpiotis & Byrne 05, McDermott & Katagiri 05, Zheng & Stolcke 05b, Gibson 08, Macherey & Haferkamp+ 05], some of them trained on thousands of hours of audio data [Evermann & Chan+ 05]. The earliest discriminative training algorithms used N-best lists to approximate the search space. Lattices have been used instead since [Valtchev & Odell+ 96], particularly in LVCSR.

Thorough comparisons of the different training criteria have been done [Schlüter 00, Schlüter & Macherey+ 01, Macherey & Haferkamp+ 05, Povey & Kingsbury 07, Macherey 10]. Starting with [Reichl & Ruske 95], the “training criteria zoo” has finally been described in the unified training criterion [Schlüter & Macherey+ 97, Schlüter 00, Schlüter & Macherey+ 01, Macherey & Haferkamp+ 05, He & Deng+ 08, Nakamura & McDermott+ 09].

Ideally, speech recognition systems are optimized by minimizing the empirical risk using the (exact) word error. There are a couple of practical problems with this ideal training criterion. First, no efficient algorithm is known to the author to calculate the word error for all possible word sequences, even if restricted to lattices. For that reason, several approximations to the exact loss function have been investigated: exact word error on N-best lists [Kaiser & Horvat+ 00, Kaiser & Horvat+ 02] or pinched lattices [Doumpiotis & Byrne 04], and approximate word error rates on lattices [Schlüter 00, Povey & Woodland 02, Povey 04, Zheng & Stolcke 05b]. Second, the exact empirical risk is a non-differentiable function which is replaced by a smooth approximation in practice (Section 3.8.2). The exact empirical risk could be optimized using grid search techniques or the approach for statistical machine translation (SMT) suggested in [Och 03, Macherey & Och+ 08]. This, however, has not been done for acoustic models so far.

The above mentioned training criteria were originally designed for the reestimation of the Gaussian HMM parameters in a supervised manner. These training criteria have also been applied to model adaptation [Zheng & Stolcke 05a], lightly-supervised acoustic model
training [Chan & Woodland 04], the optimization of linear feature transforms like for example the linear discriminant analysis (LDA) [Omar & Hasegawa-Johnson 03] and feature-space MPE (fMPE) [Povey & Kingsbury 05], speaker adaptation [Gunawardana 01, Wang 06, Lööf & Schlüter 07], precision matrix models [Sim & Gales 06], or handwriting recognition [Nopuswanchai & Povey 03].

1.2.2 Transducer-based discriminative training

Weighted finite-state transducer (WFST) methods proved to solve elegantly many difficult problems in the field of natural language processing. An overview of the basic WFST algorithms is given in [Mohri 04]. Several WFST toolkits are publicly available, e.g. AT&T FSA Library [Mohri & Pereira 00a], or FSA [Kanthak & Ney 04]. Non-trivial applications of these WFST algorithms include a full and lazy compilation of the search network for speech recognition [Mohri & Pereira 00b], integrated speech translation [Vidal 97, Matusov & Kanthak 05], and parameter estimation [Eisner 01, Lin & Yvon 05, McDermott & Katagiri 05, Kuo & Zweig 07, Li & Eisner 09] to mention but a few.

State-of-the-art discriminative acoustic model training uses lattices to approximate the combinatorial search space. Therefore, the training can be considered an example for transducer-based training. For a few important training criteria, efficient algorithms are known to calculate efficiently the accumulation statistics. MMI and MCE rely on the forward/backward (FB) probabilities (cf. Baum algorithm) [Rabiner 89] and MWE/MPE uses Povey’s recursion formula [Povey & Woodland 02]. An elegant framework for general transducer-based training was proposed in [Eisner 01] (MMI), and more recently in [Li & Eisner 09] (MWE/MPE-like training criteria). The complexity of this algorithm scales with the number of model parameters used in the transducer. This can be done more efficiently as shown in Chapter 3.

Some of the loss metrics used in speech recognition fit into the transducer-based framework. The most important example is the calculation of the word error rate for a single reference transducer [Ristad & Yianilos 98a] and for a set of reference transducers [Mohri 03]. The latter problem is typical of MWE/MPE-like training criteria.

In this work (Chapter 3), transducer-based training is used to optimize graphical models, e.g. conditional random fields (CRFs) [Lafferty & McCallum 01, Sutton & McCallum 07, Gunawardana & Mahajan 05] to be discussed next.

1.2.3 Discriminative models & parameterization

Generative models define the class posteriors indirectly through the joint probabilities. In contrast, discriminative models directly provide a posterior model - hence also known as direct models. Prominent examples of discriminative models include the log-linear models (or logistic regression), conditional random fields (CRFs), support vector machines (SVMs), and neural networks (NN). The focus of this thesis shall be on discriminative models based on a log-linear parameterization [Ney 09].
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Log-linear models/maximum entropy models. The maximum entropy principle motivates the maximum entropy models, also known as log-linear models due to their functional form [Jaynes 03]. Log-linear models are not new to pattern recognition. These models have been employed for discriminative language modeling [Rosenfeld 94], natural language processing (NLP) [Berger & Della Pietra 96], discriminative model combination (DMC) [Beyerlein 97, Beyerlein 98, Beyerlein 00], SMT [Och & Ney 02] etc. So far, only few work has been done on direct log-linear acoustic modeling [Hifny & Renals 05]. The work in [Layton & Gales 06, Layton & Gales 07] is related to the log-linear approach. Log-linear models have been specialized as to capture better the specifics of sequential data.

Maximum entropy Markov models (MEMMs). MEMMs were first described in [McCallum & Freitag 00] in the context of information extraction and segmentation. This discriminative model was studied for speech recognition in [Likhododev & Gao 02, Kuo & Gao 06]. MEMMs may suffer from the label bias problem [Bottou 91, Lafferty & McCallum 01]. CRFs, for example, solve this problem.

Conditional random fields (CRFs). CRFs are a framework for graphical sequential models. Originally, CRFs have been proposed for NLP [Lafferty & McCallum 01, Sutton & McCallum 07, Cohn 07]. Recently, CRFs have also been applied to acoustic modeling in speech recognition [Macherey & Ney 03, Gunawardana & Mahajan 05, Abdel-Haleem 06, Fosler-Lussier & Morris 08, Hifny & Renals 09, Morris & Fosler-Lussier 09]. Various acoustic representations for the log-linear models have been tested: conventional MFCC features [Macherey & Ney 03, Gunawardana & Mahajan 05], rank-based features [Kuo & Gao 06], posterior-based features [Hifny & Gao 08] or spline-based features [Yu & Deng 09]. Also, more sophisticated detector-based features like for example MLP features [Fosler-Lussier & Morris 08] and nearest neighbor based spotter features [Heigold & Li 09] have been studied.

Hybrid architectures. The hybrid approach combines the advantages of HMMs and discriminative classifiers [Bourlard & Morgan 94]. In the past, various static classifiers were employed: neural networks (NN) [Robinson & Fallside 91, Robinson & Hochberg 96, Kershaw & Robinson 96, Rigoll & Willett 98, Stadermann 06], (discriminatively optimized) Gaussian mixture models (GMMs) [Povey & Woodland 99, Povey & Woodland 00], support vector machines (SVMs) [Ganapathisraju 02], and maximum entropy models [Hifny & Renals 05]. The experimental results reported in [Kingsbury 09] suggest that speech recognition probably goes beyond simple frame discrimination.

Reparameterization of generative models. It has often been demonstrated in the literature that GMMs and GHMMs can be represented as log-linear models [Jebara 02, Macherey & Schlüter 04, Gunawardana & Mahajan 05, Abdel-Haleem 06]. This observation inspired the reparameterization of GMMs and GHMMs to derive optimization algorithms with better expected numerical properties [Sim & Gales 06, Sha & Saul 07a, Sha & Saul 07b]. The Gaussian models impose parameter constraints (e.g. positive variances) and HMMs are directed models with local normalization constraints. CRFs do not constrain the parameters and are
undirected models with a single global normalization constraint. For these reasons, it is not obvious how to transform a log-linear model into an equivalent generative model.

it is believed that the opposite is not true (i.e., not every log-linear model can be represented as an equivalent generative model) [Lafferty & McCallum+ 01, Saul & Lee 02, Sha & Saul 07a, Gunawardana & Mahajan+ 05, Cohn 07]. Chapter 4 establishes equivalence relations for Gaussian and log-linear models. These equivalence relations are based on the degeneracy in the relationship between a Gaussian mixture model (GMM) and the a posteriori class probability functions that it induces [Ristad & Yianilos 98b].

1.2.4 Equivalence relations for generative and log-linear models

Equivalence relations have been established for general (the only restriction is that the distributions are non-zero) directed and undirected models obeying certain conditional independence assumptions, see for example [Lauritzen & Dawid+ 90]. Chapter 4 focuses on a few restricted model classes (e.g. GHMMs) of practical interest that are small subsets of those general model classes. In the terminology of [Ng & Jordan 02], equivalent generative and discriminative models are called a generative/discriminative pair. Only a couple of generative/discriminative pairs appear to be known in the literature. As for the transformation from a discriminative into a generative model, however, the statements are not always clear, different statements may be conflicting, and explicit transformation rules are missing.

The log-linear and Gaussian-based discriminant analysis, for example, have been thoroughly studied in the literature. The work in [Anderson 82] shows that the Gaussian-based discriminant analysis is a subset of the log-linear discriminant analysis. However, it remains unclear if the transformation from the log-linear to the Gaussian-based discriminant analysis is always possible. According to [Ng & Jordan 02] (without proof), Gaussian-based and logistic discriminant analysis form a generative/discriminative pair. This result is supported indirectly by the analysis of the discriminant functions in [Duda & Hart+ 01, pp.19]. In contrast, [Saul & Lee 02] clearly states that the log-linear discriminant analysis is more expressive than the Gaussian-based.

The situation for the more complex HMMs is similar. The authors in [Sutton & McCallum 07] claim that the transformation is possible, without giving any details to support their claim. Assuming a weighted finite-state transducer (WFST) with non-negative arc weights, weight pushing produces an equivalent stochastic WFST [Mohri 09, p.242]. This implies that the transformation is possible, at least under suitable boundary conditions. The detailed analysis in [Jaynes 03, pp.646] suggests that the stationarity of the transition probabilities is violated for finite sequences. According to [Gunawardana & Mahajan+ 05], the transformation is impossible in general due to the parameter constraints. From the statements in [Cohn 07], it is unclear whether the local normalization constraints reduce the model flexibility, or only make the modeling less convenient.
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1.2.5 Generalization ability

Various techniques have been proposed in the literature to prevent the parameters from overfitting. The most important approaches are discussed now.

Regularization. Regularization techniques including the maximum a posteriori (MAP) approach [Gauvain & Lee 94] and smoothing, are employed to avoid overfitting. In discriminative training of GHMMs, the H-criterion [Gopalakrishnan & Kanevsky 88] and I-smoothing [Povey & Woodland 02, Povey & Gales’ 03, Povey 04] are the most popular smoothing techniques. Log-linear models have been optimized using a Gaussian prior, i.e., the \(\ell_2\)-regularization [Chen & Rosenfeld 99] and the \(\ell_2\)-regularization around a non-uniform initial model [Li 07] for regularization.

Large margin classifiers/SVMs. Probably approximately correct (PAC) generalization bounds were derived in [Vapnik 95]. The design of new training algorithms like for example the large margin classifiers are motivated by these theoretical results. Probably the best known large margin classifier is the SVM [Vapnik 95]. Multi-class formulations of SVMs do also exist [Weston & Watkins 99, Altun & Tsochantaridis’ 03, Taskar & Guestrin’ 03]. There is a close relationship of SVMs and logistic regression [Jaakkola & Meila’ 99, Zhang & Jin’ 03]. In speech recognition, SVMs have been tested in hybrid architectures, e.g. [Ganapathisraju 02]. In recent years, novel training algorithms for speech recognition have been designed to incorporate a margin term, see below for the literature.

Margin-based training in ASR. The first approaches to margin-based training in speech recognition used SVMs [Vapnik 95] in a hybrid architecture, e.g. [Ganapathisraju 02]. The hidden Markov SVMs [Altun & Tsochantaridis’ 03] and max-margin Markov networks [Taskar & Guestrin’ 03] might be more suitable for string recognition but have not been tested in the context of speech recognition. One of the first papers on direct margin-based training in speech recognition was [Liu & Jiang’ 05]. The authors demonstrate the utility of the suggested maximum relative separation margin on the ISOLET database. The training criterion can be refined to large margin estimation (LME) such that the optimization problem can be solved with semidefinite programming [Li & Jiang 06, Jiang & Li 07] or the more efficient second-order cone programming [Yin & Jiang 07]. Experimental results are presented for the TIDIGITS database. Soft margin error (SME) including extensions is introduced in [Li & Yuan’ 06, Li & Yan’ 07, Li & Yan’ 08]. An experimental comparison with conventional training criteria is provided up to a small LVCSR task (WSJ5k). The Gaussian parameters are reparameterized (cf. Section 1.2.3) in [Sha & Saul 06, Sha & Saul 07a, Sha & Saul 07b] to derive a convex optimization problem, accompanied with tests on the TIMIT database. Similar to SVMs and other conventional large margin classifiers, all these training criteria are based on the hinge loss function. Only [Yu & Deng’ 08] use the smoothed classification error from MCE for the loss function. The authors report on experimental results for a telephony speech task [Yu & Deng’ 06, Yu & Deng’ 07, Yu & Deng’ 08] and for spoken utterance classification [Yaman & Deng’ 07]. Instead of a single margin parameter, the integral over an interval of margin parameters can be used to establish relations between MMI and
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MPE [McDermott & Watanabe+ 09]. Boosted MMI [Povey & Kanevsky+ 08] is motivated by the boosting technique [Bishop 06]. This training criterion was tested on several LVCSR tasks together with refinements for EBW [Povey & Kanevsky+ 08]. This variant of MMI can be interpreted as a margin-based approach [Saon & Povey 08]. Similarly, boosted MPE can be defined [McDermott & Nakamura 08]. It does not only applies to MMI but to other conventional training criteria, including MPE and MCE as well. The work presented in Chapter 5 was developed independently of boosted MMI and MPE.

1.2.6 Numerical optimization

Numerical optimization techniques are essential for discriminative training. The optimization of state-of-the-art acoustic models is a non-trivial task due to the complexity and large-scale nature of speech recognition. Therefore, much effort has been spent on developing efficient optimization algorithms. Here, the algorithms are distinguished by their properties (e.g. growth transformation and convexity).

Most groups employ highly tuned versions of EBW [Merialdo 88, Schlüter 00, Woodland & Povey 02, Povey 04, Macherey & Schlüter+ 04, Macherey 10] to discriminatively reestimate GHMMs. EBW is motivated by a growth transformation [Normandin & Morgera 91] to be further discussed below. Log-linear models have often been optimized using GIS which also defines a growth transformation [Darroch & Ratcliff 72]. Recently, GIS is replaced more and more with more efficient [Malouf 02, Minka 03] gradient-based optimization algorithms, e.g. QProp [Fahlman 88], Rprop [Riedmiller & Braun 93, Anastasiadis & Magoulas+ 05] and L-BFGS [Nocedal & Wright 99].

Gradient-based optimization. A good overview on gradient-based optimization algorithms can be found in [Nocedal & Wright 99]. Most of these optimization algorithms are shown to converge towards a local optimum, although at different convergence rates. These optimization algorithms can be used in batch or online mode. In speech recognition, several of these algorithms have proved to converge reasonably fast in practice. Gradient descent (GD) is mainly used in earlier work on discriminative training [Chou & Juang+ 92, Valtchev 95, Katagiri & Juang+ 98, Bauer 01, McDermott & Katagiri 97]. Experimental comparisons of Rprop, QProp, and L-BFGS can be found in [McDermott & Katagiri 05, McDermott & Hazen+ 07, Gunawardana & Mahajan+ 05, Mahajan & Gunawardana+ 06]. As shown in [Schlüter 00], EBW and GD are closely related for a suitable choice of step sizes.

Growth transformations. Growth transformations are iterative optimization algorithms that are not only convergent but also guarantee to increase the training criterion in each iteration. Although introduced with a different terminology, the simplest and most general growth transformation probably goes back to [Armijo 66]. In particular, it applies to GHMMs with floored variances and any type of log-linear models. The expectation-maximization (EM) algorithm is based on the inequality derived in [Baum 72, Dempster & Laird+ 77]. The typical application of EM is the ML training of GHMMs. EBW [Normandin & Morgera 91] may be considered the discriminative counterpart of EM. The existence of finite iteration constants was first proved for discrete-valued distributions for MMI [Normandin & Morgera 91,
CHAPTER 1. INTRODUCTION

Gopalakrishnan & Kanevský 91, Gunawardana 01] and extended to other training criteria in the rational form, e.g. MCE and MWE/MPE [He & Deng 06]. This result was extended to real-valued densities (e.g. GHMMs) in [Kanevsky 04, Axelrod & Goel 07] (without constructive proof). Already much earlier, [Ristad & Yianilos 98b] showed the possibility of EM-style algorithms for MMI optimization of GMMs. The iteration constants guaranteeing an increase of the objective function in each iteration are expected to be too large, leading to unacceptable slow convergence. Therefore, many heuristics have been discussed how to determine good iteration constants in practice [Valtchev & Odell 97, Merialdo 88, Schlüeter 00, Woodland & Povey 02, Povey 04, Macherey & Schlüeter 04, Macherey 10, Hifny & Gao 08, Hsiao & Tam 09]. The reverse Jensen inequality leads to update rules similar to the EBW update rules [Jebara 02]. Many heuristics in setting the iteration constants in ASR can be justified with this growth transformation [Afify 05]. GIS [Darroch & Ratcliff 72] is the best known growth transformation for log-linear models. Improved iterative scaling (IIS) [Berger & Della Pietra 96] is a more efficient variant of GIS. The convergence properties of these algorithms are studied in [Wu 83]. After a reparameterization according to Section 1.2.3, GMMs can be optimized with a GIS-like algorithm [Saul & Lee 02]. An extension for MMI from incomplete data (e.g. log-linear mixtures) was proposed in [Riezler 98, Riezler & Kuhn 00, Wang & Schuurmans 02] for natural language processing with discrete-valued feature functions. Finally, many optimization problems can be solved with generalized EM (GEM) [Bishop 06, Wang & Schuurmans 02, p.454] by decomposing the problem into simpler subproblems and alternating optimization of these subproblems, e.g. mixtures of experts [Jordan & Jacobs 94]. Chapter 6 proposes two novel growth transformations, the one for log-linear models and the other for Gaussian models.

Convex optimization. Convex optimization is an important subfield of numerical optimization. It assumes convex training criteria such that any local optimum is also a global optimum. Many problems can be described in a natural way as a convex optimization problem, e.g. SVMs with the hinge loss function. The hidden variables of conventional acoustic models (e.g. HMM state sequences) make the construction of convex training criteria harder. Nevertheless, examples of convex training criteria do exist for GHMMs [Sha & Saul 06, Sha & Saul 07a, Sha & Saul 07b, Chang & Luo 08]. Under the same assumptions, the convexity of standard CRFs can be maintained [Kuo & Gao 06, Abdel-Haleem 06, Fosler-Lussier & Morris 08]. Similar investigations on convex optimization can be found in Chapter 7.
Chapter 2

Scientific Goals

Conventional speech recognition systems are based on Gaussian HMMs. A major conceptual point of criticism of this approach is the indirect modeling of the class posteriors, which are the key quantity in statistical pattern recognition. Log-linear models are motivated by the maximum entropy principle [Jaynes 03]. These models provide a direct parameterization of the class posteriors and thus, are expected to be more suitable for pattern recognition. The utility of log-linear models like for example conditional random fields (CRFs) has been shown in many fields of pattern recognition. So far, only little work has been done to investigate log-linear techniques for speech recognition.

The objective of this thesis is to establish a log-linear modeling framework in the context of discriminative training criteria, with examples from automatic speech recognition (ASR), part-of-speech tagging, and handwriting recognition. The theoretical and experimental goals of this work address the different aspects of a training algorithm: the choice of the model/parameterization, the training criterion, and the optimization algorithm. Namely, these include:

A comparison of Gaussian and log-linear HMMs (Chapter 4). Gaussian HMMs are generative models where the class posteriors are determined by the joint probabilities. Log-linear HMMs are discriminative models which avoid this indirection by defining directly the class posteriors. In the past, it was shown that the Gaussian models induce log-linear class posteriors. Yet, log-linear models are fully unconstrained models while Gaussian models are constrained models, e.g. positivity of variances or local normalization constraints of HMMs. Due to the absence of such parameter constraints, several authors have suggested that log-linear HMMs are more flexible than Gaussian HMMs. Experimental investigations on phoneme classification and recognition tasks seem to support this claim.

The present thesis establishes equivalence relations for the conventional (discriminatively) estimated Gaussian HMMs and the corresponding log-linear HMMs with first- and second-order features. Particularly for complex ASR tasks, not all requirements for an exact equivalence are typically fulfilled in practice, and the numerical stability may be an issue. For these reasons, this thesis also provides an experimental comparison of Gaussian HMMs and log-linear HMMs for various speech recognition tasks of completely different complexity.
An evaluation of the utility of the margin concept for string recognition (Chapter 5). Large margin classifiers like for example the support vector machine (SVM) are motivated by the generalization bounds from statistical learning theory [Vapnik 95]. They are the de-facto standard in statistical machine learning. Conventional training criteria in ASR are loss-based and do not include a margin term. To the author’s best knowledge, no comprehensive study on the utility of the margin concept for string recognition has been done so far. This thesis addresses two open issues in this context: the definition of an efficient margin-based training algorithm for string recognition tasks with focus on large vocabulary continuous speech recognition (LVCSR), and the direct evaluation of the utility of the margin term for string recognition. More precisely, the conventional training criteria including maximum mutual information (MMI), minimum classification error (MCE), and minimum phone error (MPE) are slightly modified to incorporate a margin term. To our best knowledge, this is the first approach to large margin MPE. It is shown that the resulting training criteria for log-linear models are differentiable approximations to the SVM with the respective loss function. The training criteria modified in this way are used to evaluate the utility of a margin term for string recognition across different tasks. The experimental study includes examples from ASR (with tasks from LVCSR trained on up to 1,500h audio data), part-of-speech tagging, and handwriting recognition.

An EM/GIS-style optimization algorithm for HCRFs (Chapter 6). The standard training criterion for log-linear models is MMI, i.e., the log-posteriors. Traditionally, this training criterion has been optimized using generalized iterative scaling (GIS). Compared with other optimization algorithms, GIS has the additional property to improve the training criterion in each iteration. In speech recognition, the acoustic modeling typically includes hidden variables (e.g. through the HMM), or MMI is not the choice of training criterion (e.g. MPE). These are two examples of practical interest that are not covered by standard GIS. This thesis suggests an extension of GIS to include such applications. The effectivity of the proposed optimization algorithm is tested on an optical character recognition (OCR) and a digit string speech recognition task.

Investigations on convex optimization in speech recognition (Chapter 7). Conventional training criteria in ASR are non-convex and thus, can get stuck in spurious local optima. Strictly speaking, this makes the fair comparison of different methods questionable. In addition, the conventional discriminative training in speech recognition uses many approximations and heuristics. All this leads much engineering work and expertise to make the discriminative training work well in practice. Convex optimization appears to be a principled way to avoid such difficulties. This thesis introduces a couple of convex training criteria for speech recognition. Based on first comparative experimental results on a simple digit string recognition task, the potential of more “fool-proof” training algorithms in ASR is discussed.

Development of a transducer-based discriminative framework (Chapter 3). Standard implementations for discriminative training in speech recognition use word lattices annotated with language and acoustic model scores. In general, different training criteria use different...
algorithms to calculate efficiently the gradient (e.g. MMI and MPE). These implementations are not suitable for the variety of string-based applications considered here. This thesis proposes a unified implementation based on the concept of weighted finite-state transducers. The basic implementation can be used with little effort for different models (e.g. Gaussian and log-linear HMMs, CRFs), different training criteria (e.g. MMI, MCE, MPE), and across different tasks (e.g. ASR, part-of-speech tagging, handwriting recognition). The salient feature of our transducer-based discriminative framework is that the efficient calculation of the gradient of a broad class of training criteria including MMI, MCE, and MPE is based on the same algorithm used with different semirings. As an example, the transducer-based framework allows for a convenient implementation of the word errors on a word lattice. This result is used to compare minimum word error (MWE) using an approximate and the exact word error.
Chapter 3

Discriminative Training: A Transducer-Based Framework

This chapter provides the general setting of the transducer-based discriminative training used throughout this work. Conventional discriminative training in ASR uses word lattices, which can be represented as weighted finite-state transducers (WFSTs). The presented transducer-based framework includes word lattices but goes beyond conventional lattice-based training in a good way. Although not well established in ASR, the proposed transducer-based framework is not completely novel. Similar ideas can be found for conventional lattice-based discriminative training [He & Deng +08], CRFs [Lafferty & McCallum +01, Sutton & McCallum 07], HCRFs [Gunawardana & Mahajan +05], or the learning of WFSTs [Eisner 01]. Our approach implements a variety of training criteria including the well-known MMI, MCE, and MPE training criteria based on the same standard forward/backward (FB) algorithm [Rabiner & Juang 86]. The optimization of probabilistic and error-based training criteria merely differs in the choice of the semiring. This resembles the approach in [Eisner 01, Li & Eisner 09] where the expectation is computed with the expectation semiring, the covariance is computed with the covariance semiring etc. In contrast, our approach uses the probability semiring to compute the expectation, the expectation semiring to compute the covariance etc. This is an important difference that leads to a substantial reduction in complexity. First results within this framework are given at the end of the chapter.

3.1 Weighted Finite-State Transducers (WFSTs)

The basic definitions and concepts related to finite-state transducers (FSTs) are introduced in this section. We distinguish three major concepts in this context:

**FST/WFST**  Definition of the set of valid strings, WFSTs are annotated with scores in addition (Section 3.1.1).

**Semiring**  Definition of basic operations, representing e.g. abstract multiplication and addition (Section 3.1.2).
Algorithm Definition of complex operations on WFSTs, parameterized by the semiring (Section 3.1.3).

In general, different WFSTs, semirings, and algorithms are used to solve the different tasks.

3.1.1 WFSTs

We start with the basic definition of WFSTs. Here, $\mathbb{N}$ stands for the natural numbers and $\mathbb{K}$ denotes a field.

**Definition 1.** A weighted finite-state transducer (WFST) is a 7-tuple

$$T := (\Sigma_{in}, \Sigma_{out}, (\mathbb{K}, \oplus, \otimes, \bar{0}, \bar{1}), S, I, F, E)$$

where $\Sigma_{in}$ is the input alphabet, $\Sigma_{out}$ is the output alphabet, $(\mathbb{K}, \oplus, \otimes, \bar{0}, \bar{1})$ denotes the semiring, $S \subset \mathbb{N}$ are the states, $I \in S \times \mathbb{K}$ is the unique initial state, $F \subset S \times \mathbb{K}$ are the final states, and $E \subset S \times (\Sigma_{in} \cup \epsilon) \times (\Sigma_{out} \cup \epsilon) \times \mathbb{K} \times S$ are the edges.

Note that an acceptor is a simplified WFST which discards the output alphabet $\Sigma_{out}$. For this reason, WFST and acceptor shall not be distinguished explicitly. A few simple examples are shown in Figure 3.1. States and edges are represented by circles and arrows, respectively. The bold circle indicates the initial state and the double circles the final states. An edge is labeled with the input and output symbol, and the edge weight, input:output/weight.

3.1.2 Semirings

A semiring extends a field $\mathbb{K}$. In particular, it defines the basic operations for manipulating the WFSTs.

**Definition 2.** $(\mathbb{K}, \oplus, \otimes, \bar{0}, \bar{1})$ is a semiring, iff

1. $(\mathbb{K}, \oplus, \bar{0})$ is a commutative monoid, i.e., i) $(x \oplus y) \oplus z = x \oplus (y \oplus z)$, ii) $\bar{0} \oplus x = x \oplus \bar{0} = x$, and iii) $x \oplus y = y \oplus x$;
2. $(\mathbb{K}, \otimes, \bar{1})$ is a monoid, i.e., i) $(x \otimes y) \otimes z = x \otimes (y \otimes z)$, and ii) $\bar{1} \otimes x = x \otimes \bar{1} = x$;
3. $\otimes$ distributes over $\oplus$, i.e., i) $x \otimes (y \oplus z) = (x \otimes y) \oplus (x \otimes z)$, and ii) $(x \otimes y) \otimes z = (x \otimes z) \oplus (y \otimes z)$;
4. $\bar{0}$ is an annihilator for $\otimes$, i.e., i) $\bar{0} \otimes x = x \otimes \bar{0} = \bar{0}$.

Figure 3.1: Left: WFST on the input and output alphabet $\Sigma_{in} = \Sigma_{out} = \{a, b, c, d\}$. Right: acceptor on the input alphabet $\Sigma_{in} = \{a, b, c, d\}$. 
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Table 3.1: Semirings over \(\mathbb{R}\) in ASR.

<table>
<thead>
<tr>
<th>Semiring</th>
<th>(\mathbb{I})</th>
<th>(x \oplus y)</th>
<th>(x \otimes y)</th>
<th>0</th>
<th>1</th>
<th>(\text{inv}(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>probability</td>
<td>(\mathbb{R}^+)</td>
<td>(x + y)</td>
<td>(x \cdot y)</td>
<td>0</td>
<td>1</td>
<td>(\frac{1}{y})</td>
</tr>
<tr>
<td>log</td>
<td>(\mathbb{R} \cup {-\infty, +\infty})</td>
<td>(-\log(\exp(-x) + \exp(-y)))</td>
<td>(x + y)</td>
<td>(+\infty)</td>
<td>0</td>
<td>(-x)</td>
</tr>
<tr>
<td>tropical</td>
<td>(\mathbb{R} \cup {-\infty, +\infty})</td>
<td>(\min[x, y])</td>
<td>(x + y)</td>
<td>(+\infty)</td>
<td>0</td>
<td>(-x)</td>
</tr>
</tbody>
</table>

Table 3.2: Expectation semiring over \(\mathbb{R}^+ \times \mathbb{R}\).

<table>
<thead>
<tr>
<th>Semiring</th>
<th>(\mathbb{I})</th>
<th>((p, v) \oplus (p', v'))</th>
<th>((p, v) \otimes (p', v'))</th>
<th>0</th>
<th>1</th>
<th>(\text{inv}(p, v))</th>
</tr>
</thead>
<tbody>
<tr>
<td>expectation</td>
<td>(\mathbb{R}^+ \times \mathbb{R})</td>
<td>((p + p', v + v'))</td>
<td>((p \cdot p', p \cdot v' + p' \cdot v))</td>
<td>(0, 0)</td>
<td>(1, 0)</td>
<td>(\left(\frac{1}{p}, \frac{-v}{p}\right))</td>
</tr>
</tbody>
</table>

The most important semirings over \(\mathbb{R}\) in ASR are introduced in Table 3.1. Some algorithms require the definition of the inverse in addition. The inverse has the property that \(\text{inv}(x) \otimes x = 1\) for any \(x \in \mathbb{I}\). Due to the commutativity of the semiring, \(x \otimes \text{inv}(x) = 1\) also holds true. Note that the log semiring is equivalent to the probability semiring in the negated log space. Another semiring that will become important is the expectation semiring. This semiring was proposed in [Eisner 01] to efficiently calculate expectations in the context of transducer-based MMI training. The definition of this vector semiring can be found in Table 3.2. The intuition behind this definition is that the \(p\)-component defines a probability semiring in the usual way while the \(v\)-component takes account of an additive random variable (e.g. word error).

Finally, a path \(\pi \in E \times \cdots \times E\) is defined to connect two states by a sequence of connected edges. Here, two edges are connected if the starting state of the one edge is identical to the ending state of the other edge. The path weight is obtained by extension of the respective edge weights, \(w(\pi) := \bigotimes_{e \in \pi} w(e)\). The collected weight of different paths is defined as \(\bigoplus_{\pi} w(\pi)\). Typically, transducer-based algorithms are defined on the path level. The efficient algorithms, however, are implemented locally on the edge level by making use of the properties of semirings, e.g. associativity and distributivity. This idea is illustrated in the next section by introducing some basic algorithms.

3.1.3 Algorithms

There is a variety of standard algorithms for transducers [Mohri 04]. WFST toolkits like for example FSA [Kanthak & Ney 04] provide implementations of these algorithms, e.g. composition, determinization, \(\epsilon\)-removal, or union. Here, the focus shall be on a few algorithms which are relevant in the context of discriminative training, see Table 3.3 for a summary.

Composition. The composition assumes two input WFSTs, \(T_l\) and \(T_r\). The output is also a WFST. The path weights of the resulting WFST \(T_l \circ T_r\) are defined as

\[
    w_{T_l \circ T_r}(w^N_{1, v^M_{1}}) := \bigoplus_{u^L_{1}} w_{T_l}(w^N_{1, u^L_{1}}) \otimes w_{T_r}(u^L_{1}, v^M_{1}).
\] (3.1)

The paths are denoted by the label sequence \(w^N_{1}, v^M_{1}\). This means that the output of the left WFST \(T_l\) must match the input of the right WFST \(T_r\). As a consequence, the composition
realizes a mapping from sequences in the input alphabet of the left WFST to sequences in the output alphabet of the right WFST. The composed path weights are obtained by extension of the two separate path weights. For this reason, the composition can also be employed to combine different knowledge sources, e.g. the combination of the language model and the acoustic model scores. Applying the composition to acceptors results in the intersection of the two input acceptors because non-matching paths are discarded. An efficient implementation of this algorithm exists with complexity $O(|E|+|S|(|E|+|S|))$ where $|E|$ and $|S|$ denote the number of edges and states [Mohri 04]. In general, this implementation only provides the correct result if one of the two input WFSTs is deterministic. Otherwise, the algorithm introduces duplicate paths which lead to incorrect edge weights in case of the log semiring, for example. In case of the tropical semiring, this duplication of paths is not critical.

**Transposition.** The transpose of a WFST is obtained by reversing the direction of all edges. The (single) input state is declared as the final state. A new initial state is added that has $\epsilon$-edges to all final states.

**Forward/backward (FB) scores & posteriors.** The forward/backward (FB) probabilities are the basic quantities in efficient implementations of shortest path algorithms. The forward scores (also known as state potentials) of an acyclic transducer are defined as

$$ \alpha(init) := \mathbb{1} \quad \alpha(s) := \bigoplus_{\pi=(init,s)} w(\pi) $$

(3.2)

where the collection is over all partial paths $\pi = (init, s)$ from the initial state $init$ to the state $s$. The backward scores are defined similarly on the transposed WFST. Assuming a topological ordering, these quantities can be calculated efficiently in a recursive manner (cf. dynamic programming)

$$ \alpha(init) := \mathbb{1} \quad \alpha(s) := \bigoplus_{s' : (s', s) \in E} \alpha(s') \otimes w(s', s). $$

(3.3)

Here, the collection is over all states $s'$ such that the edge $(s', s)$ is an edge of the WFST. This recursive implementation results in a complexity of $O(|E|)$. The backward score $\beta(init)$ in the initial state is the collection over all path weights of the WFST under consideration. In case of the probability semiring, this quantity is identical to the sum over all path weights (cf. normalization constant). In case of the tropical semiring, this quantity corresponds with the shortest path score. In the first example, the backward score can be used for the normalization of the path weights, $w(\pi) \otimes \text{inv}(\beta(init))$.

The posterior WFST is based on these FB scores. Assuming a WFST $P$, the edge weights of the induced posterior WFST $Q$ are defined as

$$ w_Q(e) := \bigoplus_{\pi \in P: e \in \pi} w_P(\pi) \otimes \text{inv} \left( \bigoplus_{\pi \in P} w_P(\pi) \right) $$

(3.4)

which is the collection of all paths going through the edge $e \in E$, including the normalization. In terms of the FB scores, the posteriors for edge $e = (s', s)$ read

$$ w_Q(e) = \alpha(s') \otimes w_P(e) \otimes \beta(s) \otimes \text{inv}(\beta(init)). $$

(3.5)
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Hence, the posterior WFST $Q$ can be calculated in $O(|E|)$. For the probability semiring, these posteriors coincide with the posterior probabilities, e.g. expectation-maximization (EM) for HMMs [Baum 72, Rabiner & Juang 86]. For the tropical semiring, the edge posteriors represent the shortest distance of a path through the edge under consideration and can be used to calculate the best/shortest path of WFST $P$, $\text{best}(P)$. For other semirings like for example the expectation semiring, however, the interpretation of the posteriors may not be obvious (Section 3.5).

**Pruning.** The full WFSTs of interest are usually prohibitively large in ASR applications (e.g. word lattices). The WFSTs are then pruned to a reasonable size. FB pruning is probably the most popular approach in the context of discriminative training to reduce the size of the WFST. FB pruning discards all edges with an edge posterior (calculated with the tropical semiring) below some predefined threshold [Sixtus & Ortmanns 99]. For acyclic WFSTs (e.g. word lattices), the implementation based on FB scores has linear complexity.

**Projection.** The projection transforms a WFST into an acceptor by discarding the input or output labels.

**Epsilon removal.** The epsilon removal replaces a WFST by an equivalent WFST without any $\epsilon$-edges. Two WFSTs are equivalent if they define the same set of (weighted) paths [Mohri 01]. The current implementation works only on acceptors.

**Determinization.** The determinization replaces a weighted acceptor with an equivalent weighted acceptor such that no state has two outgoing edges with the same input label. Determinization should be avoided in general because the worst case complexity is exponential [Mohri & Riley 97].

**Minimization.** The minimization replaces the deterministic input WFST with an equivalent deterministic WFST with the minimal number of states. The implementation assumes a deterministic input WFST [Mohri & Riley 97]. The complexity is $O(|E| \log |S|)$ for general WFSTs and $O(|E|)$ for acyclic WFSTs.

**Scaling of weights.** The scores $w$ in ASR are usually scaled with some factor $\gamma \in \mathbb{R}$. This scaling of the edge weights of WFST $P$ is performed by a utility function. The resulting WFST has the edge weights $\gamma \cdot w_P(e), \forall e \in E$. For the tropical and log semirings, this produces the desired scaled probabilities, $p^\gamma$.

**Traversing.** In FSA, WFSTs are typically traversed with a depth first search (DFS). Specific actions can be implemented for each step of DFS.

**Weight pushing** Assuming the path weights, the edge weights are not uniquely defined in general. Weight pushing redistributes the edge weights of a WFST without changing the path
Table 3.3: WFST algorithms from the toolkit FSA [Kanthak & Ney 04]. WFSTs are denoted by $T$. Complexities are given for connected WFSTs in terms of the number of edges $|E|$ and states $|S|$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Assumption</th>
<th>Description</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>◦</td>
<td>$T_1, T_2$ on same semiring with $\Sigma_{1,\text{out}} = \Sigma_{2,\text{in}}$ (in general: $T_1$ or $T_2$ deterministic)</td>
<td>composition of $T_1$ and $T_2$</td>
<td>$O(</td>
</tr>
<tr>
<td>transpose</td>
<td>$T$</td>
<td>reversion of all paths in $T$</td>
<td>$O(</td>
</tr>
<tr>
<td>best</td>
<td>$T$ on tropical semiring</td>
<td>best/shortest path</td>
<td>$O(</td>
</tr>
<tr>
<td>posterior</td>
<td>acyclic $T$</td>
<td>(generalized) edge posteriors</td>
<td>$O(</td>
</tr>
<tr>
<td>prune</td>
<td>acyclic $T$</td>
<td>elimination of edges with low posterior</td>
<td>$O(</td>
</tr>
<tr>
<td>project$_2$</td>
<td>$T$</td>
<td>mapping of transducer to acceptor by discarding input labels</td>
<td>$O(</td>
</tr>
<tr>
<td>remove-epsilon</td>
<td>$T$ (acceptor)</td>
<td>equivalent WFST without $\epsilon$-edges</td>
<td>$O(</td>
</tr>
<tr>
<td>determine</td>
<td>($\epsilon$-free) $T$ with e.g. twins property</td>
<td>equivalent deterministic WFST</td>
<td>exponential</td>
</tr>
<tr>
<td>minimize</td>
<td>deterministic $T$</td>
<td>equivalent deterministic WFST with minimal number of states</td>
<td>$O(</td>
</tr>
<tr>
<td>multiply</td>
<td>$T$ on tropical or log semiring, $\gamma \in \mathbb{R}$</td>
<td>multiplication of edge weights with $\gamma$</td>
<td>$O(</td>
</tr>
<tr>
<td>push-weights</td>
<td>$T$ on e.g. tropical semiring</td>
<td>normalization of distribution of weights</td>
<td>$O(</td>
</tr>
</tbody>
</table>

weights. This might have a critical impact on the efficiency in many applications. It can be shown that a WFST after weight pushing is probabilistic, i.e., the collection of the outgoing edge weights of any state is unity [Mohri 09].

### 3.2 Word Lattices

Word lattices represent a subspace of the full search space with the most “promising” word sequences. Compared with $N$-best lists, word lattices provide a compact representation of combinatorially many word sequences which can be often processed efficiently (e.g. WFST algorithms in Table 3.3). The word lattices can be represented as acyclic WFSTs over the lemma pronunciation alphabet. The states are annotated with word boundary information including the time frame and the acoustic context in case of across word modeling. The edge weights are set to the language model, the acoustic model, or the combined negated log-scores.
3.3. **UNIFIED TRAINING CRITERION**

A **unified training criterion** is discussed in this section. It is based on the *unified training criterion* introduced in [Schlüter & Macherey 01, Macherey & Haferkamp 05, He & Deng 08, Macherey 10]. For \( r = 1, \ldots, R \) training utterances, the variant in [Macherey 10, Chapter 4.1] can be written as

\[
\mathcal{F}(\Lambda) = \sum_{r=1}^{R} \gamma \log \left( \frac{\sum_{W \in \Sigma^*} [p(W) p_\Lambda(X_r|W)]^r A(W, W_r)}{\sum_{W \in \Sigma^*} [p(W) p_\Lambda(X_r|W)]^r B(W, W_r)} \right),
\]

(3.6)

Here, \( f : \mathbb{R} \to \mathbb{R}, u \mapsto f(u) \) is some smoothing function including \( \frac{1}{2} \log u \) (cf. [Macherey 10]), \( \gamma \in \mathbb{R}^+ \) is some scaling factor, \( \Sigma^* \) denotes the set of word sequences assuming the vocabulary \( \Sigma \), and \( A, B : \Sigma^* \times \Sigma^* \to \mathbb{R} \) are two weight functions. Unlike in [Macherey 10, Chapter 4.1], the word sequences filter is realized by the weight function \( B \) in our formulation. Typical of the discriminative training criteria is that they involve sums over all competing word sequences.

### Figure 3.2: Example word lattice from SieTill (without word boundaries). The spoken digit string is “drei sechs neun” (marked in red).

Usually, the acoustic model scores only include the score of the best HMM state sequences (cf. Viterbi approximation). The default semiring is the tropical semiring. Depending on the task, however, it can also be a different semiring, e.g. the log semiring for the calculation of the FB probabilities. Word-conditioned lattices have the additional property that each state has a unique language model history. Under the given assumptions, the edge weights are well-defined. Figure 3.2 shows a real example word lattice from the digit string recognition task SieTill. The lattices are generated by a word-conditioned-tree search where the (pruned) search space is stored as WFST. The reader is referred to existing literature for the technical details of the lattice generation [Ney & Aubert 94, Ortmanns & Ney 97a, Macherey 10]. Throughout this work, the lattices were generated with the RWTH Aachen University speech recognition toolkit [Rybach & Gollan 09].

Discriminative training typically involves the summation over all competing hypotheses. For efficiency reasons, this summation space is approximated with word lattices for conventional discriminative training in ASR. Special attention must be paid to “duplicate” hypotheses which can have an impact on the discriminative training. This is the motivation for preprocessing steps like for example the filtering of silence and noise edges [Wessel & Schlüter 01, Wessel 02, Hoffmeister & Klein 06]. This is a subtle but important difference between the word lattices used for the search (e.g. language model rescoring) and for the training.

### 3.3 Unified Training Criterion

An important class of training criteria is discussed in this section. It is based on the *unified training criterion* introduced in [Schlüter & Macherey 01, Macherey & Haferkamp 05, He & Deng 08, Macherey 10].
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$W \in \Sigma^*$. This is not feasible in general. For this reason, the summation space is usually restricted to the sequences in the word lattice, see Section 3.2.

In this thesis, a transducer-based formulation shall be used. The basic quantity is the (abstract) expectation of the random variable $A$ w.r.t. the (probabilistic) WFST $P$

$$E_P[A] := \frac{\sum_{\pi \in P} w_P(\pi)w_A(\pi)}{\sum_{\pi \in P} w_P(\pi)}. \quad (3.7)$$

To avoid convergence issues, acyclic WFSTs are assumed. For simplicity, WFSTs $A$ and $P$ share the topology, i.e., the two WFSTs only differ in the edge weights. WFSTs with different topologies can be preprocessed by intersection (implemented with composition) to satisfy this assumption. In general, $P$ is a pseudo probabilistic WFST (i.e., non-negative weights but without normalization). This is why the definition in Equation (3.7) includes the normalization constant. Including the dependency of $P$ on the model parameters $\Lambda$, the unified training in Equation (3.6) can be rewritten

$$F(\Lambda) = \sum_{r=1}^R f \left( \frac{E_{P,\Lambda}[A_r]}{E_{P,\Lambda}[B_r]} \right). \quad (3.8)$$

The random variable $B$ w.r.t. WFST $P$ share the topology with WFSTs $A, P$. This formulation of the unified training criterion is identical to the original formulation in Equation (3.6) because the normalization constant cancels. The optimal model parameters are determined by

$$\hat{\Lambda} = \arg\max_{\Lambda} \{F(\Lambda)\}. \quad (3.9)$$

In Section 5.2.3, it will be shown how this unified training criterion can be extended to incorporate a margin term.

For the remainder of this chapter, a simplified variant of the unified training criterion in Equation (3.8) shall be used to keep the notational complexity at a minimum

$$F(\Lambda) = \sum_{r=1}^R f \left( E_{P,\Lambda}[A_r] \right). \quad (3.10)$$

Table 3.4 illustrates how the most common training criteria in ASR can be represented within the unified training criterion in Equation (3.10).

**Maximum mutual information (MMI).** In Table 3.4, $1_{\text{spk}}$ stands for the indicator function of the spoken hypothesis. The indicator function has the value 1 at points of the set $\text{spk}$ and 0 otherwise. The logarithmic function is chosen for the smoothing function.

**Power approximation (POW).** MMI is based on the logarithm which diverges for vanishing probabilities, $\log u \to \infty$. This might cause problems with outliers. To avoid this divergence, the power identity

$$\log u = \lim_{\kappa \to 0} \frac{u^\kappa - 1}{\kappa}$$
3.4 Gradient of Unified Training Criterion

The training criteria in ASR are typically optimized with a gradient-based optimization algorithm. For this reason, it is important that the gradient of the unified training criterion in Equation (3.10) can be efficiently calculated on WFSTs. Define the covariance between the two random variables $X$ and $Y$ (represented as WFSTs) as

$$
Cov_p(X, Y) := \frac{\sum_{\pi \in \mathcal{P}} w_p(\pi) (w_X(\pi) - E_p[X]) \cdot (w_Y(\pi) - E_p[Y])}{\sum_{\pi \in \mathcal{P}} w_p(\pi)}.
$$

(3.11)
Figure 3.3: Illustration of a few training criteria for binary classification and i.i.d. data. Left: training criterion vs. $p(c_n|x_n)$. Right: accumulation weight $w_n$ vs. the posterior of the correct class $p(c_n|x_n)$. The competing class has the same weight but with opposite sign. ML uses uniform accumulation weights, independent of $p(c_n|x_n)$.

Together with the shortcut $L_\Lambda := f'(E_{P_\Lambda}[A])A$, the gradient of the unified training criterion in Equation (3.10) w.r.t. the (free) model parameters $\Lambda$ can be written as

$$\nabla F(\Lambda) = \sum_{r=1}^{R} \text{Cov}_{P_\Lambda}(L_{A_r}, \nabla \log P_{A_r}). \quad (3.12)$$

In this identity, $\nabla \log P_{A_r}$ stands for the WFST sharing the topology with $P_\Lambda$ but with the gradient of $\log P_{A_r}$ as the edge weights, e.g. $\nabla \log P_{A_r}(e) \leftarrow \sum_t \nabla \log p_{A_r}(x_t, s_t)$.

The unified training criterion can be interpreted as a weighted maximum likelihood (ML) accumulation with the weights $w_\pi$ defined by

$$\nabla F(\Lambda) = \sum_{p \in P} f'(E_p[A]) \frac{w_p(\pi)}{\sum_{p' \in P} w_{p'}(\pi')} (w_{A}(\pi) - E_p[A]) \cdot w_\pi \log p(\pi)$$

$$= \sum_{p \in P} w_p \cdot w_\pi \log p(\pi)$$

(dependency on $r$ and $\Lambda$ are dropped for simplicity). This allows for a different illustration of the training criteria, providing additional insight into the differences of the different training criteria. Figure 3.3 (right-hand side) plots the accumulation weight $w_n -$ subscript $n$ substituted with $n$ to indicate independent and identically-distributed (i.i.d.) observations - vs. the posterior of the correct class $p(c_n|x_n)$. The quantities $f$, $f'$ and $A, L$ can be found in Table 3.4.

The problem of calculating the gradient has been reduced to the calculation of a transducer-based covariance. Obviously, the efficient calculation of the covariance can be also used for more complex expectation-based training criteria than in Equation (3.10) (e.g. MCE on state level). Moreover, the covariance is a basic quantity in statistics that occurs in many different contexts. For this reason, this is a useful feature of any probabilistic transducer library. Last
3.5 Efficient Calculation of N-th Order Statistics

[Eisner 01] proposed an elegant way for the network-based optimization using MMI. The algorithm is based on the expectation semiring and the following identity.

Proposition 3. Assume an acyclic WFST $P$ over the probability semiring, and a WFST $X$ over the log semiring. $P$ and $X$ share the topology. Define the acyclic WFST $Z$ to have the same topology as $P$, $X$ and the edge weights $w_Z(e) = (w_Z(e)[p], w_Z(e)[v])$ with $w_Z(e)[p] := w_P(e)$ and $w_Z(e)[v] := w_P(e)w_X(e)$ over the expectation semiring. Then,

$$E_P[X] = \frac{\beta(\text{init})[v]}{\beta(\text{init})[p]}.$$  

The $p$– and $v$-components of the backward score over the expectation semiring in the initial state based on $Z$ are denoted by $\beta(\text{init})[p]$ and $\beta(\text{init})[v]$ as introduced in Section 3.1.3.

The proof of this lemma can be found in [Eisner 01].

For training, an expectation is calculated for each segment and each (active) feature. In ASR, the accumulation of the MMI statistics is based on another identity for the expectation where the sum over all paths in the WFST, $\pi \in P$, is replaced by a sum over all edges, $e \in P$. This leads to a more efficient calculation of the gradient, e.g. [Schlüter 00].

Proposition 4. Assume an acyclic WFST $P$ over the probability semiring, and a WFST $X$ over the log semiring. $P$ and $X$ share the topology. Let $Q(P)$ be the posterior WFST induced by $P$ as defined in Equation (3.4). Then,

$$E_P[X] = \sum_{e \in P} w_X(e)w_{Q(P)}(e).$$
Proof. The identity is proved by rearranging terms

\[ E_P[X] := \sum_{\pi \in P} \sum_{\pi' \in P} w_P(\pi') w_X(\pi) \]

additivity of \( X \)

\[ = \sum_{\pi \in P} w_P(\pi) \sum_{e \in \pi} w_X(e) \]

\[ = \sum_{e \in P} \sum_{e \in P} \delta(e \in \pi) \frac{w_P(\pi)}{\sum_{e' \in P} w_P(\pi')} w_X(e) \]

\[ = \sum_{e \in P} \sum_{e \in P} \frac{w_P(\pi)}{w_X(e)} w_X(e) \]

Equation (3.4) \[ := \sum_{e \in P} w_{Q[P]}(e) w_X(e). \]

Interesting about this identity is that the sum over the paths can be replaced by a sum over the edges. The goal of this section consists of deriving a similar identity for the covariance. For this purpose, Proposition 4 is extended to the expectation semiring. Keep in mind that for the \( p \)-component, the previous proposition is recovered because the \( p \)-component is identical to the probability semiring.

Proposition 5. Assume an acyclic WFST \( P \) over the probability semiring, and WFSTs \( X \) and \( Y \) over the log semiring. \( P, X, \) and \( Y \) share the topology. Define the WFST \( Z \) over the expectation semiring and assign the weights \( w_Z(e) = (w_Z(e)[p], w_Z(e)[v]) \) with \( w_Z(e)[p] := w_P(e) \) and \( w_Z(e)[v] := w_P(e) w_X(e) \) to the edges of \( Z \). Then,

\[ \operatorname{Cov}_P(X, Y) = \sum_{e \in Y} w_Y(e) w_{Q[Z]}(e)[v]. \]

In other words, the expectation semiring is used to calculate efficiently the covariance in this identity. This contrasts Proposition 3 where the expectation semiring is used for the calculation of the expectation instead.

Proof. It can be shown that the covariance transforms into

\[ \operatorname{Cov}_P(X, Y) = \sum_{e \in Y} w_Y(e) \sum_{\pi \in X, e \in \pi} \frac{w_P(\pi)}{\beta(\text{init})[p]} \left( w_X(\pi) - \beta(\text{init})[v] \right). \]

Observe that the normalization constant and the expectation are expressed in terms of the backward score in the initial state, see Section 3.1.3 and Proposition 3 for further details. The
proof of this identity is similar to the proof of Proposition 4. Hence, it suffices to show that the inner sum of the right-hand side of this equation equals the edge posterior of $Z$, $w(q_Z)(e)[v]$

$$
\sum_{\pi \in \mathbb{E}} \frac{w_Z(\pi)}{\beta(init)[p]} \left( w_X(\pi) - \frac{\beta(init)[v]}{\beta(init)[p]} \right) \quad \text{definition of } Z
$$

$$
= \sum_{\pi \in \mathbb{E}} \frac{w_Z(\pi)[p]}{\beta(init)[p]} \left( \frac{w_Z(\pi)[v]}{w_Z(\pi)[p]} - \frac{\beta(init)[v]}{\beta(init)[p]} \right)
$$

$$
= \sum_{\pi \in \mathbb{E}} \frac{w_Z(\pi)[v]}{\beta(init)[p]} - \frac{\beta(init)[v]}{\beta(init)[p]^2}.
$$

Applying the identity $((p_1, v_1) \otimes \text{inv}(p_2, v_2)) [v] = \frac{v_1}{p_1} - \frac{p_1 v_2}{p_2}$ with $(p_1, v_1) := \bigoplus_{\pi \in \mathbb{E}} w_Z(\pi)$ and $(p_2, v_2) := \beta(init)$ to the last expression, leads to

$$
\frac{\bigoplus_{\pi \in \mathbb{E}} w_Z(\pi)[v]}{\beta(init)[p]} - \frac{\bigoplus_{\pi \in \mathbb{E}} w_Z(\pi)[p] \cdot \beta(init)[v]}{\beta(init)[p]^2} = \left( \bigoplus_{\pi \in \mathbb{E}} w_Z(\pi) \otimes \text{inv}(\beta_{\text{init}}) \right)[v]
$$

$$
= w(q_Z)(e)[v].
$$

This concludes the proof. \qed

In practice and similar to the semiring pair probability/log, the expectation semiring is replaced by an equivalent but numerically more stable formulation. For ASR word lattices, this variant reduces to the recursion formula introduced in \cite{Povey2002} and used for MWE/MPE.

In summary, the value of expectation-based training criteria can be computed efficiently with the probability semiring. Similar relations for the gradient of the training criterion (i.e., the covariance and the expectation semiring) were established. In general, $n$-th order derivatives of the training criterion include $n + 1$-st order statistics which can be calculated efficiently by a $n$-th order semiring similar to the expectation semiring. In numerical optimization, for instance, advanced algorithms such as conjugate gradient (CG) and Newton methods \cite{Nocedal1999} use the Hessian matrix (i.e., the second derivatives) for refining the step sizes. The “covariance semiring” would be the appropriate semiring in this case.

### 3.6 Transducer-Based Implementation

Now, we are in the position to describe our transducer-based implementation for the discriminative training. The implementation is based on the WFST library FSA \cite{Kanthak2004}. Special about this implementation is that the training criteria represented by the unified training criterion in Equation (3.10) including MMI, MCE, and MPE share the same algorithm but in combination with different semirings. The theoretical foundation for the implementation is provided in the previous sections. In ASR, assume the two WFSTs $P_{AM}$ (acoustic model) and $P_{LM}$ (language model) from a recognition or rescoring pass. Typically, a weak unigram language model is used for discriminative training \cite{SchluterMuller1999, Schluter2000}. Table 3.5 exemplifies the different steps. The joint probability $P_{LM} \circ P_{AM}$ can be scaled by a factor $\gamma \in \mathbb{R}$ \cite{Wessel2001, Woodland2000}. The posterior WFST $Q$ is computed over the criterion-specific semiring. This posterior WFST is then used for the accumulation of the discriminative statistics. In particular, MMI and MPE only differ in the choice of the semiring for the posterior calculation in Table 3.5. All remaining steps are identical.
Table 3.5: Comparison of MMI and MPE in our transducer-based implementation. WFST $(P,A)$ over the expectation semiring has the edge weights $w_{(P,A)}(e) := (w_P(e), w_P(e)w_A(e))$. The accumulation is implemented by a depth first search (DFS).

<table>
<thead>
<tr>
<th></th>
<th>MPE</th>
<th>MMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>multiply$(P_{LM} \circ P_{AM}, \gamma)$</td>
<td>$(P,A)$ (over expectation semiring)</td>
</tr>
<tr>
<td>$Z$</td>
<td>$P$ (over probability semiring)</td>
<td>$P$ (over probability semiring)</td>
</tr>
<tr>
<td>$Q$</td>
<td>posterior$(Z)[v]$</td>
<td>posterior$(Z)$</td>
</tr>
<tr>
<td>Accumulation</td>
<td>For each edge $e$ and for each time frame $t$: Accumulate feature $x_t$ with weight $w_Q(e)$ for state $s_t$.</td>
<td></td>
</tr>
</tbody>
</table>

### 3.7 Error Metrics

The error-based training criteria of the type

$$ F(\Lambda) = \sum_{r=1}^{R} E_{P_{\Lambda_r}}[A_r] $$

are an important subclass of the unified training criterion in Equation (3.10). In this case, the training criterion represents some smooth approximation to the non-differentiable true empirical risk $\sum_{r=1}^{R} A_r$. For the efficient error-based training on lattices, the string errors need to be represented as a WFST with the same topology as the word lattice holding the joint probabilities. The word error rate is the conventional measure to evaluate speech recognition systems. Thus, the exact Levenshtein distance on word level is expected to perform best. The errors can be defined on different levels, leading to different training criteria like for example MCE (utterance), MWE (word), MPE and minimum phoneme frame error (MPFE) [Zheng & Stolcke 05b] (phoneme), etc. Some important metrics in the context of speech recognition are discussed in the next section.

#### 3.7.1 Hamming distance

The Hamming distance is a metric between two strings of the same length. This metric counts the number of positions in which the corresponding symbols are different. Opposed to the Hamming distance, the Hamming accuracy is the number of matching positions, e.g. $A(w_1^N, v_1^N) := \sum_{n=1}^{N} \delta(w_n, v_n)$.

#### 3.7.2 Edit distance between two strings

Let $\Sigma$ be a finite alphabet of distinct symbols, and let $\Sigma^\ast$ denote the set of all possible strings given $\Sigma$. The set of local edit operations is defined as the set $E = \Sigma \times \Sigma \cup \Sigma \times \{ \varepsilon \} \cup \{ \varepsilon \} \times \Sigma$. Each local edit operation is assigned cost $c : E \rightarrow \mathbb{R}$. Furthermore, an element $\pi \in E^\ast$ is called an alignment of the strings $V, W \in \Sigma^\ast$ if $h(\pi) = (V, W)$ for the corresponding morphism
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$h : E^* \to \Sigma^* \times \Sigma^*$. Then, the edit distance between these two strings is defined as

$$d(V, W) := \min_{\pi \in E^* : h(\pi) = (V, W)} \left\{ \sum_i c(\pi_i) \right\}$$  \hspace{1cm} (3.14)

where $\pi_i$ are the local edit operations of $\pi$. The Levenshtein distance is recovered if all local costs are set to unity except for matches which have zero cost [Levenshtein 66]. The Levenshtein distance on word level is typically used to assess speech recognition systems. The edit distance of two strings is solved efficiently by dynamic programming. The complexity of the resulting algorithm is $O(|V| \cdot |W|)$.

The definition in Equation (3.14) can be extended to the edit distance between two sets of strings, $A_1$ and $A_2$

$$d(A_1, A_2) := \min_{V \in A_1, W \in A_2} \{d(V, W)\}.$$  \hspace{1cm} (3.15)

Setting $A_1$ to the correct word sequence(s) and $A_2$ to the hypotheses in the word lattice, the edit distance in Equation (3.15) calculates the graph error. The edit distance of two sets of strings can be calculated efficiently similarly to the two string case. The complexity of the resulting algorithm is $O(|E_1| \cdot |E_2|)$.

The edit distances can also be calculated with standard WFST algorithms. The edit distance transducer $L$ is a WFST that defines the alignments $E^*$ with the costs, i.e., each edge represents a local edit operation with the respective cost as the edge weight. The Levenshtein distance transducer is illustrated in Figure 3.4. The empty symbol $\epsilon$ is used to encode deletions and insertions. The two sets $A_1, A_2$ are represented as unweighted WFSTs, i.e., WFSTs with all edge weights set to zero. Then, the alignments between $A_1$ and $A_2$ are extracted from $L$ by composition. More precisely, the WFST

$$A_1 \circ L \circ A_2$$  \hspace{1cm} (3.16)

contains all alignments of $A_1$ and $A_2$ defined by the edit distance transducer $L$ [Mohri 03]. The edit distance between $A_1$ and $A_2$, for example, is calculated efficiently by means of a single-source shortest-path algorithm such as $\text{best}$ from FSA [Kanthak & Ney 04] using the tropical semiring, i.e.,

$$d(A_1, A_2) = \text{best}(A_1 \circ L \circ A_2)$$  \hspace{1cm} (3.17)

Figure 3.4: Levenshtein distance transducer for the alphabet $\Sigma = \{a, b\}$. 
returns the alignment with the lowest cost [Mohri 03].

Note that this concept is general: any weighted transducer without negative cycles (i.e., cycles with negative weight) might be substituted for the edit distance transducer. As a variant of the classical Levenshtein distance, for example, the weights of the edit distance transducer may be set to the values, estimated from a stochastic model for the edit distance [Ristad & Yianilos 98a].

### 3.7.3 Edit distances on WFSTs

The optimization of the error-based training criteria in Equation (3.13) requires the edit distance calculations between the reference and all competing hypotheses in the WFST. Hence, the goal is to find an algorithm that calculates all pairwise edit distances, avoiding duplicate calculations and storing the result in a compact way as far as possible. For our purposes, it is enough to have an algorithm that performs “efficiently” on the typical instances from ASR and not necessarily on the worst case scenario. The transducer-based approach appears interesting in this context because of its (usually) compact representation of combinatorially many sequences.

The problem under consideration is similar to the problem in Section 3.7.2. Instead of finding the shortest distance of any two strings in \( A_1 \) and \( A_2 \), however, all distances between the reference(s) \( A_1 \) and any string in \( A_2 \) (e.g. word sequences in the word lattice) are required. More formally, assuming two unweighted FSTs, \( A_1 \) and \( A_2 \), find a WFST with edge weights \( w(e) \) such that the weight of any path \( \pi \) representing string \( W \) satisfies

\[
    w(\pi) = d(A_1, W) .
\]

This means that the edge weights are distributed over the WFST such that the accumulated edge weights provide the edit distance for each string in \( A_2 \) given the reference(s) in \( A_1 \). The weight of path \( \pi \) is obtained by summing up the corresponding edge weights. In general, the topology of \( A_2 \) needs to be modified to achieve this property. A transducer-based solution to this problem is presented next. The WFST algorithms used are summarized in Table 3.3.

**Proposition 6.** Assume the edit-distance WFST \( L \) and two acyclic FSTs \( A_1, A_2 \), all over the tropical semiring. Then, the WFST

\[
determinize\left(\text{remove-epsilon}\left(\text{project}_2(A_1 \circ L \circ A_2)\right)\right)
\]

is well-defined and satisfies \( w(W) = d(A_1, W), \forall W \in A_2 \).

**Proof.** First, \( A_1 \circ L \circ A_2 \) is acyclic since \( A_2 \) is acyclic by assumption. According to [Allauzen & Mohri 03], any acyclic WFST has the twins property and, thus can be determinized, i.e., the WFST is well-defined. Second, the determinization produces a deterministic WFST that is equivalent to the input WFST over the given, i.e., the tropical semiring. A deterministic FST has the properties [Schützenberger 77]:

- a unique initial state;
- there exists at most one edge labeled with any label of the alphabet at each state.
This definition implies that any string in the deterministic WFST is unique. From these observations, the correctness of the algorithm follows.

According to Table 3.3, the proposed algorithm has exponential complexity due to the determinization. Despite this exponential worst case complexity, a few optimizations can be done to make the algorithm efficient enough for practical purposes.

The edit distance transducer has a single state, but it has $|\Sigma|^2$ edges if $|\Sigma|$ is the alphabet size, see Figure 3.4. In ASR with large vocabularies this is prohibitive. For this reason, the vocabulary is restricted to the words occurring in $A_1$. In addition, an “out-of-vocabulary” word is introduced onto which all words of $A_2$ that do not appear in $A_1$, are mapped. Thereby, different word sequences may be mapped onto the same word sequence. For the training, however, all word sequences of the word lattice are required. Thus, the word sequences (and word boundaries) of the word lattice are recovered afterwards with an algorithm that performs similarly to the composition.

A simple optimization is to first minimize $A_1$ and $A_2$. This speeds up the algorithm in the context of discriminative training significantly. Several other optimizations are possible (e.g. pruning), which, however, do not guarantee the exactness of the algorithm in general.

### 3.7.4 Approximate accuracies on WFSTs

The previous investigations suggest that the calculation of the exact Levenshtein distances on a WFST has exponential complexity. Next, three approximations to the Levenshtein distance are discussed to avoid the exponential complexity. The approximations reduce the complexity by restricting or ignoring the edit distance alignment problem.

**Beam-pruned Levenshtein distance.** The calculation of the Levenshtein distance is basically a search problem over the alignments. Thus, reducing the search space will make the determinization in Lemma 6 more efficient. Levenshtein distances that are approximated by pruning are always an upper bound to the exact Levenshtein distance. Pruning with a limited beam, for instance, guarantees that the determinization can be performed in polynomial time.

**Approximate word/phoneme accuracies.** Another more pragmatic approach to approximate the Levenshtein distance was suggested in [Povey & Woodland 02, Povey 04]. This approximation is based on the notion of accuracy. The local accuracy operations are assigned the costs

$$c(\pi_i) := \begin{cases} 1 & \text{if } \pi_i = (w_i, w_i), w_i \in \Sigma \text{ (match)} \\ 0 & \text{if } \pi_i = (v_i, w_i), v_i, w_i \in \Sigma \land v_i \neq w_i \text{ (substitution)} \\ -1 & \text{if } \pi_i = (\epsilon, w_i), w_i \in \Sigma \text{ (insertion)}. \end{cases}$$

(3.19)

The accuracy is defined similarly to the edit distance in Equation (3.14) and (3.15) where the min operation is replaced with the max operation. The accuracy and the edit distance are equivalent in the discriminative training due to the identity

$$A(V, W) = |V| - d(V, W).$$

(3.20)
The approximate accuracy assumes a time segmentation of the tokens. This decision avoids
the Levenshtein alignment such that the local costs can be simply summed up to obtain the
total path accuracy. The temporal overlap $o(h, r)$ of the reference $r$ and the hypothesis $h$ is the
ratio between the number of frames shared by the reference and the hypothesis and the total
number of reference frames if they have the same label, and zero otherwise. See Figure 3.5 for
an example. The local approximate accuracy can be defined in terms of this temporal overlap

$$c(h, r) := \begin{cases} 
-1 + 2o(h, r) & \text{if } h \text{ and } r \text{ have same label} \\
-1 + o(h, r) & \text{otherwise}
\end{cases}$$

(3.21)

and the accuracy of hypothesis $h$ then reads

$$c(h) := \max_r \{c(h, r)\}$$

(3.22)

[Povey 04]. Silence and noise hypotheses are discarded by setting the local accuracy $c(h, r)$ to
zero if $h$ represents silence or noise. This has proved to perform slightly better in practice than
treating silence and noises like regular hypotheses.

Using word lattices with word boundaries, this approximation leads to an efficient algorithm
because of the strictly local definition. The approximate accuracy can be defined on different
token levels. Typical choices are the word (cf. MWE) and the phoneme level (cf. MPE).

**Frame error.** Finally, the frame error should be mentioned. This metric uses a state-
based Hamming distance to avoid the alignment problem (Section 3.7.1). The labels are not
necessarily defined on the state level [Wessel 02]. The frame error has been employed in dis-
criminative training in slightly different variants [Zheng & Stolcke 05b, Povey & Kingsbury 07,
Gibson 08].

### 3.8 Experimental Results

The discriminative framework described above is tested by investigating several basic issues
in discriminative training, e.g. the choice of training criterion or optimization algorithm. The
detailed descriptions of the different tasks and setups can be found in Appendix A. Unlike
the systems of most other sites, RWTH Aachen University uses globally pooled variances,
leading to highly competitive ML baseline systems consisting of a fairly high number of
Gaussian densities. The software tools used for the experiments in this work are part of the
Table 3.6: Different training criteria, WER [%] on EPPS English.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Dev06</th>
<th>Eval06</th>
<th>Eval07</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>14.4</td>
<td>10.8</td>
<td>12.0</td>
</tr>
<tr>
<td>MMI</td>
<td>13.8</td>
<td>11.0</td>
<td>12.0</td>
</tr>
<tr>
<td>MCE</td>
<td>13.8</td>
<td>11.0</td>
<td>11.9</td>
</tr>
<tr>
<td>MPE</td>
<td>13.4</td>
<td>10.2</td>
<td>11.5</td>
</tr>
</tbody>
</table>

RWTH Aachen University speech recognition toolkit [Rybach & Gollan+ 09]. The software used in [Macherey 10] was the starting point for the development of these tools. The currently used MPE implementation is based on word and not phoneme lattices. The approximate phoneme accuracies are calculated as proposed in [Povey & Woodland 02] (Section 3.7.4). The (accumulated) phoneme accuracies are then represented in the original word lattice. This is in contrast to other MPE implementations, including [Macherey 10]. Note that this approach results in significantly reduced memory requirements because only the word and not phoneme lattices need to be stored.

3.8.1 Comparison of conventional training criteria

An in-depth experimental comparison of training criteria including ML, MMI, MCE, and MPE (see Table 3.4) can be found in [Macherey 10, Chapter 6]. In this thesis, a few additional comparative results are shown for the EPPS English task. Opposed to [Macherey 10] where MCE performed best, the error rates in Table 3.6 suggest that using our current settings, MPE with I-smoothing is the discriminative training criterion of choice. A similar tendency was observed on other tasks as well, see e.g. Table 5.6. Adding I-smoothing to MMI or MCE, leads to slightly more balanced results: +0.1% on the tuning corpus (‘Dev06’) and –0.2% / –0.1% on the two test corpora (‘Eval06’/’Eval07’). For this reason, MMI and MCE were not further pursued for LVCSR tasks.

3.8.2 Comparison of MWE with approximate and exact word errors

Using the exact Levenshtein distance in lieu of the approximate word accuracy in the MWE framework [Povey & Woodland 02], the quality of the approximation can be assessed [Heigold & Macherey+ 05]. This is done by comparing the performance of MWE with the approximate (Section 3.7.4) and exact (Section 3.7.3) word accuracies.

The calculation of the exact word accuracies on word lattices is based on the algorithm given in Section 3.7.3. To make the accumulation of the discriminative statistics efficient, the word lattices need to be modified such that the word accuracies can be incorporated into the lattices without losing the information used for the acoustic rescoring, e.g. the word boundaries. First, the tokens used to evaluate the word accuracies are not identical with the pronunciations stored in the word lattice. The corresponding mapping is accomplished by composing the lattices with a suitable transducer, cf. Paragraph “Composition” in Section 3.1.3. Then, the word lattice with the word accuracies is obtained by composing the original word lattice and the
Table 3.7: Word graph densities for the training lattices, before and after incorporating the Levenshtein distance. 4% of the edges are silence edges.

<table>
<thead>
<tr>
<th></th>
<th>Word lattice</th>
<th>+Levenshtein distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of edges per spoken word</td>
<td>59</td>
<td>67</td>
</tr>
<tr>
<td>Average number of edges per time frame</td>
<td>31</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 3.8: Word error rate (WER) on the North American Business (NAB) corpus for the approximate (MWE) and the exact (exactMWE) approach.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>WER [%] NAB 20k</th>
<th>WER [%] NAB 65k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev</td>
<td>Eval</td>
</tr>
<tr>
<td>ML</td>
<td>11.36</td>
<td>11.43</td>
</tr>
<tr>
<td>MWE</td>
<td>11.17</td>
<td>10.83</td>
</tr>
<tr>
<td>exactMWE</td>
<td>11.10</td>
<td>10.90</td>
</tr>
</tbody>
</table>

weighted transducer containing the word accuracies. As the composition is based on the state mapping \((q_1, q_2)\) and \((q'_1, q'_2) \rightarrow ((q_1, q_2), (q'_1, q'_2))\) the word boundaries (e.g. times) etc. can be recovered easily. It is important to avoid duplicate hypotheses (i.e., identical word sequence and time alignment) in the resulting word lattice. Duplicate hypotheses in the lattice would change the summation space for the posterior probabilities entering the accumulation. To ensure this property, the WFST with the word accuracies needs to be determinized before the composition.

In general, the composition can split WFST states, increasing the size of the word lattices. The increase of the word lattices is small as shown in Table 3.7. In spite of the exponential worst case complexity of the algorithm in Proposition 6, this algorithm turned out to perform rather efficiently as long as the word lattices are not too dense and as long as the sentences are not too long, say fewer than 50 words in case of WSJ. The word error rates in Table 3.8 suggest that the approximate word accuracies are a sufficiently good approximation to the exact word accuracies.

### 3.8.3 Comparison of optimization algorithms

Numerical optimization is a crucial issue in discriminative training. The choice of the optimization algorithm can affect the performance in terms of convergence speed, memory requirements, and error rate. Conventionally, the extended Baum Welch (EBW) algorithm is used to optimize the discriminative training criteria for GHMMs in ASR. The convergence speed of EBW is controlled by the iteration constants. It can be proved that for GHMMs, finite iteration constants exist [Axelrod & Goel 07], see also Section 6.2.2. In practice, several heuristics are employed to set the iteration constants such as to make EBW feasible. Typically, the Gaussian mixture weights are optimized using a different scheme. (Empirical) EBW appears in different variants. In this work, the version of EBW as proposed in [Macherey 10, Section 4.3] is used. For globally pooled variances, the iteration constants for EBW tend to be over-pessimistic (10-20 iterations until convergence), compared with the results for density-specific variances reported by other groups (<5 iterations until convergence). Different gradient-based
optimization algorithms like for example probabilistic gradient descent, L-BFGS, and Rprop [McDermott & Katagiri 05] have been rarely employed in this context, or compared with EBW [Gunawardana & Mahajan+ 05].

Here, the general purpose optimization algorithm Rprop [Riedmiller & Braun 93] is compared with the highly specialized EBW [Macherey 10]. Rprop has several advantages over EBW.

**Generality.** Unlike (empirical) EBW which is only applicable to GHMMs, Rprop is a general-purpose optimization algorithm for continuously differentiable training criteria, including GHMMs and log-linear models.

**Memory requirement.** Numerator and denominator statistics need to be stored separately for EBW because the determination of the iteration constants relies on this information. Rprop does not need to distinguish the contributions from the numerator and the denominator parts. Hence, the memory requirements for Rprop are approximately half of that for EBW. For large acoustic models (up to almost 1G), this leads to significantly reduced I/O which is typically a bottleneck in parallel computing.

**Implementation.** Rprop is a simple algorithm with a simple implementation. EBW is much more sophisticated and involves more heuristic parameters that may be tuned (although usually not done in practice).

**Statistics canceling.** It was shown that the canceling of any shared part of the numerator and denominator statistics on each frame may refine EBW [Povey & Kanevsky+ 08]. The gradient of the training criterion is the difference of numerator and denominator statistics. Hence, (explicit) cancellation is not required for gradient-based algorithms like for instance for Rprop.

**Well-definedness.** A more subtle problem with EBW arises from the ambiguity of the Gaussian model parameters in the discriminative formulation, see Section 4.3.4. In particular, the globally pooled variances are fully undetermined (the situation for specific variances is similar). Yet, EBW uses the variances to determine the iteration constants. An analogous argument applies to the mixture weights. This means that the initialization of the GHMM for discriminative training does have an impact on the convergence speed because of suboptimal iteration constants - besides the fact that only the global variances enter the iteration constants. Gradient-based optimization algorithms do not suffer from this problem because the gradient is perpendicular to equipotential hypersurfaces induced by these invariances.

**Convergence.** Under rather mild assumptions (e.g. the gradient of the training criterion must be Lipschitz-continuous), Rprop is guaranteed to converge to a local optimum [Anastasiadis & Magoulas+ 05]. No rigorous convergence proof for the empirical EBW as used in practice is known to the author. In particular, it is not known whether EBW prevents from convergence to a non-critical point due to too small step sizes.

Table 3.9 provides an experimental comparison of EBW and Rprop for completely different tasks. The results in this table suggest that Rprop tends to perform slightly better than EBW. The number of iterations until convergence is comparable for EBW and Rprop when using a conservative but “universal” initial step size for Rprop (≈ 10 – 15 iterations for Mandarin). Often, the convergence of Rprop can be made faster by choosing a larger initial step size, say
Table 3.9: EBW vs. Rprop, word error rate (WER) for different tasks. The ML baseline is added for comparison. M-MMI stands for the margin-based variant of MMI introduced in Chapter 5.

<table>
<thead>
<tr>
<th>Task</th>
<th>Criterion</th>
<th>Optimization</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Test</td>
</tr>
<tr>
<td>SieTill</td>
<td>ML</td>
<td>EM</td>
<td>3.8</td>
</tr>
<tr>
<td>(1 dns/mix)</td>
<td></td>
<td>EBW</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>2.7</td>
</tr>
<tr>
<td>SieTill</td>
<td>ML</td>
<td>EM</td>
<td>2.0</td>
</tr>
<tr>
<td>(16 dns/mix)</td>
<td></td>
<td>EBW</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>1.8</td>
</tr>
<tr>
<td>SieTill</td>
<td>ML</td>
<td>EM</td>
<td>1.8</td>
</tr>
<tr>
<td>(64 dns/mix)</td>
<td></td>
<td>EBW</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>1.6</td>
</tr>
<tr>
<td>EPPS En</td>
<td>ML</td>
<td>EM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EBW</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>13.4</td>
</tr>
<tr>
<td>Mandarin</td>
<td>ML</td>
<td>EM</td>
<td></td>
</tr>
<tr>
<td>Broadcasts</td>
<td></td>
<td>EBW</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dev06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Eval06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Eval07</td>
</tr>
</tbody>
</table>

Note: Table entries are placeholders for actual values.
5-10 iterations for Mandarin. The result in Table 4.10 suggests that convergence with second order features still is faster (< 5 iterations for Mandarin).

3.8.4 Generative vs. discriminative training (model complexity)

Few work has been done to study the theoretical behavior of ML and discriminative training criteria (e.g. MMI). According to [Ng & Jordan 02], two regimes can be distinguished. For little training data (relative to model complexity?), ML is expected to outperform MMI whereas MMI outperforms ML for much training data. [Nádas 83] showed that the asymptotic error rate for MMI is not worse than for ML. If the model assumptions are true, the two asymptotic error rates coincide. Figure 3.6 shows the correlation of the relative improvement due to the discriminative training with the model complexity. The experimental results were collected under different conditions to make the plot more universal. Although the conditions in [Ng & Jordan 02, Nádas 83] are not strictly satisfied, The expected tendency is observed, i.e., the difference in the word error rate (WER) between MMI/MPE and ML increases with the number of observations per parameter.¹

3.9 Summary

In this chapter, the basic definitions and ideas for discriminative training were introduced and discussed in a transducer-based formulation. The efficient calculation of the gradient of the training criterion is an issue in ASR because of the combinatorial number of possible word sequences that need to be considered in discriminative training. On the one hand, the proposed transducer-based framework provides an abstraction and generalization of the existing recursion formulae used for MMI and MPE. In particular, our approach unifies these two recursion formulae and generalizes the speech-specific recursion formulae to HCRFs. On the other hand, this work generalizes efficiently the idea of the network training in [Eisner 01, Li & Eisner 09] by supporting efficiently training criteria beyond MMI. This framework will facilitate the development of more refined training algorithms as it provides an efficient solution to the unified training criterion for string models [Macherey & Haferkamp 05]. The chapter concluded with comparative experimental results for the conventional discriminative training, e.g. comparison of different loss functions or optimization algorithms.

¹Thanks to Christian Plahl for training the broadcast system with over 8M densities!
Figure 3.6: Relative reduction of word error rate (WER) over the number of observations per model parameter. Experimental results for different tasks using different features, different training criteria, and different number of densities.
Chapter 4

Equivalence Relations for Gaussian and Log-Linear HMMs

Conventional speech recognition systems are based on HMMs with Gaussian mixture models (GHMMs). Discriminative log-linear models are an alternative modeling approach and have been investigated recently in speech recognition. GHMMs are directed models with constraints, e.g. positivity of variances and normalization of conditional probabilities, while log-linear models do not use such constraints. This chapter compares the posterior form of typical generative models related to speech recognition with their log-linear model counterparts. The key result will be the derivation of the equivalence of these two different approaches under weak conditions. In particular, we study Gaussian mixture models, part-of-speech bigram tagging models and eventually, the GHMMs [Heigold & Schlüter 07, Heigold & Lehnen 08]. This result unifies two important but fundamentally different modeling paradigms in speech recognition on the functional level. Furthermore, this chapter will present comparative experimental results for various speech tasks of different complexity, including a digit string and large vocabulary continuous speech recognition tasks [Heigold & Wiesler 10].

4.1 Introduction

This chapter studies two important modeling paradigms in speech recognition: the generative models with prior and the log-linear discriminative models. In the traditional view, they are considered to be independent approaches that are motivated by fundamentally different points of view.

The posterior form of the generative models include the class prior. Typical of generative models is that they impose many constraints on the parameters, e.g. the positivity of the variances and the normalization of the conditional probabilities. The Gaussian model and the part-of-speech bigram tagging model are prototypical examples for single event and string input, respectively. The extension of these models to hidden variables includes the Gaussian mixture model and HMMs/GHMMs.

In contrast, log-linear models do not use any parameter constraints. The log-linear model [Anderson 82, Ng & Jordan 02, Saul & Lee 02] corresponds with the Gaus-
sian model. Linear-chain conditional random fields (CRFs) \cite{Lafferty01,Sutton07} are the log-linear counterpart of Markov chains, e.g. the part-of-speech bigram tagging model. CRFs with hidden variables, termed hidden CRFs \cite{Gunawardana05,Hifny09}, are the analog of HMMs.

In this chapter, we shall use the following terminology and implicit assumptions. The term log-linear model refers both to models with log-linear parameterization, independent of the type of data, and to the specialization for single events. The specialization of the log-linear model for strings is called CRF. Here, CRF and linear-chain CRF are used interchangeably. Moreover, CRF stands for log-linear string models with first-order dependence assumptions and a specific choice of features. Note that the terms generative model, log-linear model, and CRF only define the type of parameterization. In particular, the parameterization does not imply a specific training criterion or optimization algorithm.

There has been a large number of papers that consider the relationship between generative and discriminative models. The common view in the literature is that the generative models are a subset of the respective log-linear counterpart because the constraints are relaxed in the log-linear parameterization \cite{Anderson82,Duda01,Saul02,Gunawardana05,Sutton07}. In contrast, the transformation from the log-linear model into a generative model is less obvious because additional constraints need to be imposed on the model. For this reason, several authors speculate that log-linear models are more expressive than the posterior form of the associated generative model \cite{Saul02,Gunawardana05}. At the same time, some of the authors claim the equivalence of these two approaches, but do not give a proof and do not address the question of how to handle the constraints of the generative models \cite{Duda01,Ng02,Sutton07}.

In this chapter, we will study the equivalence of these two approaches in both directions. In particular, the novel contributions are:

- We will show that the log-linear models do not result in unique parameters and that the parameters are invariant under certain types of transformations.
- We will show under weak assumptions that the posterior form of the generative model with constraints is exactly equivalent to a log-linear model without any constraints. In other words, the generative model with constraints can always be converted into a log-linear discriminative model without any constraints, and vice versa.
- We will present experimental evidence for our theoretical findings.

The final goal of this chapter is to establish equivalence for typical GHMMs and linear-chain CRFs as used in speech recognition, including mixture models and scaling factors \cite{Gunawardana05,Hifny09}. This will be accomplished in several steps. The derivation of the equivalence is based on the invariance of the log-linear models under certain transformations, which are studied in Section 4.3.4. Then, the Gaussian model and its log-linear counterpart are investigated in Section 4.5.2 to understand how the priors and the covariance matrices of the emission model of GHMMs can be transformed. Next, we move on to string models, starting with studying the part-of-speech bigram tagging model and its log-linear equivalent in Section 4.4.2. It illustrates how to transform the bigram
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model parameters representing the prior (cf. m-gram language models). In Section 4.5.1, two approaches are discussed how to deal with the hidden variables originating from the HMM state sequences and the density indices of the mixture models. Restricted left-right HMM topologies are treated in Section 4.5.3 in the context of isolated word recognition. These preliminary results are combined in Section 4.5.4 to eventually derive the equivalence result for continuous speech recognition including word sequences of different length. A formalization and generalization of the previous results can be found in Section 4.6.

4.2 Related Work

In the terminology of [Ng & Jordan 02], equivalent generative and discriminative models are said to be a generative/discriminative pair. Only a very few such pairs have been mentioned in the literature. However, those papers are different from this work in various aspects. The authors discuss simple problems which are sub-problems of ours. Moreover, they only look at the one direction, claim two types of model to be equivalent without giving a proof, or they speculate that log-linear models are more expressive than their generative counterparts.

Also, comparative experimental results can be found in [Saul & Lee 02, Gunawardana & Mahajan 05, Sha & Saul 07a], which are not always conclusive due to differences in the model, the training criterion, etc.

4.2.1 Single events: Gaussian vs. log-linear model

The log-linear and Gaussian models for single events, for example, have been thoroughly studied in the literature. As a matter of fact, [Anderson 82] addressed this problem first and showed that the posterior form of the Gaussian model is log-linear. However, he did not discuss how to impose the Gaussian model constraints when doing the transformation in the other direction. The authors in [Ng & Jordan 02] claim that these two models form a generative/discriminative pair, but do not give a proof. This result is supported indirectly by the analysis of the discriminant functions in [Duda & Hart 01, pp.19], again without explicitly addressing the problem with the constraints. In contrast, [Saul & Lee 02] states clearly that the log-linear model is more expressive than the Gaussian counterpart.

4.2.2 Strings: HMM vs. linear-chain CRF

The situation for the more complex HMMs is similar. The authors in [Sutton & McCallum 07] claim that the transformation is possible, without giving a proof. Assuming a weighted finite-state transducer (WFST) with non-negative arc weights, weight pushing produces an equivalent stochastic WFST [Mohri 09, p.242]. This implies that the transformation is possible, at least under suitable boundary conditions. The class of WFSTs for which the algorithm terminates is not specified in this article. The detailed analysis in [Jaynes 03, pp.646] shows equivalence for the two approaches in the limit of infinitely long strings. For finite strings, the transition probabilities are non-stationary. Finally, [Gunawardana & Mahajan 05] points out the problem
with the parameter constraints and concludes from this that GHMMs are a proper subset of the linear-chain CRFs.

4.3 Basic Concepts

This section introduces the notion of equivalence. Typical parameter constraints of generative models are then discussed. These constraints are the main source of difficulty in establishing equivalence relations. It will be shown that in general, different parameters can induce the same posterior. This ambiguity permits to impose the parameter constraints without changing the posterior model.

4.3.1 Posterior models

Assume posteriors \( p : \{1, \ldots, C\} \times \mathbb{R}^D \to [0, 1], (c, x) \mapsto p(c|x) \) subject to \( \sum_c p(c|x) = 1 \). Then, a posterior model is defined as a set of posteriors, \( \mathcal{P} := \{ p_\Lambda(c|x) | \Lambda \in \Gamma \} \). We distinguish between direct/discriminative and indirect/generative posterior models in this chapter. Log-linear models are an example of a discriminative posterior model \cite{DellaPietraDellaPietra+97}

\[
p_{\text{CRF}} : \mathcal{P} = \left\{ \begin{array}{c} \exp \left( \sum_j \mu_j h_j(x, c) \right) \bigg/ \sum_c \exp \left( \sum_j \mu_j h_j(x, c') \right), \mu_j \in \mathbb{R} \end{array} \right\}.
\] (4.1)

An alternative formulation of log-linear models is based on class-dependent model parameters and class-independent features

\[
p_{\text{CRF}} : \mathcal{P} = \left\{ \begin{array}{c} \exp \left( \sum_i \lambda_{ci} f_i(x) \right) \bigg/ \sum_c \exp \left( \sum_i \lambda_{cj} f_i(x) \right), \lambda_{ci} \in \mathbb{R} \end{array} \right\}.
\] (4.2)

In general, the symbol \( j \) denotes some abstract index. It can be compound and also include the class index.

Note that the two definitions of log-linear models induce exactly the same class of models. This is shown as follows. First, assume \( \mu_j, h_j(x, c) \) in Equation (4.1), and define \( \lambda_{c\bar{c}j} := \delta(\bar{c}, c)\mu_j \) and \( f_{\bar{c}j}(x) := h_j(x, \bar{c}) \) for Equation (4.2). Note that now, the index \( i \) in Equation (4.2) denotes the index pair \((\bar{c}, j)\). Then, the arguments of the exponential functions are identical

\[
\sum_{\bar{c},j} \lambda_{c\bar{c}j} f_{\bar{c}j}(x) = \sum_{\bar{c},j} \delta(\bar{c}, c)\mu_j h_j(x, \bar{c}) = \sum_j \mu_j h_j(x, c), \forall x, c.
\]

For the opposite direction, assume \( \lambda_{c\bar{c}i}, f_i(x) \) in Equation (4.2), and define \( \mu_{c\bar{c}} := \lambda_{c\bar{c}i} \) and \( h_{c\bar{c}}(x, c) = \delta(c, \bar{c}) f_i(x) \) for Equation (4.1), with the index pair \( j = (\bar{c}, i) \). Then, we have

\[
\sum_{\bar{c},i} \mu_{c\bar{c}} h_{c\bar{c}}(x, c) = \sum_{\bar{c},i} \lambda_{c\bar{c}i} \delta(c, \bar{c}) f_i(x) = \sum_i \lambda_{c\bar{c}i} f_i(x), \forall x, c.
\]
4.3. BASIC CONCEPTS

Hence, we can use the definition in Equation (4.2) without loss of generality.

Joint probabilities are defined as $p : \{1, \ldots, C\} \times \mathbb{R}^D \rightarrow [0, 1]$, $(c, x) \mapsto p(x, c)$ subject to $\sum_c \int dx p(x, c) = 1$. A generative model is a set of joint probabilities, $\{p_\theta(x, c) | \theta \in \Theta\}$. The posterior model induced by such a generative model is defined as

$$ p_{\text{Gen}, \theta} := \left\{ \frac{p_\theta(x, c)}{\sum_c p_\theta(x, c')} | \theta \in \Theta \right\}. $$

4.3.2 Equivalence

We use the following notion of equivalence.

**Definition 7 (Equivalence).** The posterior model $p_\Gamma$ and the posterior model $p'_\Gamma$, are called equivalent if $p_\Gamma = p'_\Gamma$.

A consequence of this definition is that equivalent log-linear and generative posterior models are expected to perform equally for all posterior-based algorithms. For instance, equivalent log-linear and generative posterior models that are optimized with the same discriminative training criterion (e.g. MMI, MCE, MPE) lead to identical error rates in theory. This statement is true as long as purely posterior-based algorithms are used. The regularization/smoothing term may break the exact equivalence due to the direct dependency on the model parameters.

For the two posterior models $p_{\text{CRF}, \Gamma}$ and $p_{\text{Gen}, \theta}$, the equivalence proof consists of two parts: showing that $p_{\text{Gen}, \theta} \subset p_{\text{CRF}, \Gamma}$, and showing that $p_{\text{CRF}, \Gamma} \subset p_{\text{Gen}, \theta}$. The first part of the proof (or the transformation from the generative to a log-linear model) is rather straightforward and well-known, see e.g. [Macherey & Ney 03, Gunawardana & Mahajan+ 05] for Gaussian models.¹ For this reason, we shall focus on the second part of the proof, the transformation of the log-linear into a generative model. Two types of proof for $p_{\text{CRF}, \Gamma} \subset p_{\text{Gen}, \theta}$ can be found in this chapter. For simple models, a “guess” of the generative models is made and then verified to be a solution. This approach is not convenient for more complex models. They are rather proved by an iterative construction of the generative models, each step guaranteeing that the equivalence is preserved.

4.3.3 Parameter constraints

Unlike the unconstrained discriminative models (e.g. HCRFs), the generative models typically impose constraints and some structure on the parameters. A proper Gaussian model requires a positive-definite covariance matrix $\Sigma \in \mathbb{R}^{D \times D}$

$$ \Sigma > 0 \quad \text{(positive-definiteness).} \quad (4.3) $$

Discrete-valued probabilities satisfy the normalization constraint

$$ p(c) \geq 0, \sum_c p(c) = 1 \quad \text{(normalization).} \quad (4.4) $$

¹However, it should be pointed out that this is not always possible, see [Bishop 06, p.393] for an example.
Additional restrictions on the structure are often made for conditional probabilities (e.g. Markov models)

\[ p(c_n|c_{n-1}) \equiv p(c_n|c_{n-1}), \forall n > 1 \]  
(dependence) \hspace{1cm} (4.5)

\[ p_m(c_{m+n}|c_{m+n-1}) \equiv p(c_n|c_{n-1}), \forall m > 0, \forall n > 1 \]  
(stationarity) \hspace{1cm} (4.6)

The difficulty in establishing equivalence relations is to impose such constraints on the discriminative model without changing the posteriors. In the case where there are no (or only little) restrictions to the model, the transformation is rather straightforward. Such general results can be found e.g. in [Lauritzen & Dawid 90].

### 4.3.4 Invariance transformations

The transformation of an unconstrained discriminative model (e.g. CRF) into an equivalent generative model is based on the observation that different \( \Lambda, \Lambda' \in \Gamma \) can induce the same posterior, i.e., \( p_{\text{CRF}, \Lambda}(c|x) = p_{\text{CRF}, \Lambda'}(c|x), \forall c, x \). This leads to the definition of invariance transformations.

**Definition 8 (Invariance transformation).** An invariance transformation is a function \( f : \Gamma \rightarrow \Gamma, \Lambda \mapsto f(\Lambda) \) such that \( p_{\text{CRF}, \Lambda}(c|x) = p_{\text{CRF}, f(\Lambda)}(c|x), \forall c, x, \) and \( \Lambda \in \Gamma \).

For a log-linear model with second-order features derived from \( x \in \mathbb{R}^D \) and the model parameters \( \Lambda \in \{ \Lambda_c \in \mathbb{R}^{D \times D}, \{ \lambda_c \in \mathbb{R}^D \}, \{ \alpha_c \in \mathbb{R} \} \} =: \Gamma \),

\[
p_{\Lambda}(c|x) = \frac{\exp(x^\top \Lambda_c x + \lambda_c^\top x + \alpha_c)}{\sum_{c'} \exp(x^\top \Lambda_{c'} x + \lambda_{c'}^\top x + \alpha_{c'})}, \quad (4.7)
\]

the invariance transformations are

\[
\Lambda_c \mapsto \Lambda_c + \Delta \Lambda, \quad \Delta \Lambda \in \mathbb{R}^{D \times D} \hspace{1cm} (4.8)
\]

\[
\lambda_c \mapsto \lambda_c + \Delta \lambda, \quad \Delta \lambda \in \mathbb{R}^D \hspace{1cm} (4.9)
\]

\[
\alpha_c \mapsto \alpha_c + \Delta \alpha, \quad \Delta \alpha \in \mathbb{R} \hspace{1cm} (4.10)
\]

The parameter offsets \( \Delta \Lambda, \Delta \lambda, \) and \( \Delta \alpha \) add the same factors both in the numerator and denominator in Equation (4.7) that do not depend on the class index \( c \) and thus cancel. Clearly, the notion of invariance is more general than illustrated in Equation (4.8-4.10) where only “local” transformations are considered. In general, only the sum of all “local” transformations needs to be an invariance transformation. This shall be referred to as “passing of normalization constants.”

The invariance transformations of Gaussian-based posteriors lead to a rather strange and counterintuitive behavior. The means of the Gaussian model, for instance, can be localized anywhere in parameter space as illustrated in Figure 4.1. This degeneracy of GMM-based posteriors was already pointed out in [Ristad & Yianilos 98b] in a different context.
The remainder of this chapter is organized as follows. The Gaussian mixture model and a simple tagging problem are first discussed in Section 4.4. These simple models illustrate how to handle Gaussian models with positive-definite covariances and conditional probabilities. The results are then used to show the equivalence of GHMMs and LHMMs in speech recognition (Section 4.5). The equivalence results are then formalized and generalized in Section 4.6. Finally, these theoretical results are experimentally verified in Sections 4.7 and 4.8 on different part-of-speech tagging and speech recognition tasks of completely different complexities.

4.4 Prototypical Equivalence Relations

The basic techniques used to establish the equivalence relations in this chapter are introduced on two simple example models.

4.4.1 Single Gaussian models

Denote a Gaussian density with density index \( l \) by

\[
N(x|\mu_c, \Sigma_c) = \frac{1}{|2\pi\Sigma_c|^\frac{1}{2}} \exp\left(-\frac{1}{2}(x - \mu_c)^\top \Sigma_c^{-1}(x - \mu_c)\right).
\]
Table 4.1: Transformation from Gaussian into log-linear model parameters.

1. $\Lambda_c = -\frac{1}{2} \Sigma_c^{-1}$
2. $\lambda_c = \Sigma_c^{-1} \mu_c$
3. $\alpha_c = -\frac{1}{2} \left( \mu_c^\top \Sigma_c^{-1} \mu_c + \log |2\pi \Sigma_c| \right) + \log p(c)$

Here, $\mu_c \in \mathbb{R}^D$ denotes the mean and $\Sigma_c \in \mathbb{R}^{D \times D}$ subject to Equation (4.3) stands for the covariance matrix of the Gaussian. The joint probability of the single Gaussian model includes the class prior $p(c) \in \mathbb{R}$ subject to Equation (4.4). It is defined as

$$p(x, c) = p(c) N(x|\mu_c, \Sigma_c). \quad (4.11)$$

Using the Bayes rule

$$p(c|x) = \frac{p(x, c)}{\sum_c p(x, c')}, \quad (4.12)$$

the class posteriors induced by the single Gaussian model read

$$p_{\text{Gauss},\theta}(c|x) = \frac{p(c) N(x|\mu_c, \Sigma_c)}{\sum_c p(c') N(x|\mu_{c'}, \Sigma_{c'})}. \quad (4.13)$$

The model parameters are $\theta \in \{\mu_c \in \mathbb{R}^D, \Sigma_c \in \mathbb{R}^{D \times D} | \Sigma_c > 0, |p(c) \in \mathbb{R} | \sum_c p(c) = 1\} =: \Theta$.

The posterior model in Equation (4.13) can be represented as a log-linear model of the type

$$p_{\text{log-lin},\Lambda}(c|x) = \frac{\exp \left( x^\top \Lambda_c x + \lambda_c^\top x + \alpha_c \right)}{\sum_c \exp \left( x^\top \Lambda_{c'} x + \lambda_{c'}^\top x + \alpha_{c'} \right)}. \quad (4.14)$$

This was shown in [Anderson 82, Saul & Lee 02, Jebraa 02, Macherey & Ney 03, Gunawardana & Mahajan* 05]. The log-linear parameters $\Lambda \in \{\Lambda_c \in \mathbb{R}^{D \times D}, \lambda_c \in \mathbb{R}^D, \alpha_c \in \mathbb{R}\} =: \Gamma$ can be determined from the Gaussian parameters $\Theta$ by comparing terms constant, linear, and quadratic in $x$. The resulting transformation rules are summarized in Table 4.1.

Assuming a log-linear model with parameters $\Lambda \in \Gamma$, an equivalent Gaussian model can be determined by solving the transformation rules in Table 4.1 for some Gaussian parameters $\theta$. However, this approach does not define a proper Gaussian model in general, i.e., $\theta \notin \Theta$. This is because the covariance matrix $\Sigma_c$ is not guaranteed to be positive-definite (if the inverse is defined at all), and the priors $p(c)$ and mixture weights $p(l|c)$ do not need to be normalized. This observation could explain why some authors assume that the log-linear models in Equation (4.14) are “more expressive than their generative counterparts” [Saul & Lee 02, Gunawardana & Mahajan* 05, Sha & Saul 07a]. None of the existing work provides explicit transformation rules, see Section 4.2.1. Here, we derive the transformation rules by taking advantage of the ambiguity of the log-linear model parameters (see Section 4.3.4) to resolve this problem.

Table 4.2 summarizes the different steps required to transform a log-linear model into an equivalent (and proper) Gaussian model. First, observe that the matrix $\Lambda_c$ is ambiguous. The
Table 4.2: Transformation from log-linear into Gaussian model parameters. ‘←’ indicates an invariance transformation and “passing” is an abbreviation for “passing of normalization constant.” See text for explanations.

<table>
<thead>
<tr>
<th>Step</th>
<th>Equation</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( \tilde{\Lambda}_c )</td>
<td>( \Lambda_c + \Delta \Lambda )</td>
</tr>
<tr>
<td>2.</td>
<td>( \Sigma_c )</td>
<td>( -\frac{1}{2} \tilde{\Lambda}_c^{-1} )</td>
</tr>
<tr>
<td>3.</td>
<td>( \mu_c )</td>
<td>( \Sigma_c \alpha_c )</td>
</tr>
<tr>
<td>4.</td>
<td>( \tilde{\alpha}_c )</td>
<td>“passing” ( \alpha_c + \frac{1}{2} (\mu_c^T \Sigma_c^{-1} \mu_c + \log</td>
</tr>
<tr>
<td>5.</td>
<td>( p(c) )</td>
<td>( \exp \left( \tilde{\alpha}_c - \log \left( \sum_c \exp(\tilde{\alpha}_c) \right) \right) )</td>
</tr>
</tbody>
</table>

Invariance transformation in Equation (4.8) with a sufficiently negative-definite \( \Delta \Lambda \in \mathbb{R}^{D \times D} \) (i.e., the eigenvalues of \( \Delta \Lambda \) are sufficiently negative) can be used to make \( \Lambda_c \) negative-definite. Hence, the covariance matrix \( \Sigma_c \) exists and is positive-definite (Step 2). The determination of the mean \( \mu_c \) is straightforward. Next, the mixture weights are normalized. The normalization constant from the Gaussian density is incorporated into the prior parameter, \( \tilde{\alpha}_c := \alpha_c + \frac{1}{2} (\mu_c^T \Sigma_c^{-1} \mu_c + \log |2\pi \Sigma_c|) \). The class prior is normalized by applying the invariance transformation in Equation (4.10) with \( \Delta \alpha := -\log \sum_c \alpha_c \) (Step 5). The result also holds true for special cases such as diagonal or pooled covariance matrices.

This subsection can be summarized by the following lemma.

**Lemma 9 (Equivalence (Gauss model)).** The posterior model \( p_{\text{log-lin}, \Gamma} \) in Equation (4.14) and the posterior model \( p_{\text{Gauss}, \Theta} \) induced by the generative model in Equation (4.13) are equivalent.

The equivalence is proved by showing that (for example) \( p_{\text{Gauss}, \Theta} \subset p_{\text{log-lin}, \Gamma} \) and \( p_{\text{log-lin}, \Gamma} \subset p_{\text{Gauss}, \Theta} \). Derivations for the transformation rules in Table 4.1 can be found in the literature, e.g. [Saul & Lee 02, Jebara 02, Macherey & Ney 03, Gunawardana & Mahajan 05], proving \( p_{\text{Gauss}, \Theta} \subset p_{\text{log-lin}, \Gamma} \). Thus, the proof focuses on the transformation from the log-linear model into a Gaussian model. In the above discussion, it was shown that a log-linear model can be transformed into a proper Gaussian model only applying invariance transformations. For this simple model, a direct proof fits on a page as well.

**Proof.** The idea of the proof consists of constructing a proper Gaussian model for each log-linear model. The Gaussian model parameters in Table 4.2 are well-defined in the sense of the constraints in Section 4.3.3 by construction. To show the equivalence of the original log-linear model and the resulting Gaussian model, we start with the Gaussian model and transform it into the numerator of the log-linear model up to a constant factor (i.e., a factor that does not depend
on $c$). The shortcut $Z := \sum_c \exp(\alpha_c)$ is used. The indicated steps refer to Table 4.2.

$$p_{\text{Gauss}, \theta}(x, c) \overset{\text{Step 5}}{=} \frac{1}{Z} \exp(\tilde{\alpha}_c) \mathcal{N}(x|\mu_c, \Sigma_c)$$

$$\overset{\text{Step 4}}{=} \frac{1}{Z} \exp(\alpha_c) \exp \left( \frac{1}{2} \left( \mu_c^T \Sigma_c^{-1} \mu_c + \log |2\pi \Sigma_c| - \mu_c^T \Sigma_c^{-1} \mu_c - \log |2\pi \Sigma_c| + 2 \mu_c^T \Sigma_c^{-1} x - x^T \Sigma_c^{-1} x \right) \right)$$

$$= \frac{1}{Z} \exp(\alpha_c) \exp \left( \mu_c^T \Sigma_c^{-1} x - \frac{1}{2} x^T \Sigma_c^{-1} x \right)$$

$$\overset{\text{Steps 2&3}}{=} \frac{1}{Z} \exp(\alpha_c) \exp \left( \lambda_c^T x - x^T \tilde{\Lambda}_c x \right)$$

$$\overset{\text{Step 1}}{=} \frac{\exp(x^T \Delta \Lambda x)}{Z} \cdot \frac{\exp(\alpha_c + \lambda_c^T x + x^T \tilde{\Lambda}_c x)}{\text{numerator of log-linear model in Equation (4.14)}}$$

The first term in the last line is a constant w.r.t. class $c$ and thus cancels in the posterior. □

The extension of this equivalence result to more general features is straightforward. For the general log-linear model in Equation (4.2), the feature vector $x$ contains the kernel feature functions $f_i(x)$. In addition, the covariance matrices $\Sigma_c$ and $\Sigma_{c'}$ are set to the unity matrix and $\Lambda_c = 0$ in Tables 4.3 and 4.4. This implies that the equivalence holds for the general log-linear model in Equation (4.2) and the Gaussian model in Equation (4.22) under the weak assumption that the kernel feature function $f_0(x) = 1$ is included. The log-linear model in Equation (4.1) can be equally represented in the form in Equation (4.2) with restricted model parameters, $\lambda_c = (0, \ldots, 0, \lambda, 0, \ldots, 0)$ with the vector $\lambda$ in the $c$-th position. This structure is preserved in the second steps of Tables 4.3 and 4.4. In particular, the number of degrees of freedom is the same in both models. Furthermore, binary and discrete features are a subset of the continuous features. This proves the equivalence of the general log-linear model in Equation (4.1) and the Gaussian model in Equation (4.22). In the remainder of this chapter, we will derive equivalence relations for structured string model classes.

Gaussian/log-linear models are local models. Conditional probabilities (cf. Markov models) shall be considered next. We start with a simple model for part-of-speech tagging, which will then be extended to speech recognition in Section 4.5.

### 4.4.2 Part-of-speech bigram tagging model

The construction of conditional probabilities from a log-linear CRF is illustrated by means of a simple, yet non-trivial model: part-of-speech tagging with a bigram model. Unlike speech recognition, the part-of-speech tagging (as considered here) assumes a one-to-one mapping from the words $x^N_1$ (input) to the tags $c^N_1$ (output), see Figure 4.2. The alignment problem is deferred until Section 4.5. For the time being, consider the joint probability

$$p_{\text{Gen}, \theta}(x^N_1, c^N_1) = \underbrace{p(\$|c_N)}_{\text{transition model}} \prod_{n=1}^{N} \underbrace{p(c_n|c_{n-1})}_{\text{emission model}} \prod_{n=1}^{N} \underbrace{p(x_n|c_n)}_{\text{emission model}} \quad (4.15)$$

$$p_{\text{Gen}, \theta}(x^N_1, c^N_1) = \underbrace{p(\$|c_N)}_{\text{transition model}} \prod_{n=1}^{N} \underbrace{p(c_n|c_{n-1})}_{\text{emission model}} \prod_{n=1}^{N} \underbrace{p(x_n|c_n)}_{\text{emission model}} \quad (4.15)$$
4.4. PROTOTYPICAL EQUIVALENCE RELATIONS

Figure 4.2: Example for part-of-speech tagging from the French Media corpus.

with the emission probabilities \( p(x|c) \) and the bigram probabilities \( p(c|c') \). The generative model parameters \( \theta \in \{ \{ p(c|c') \in \mathbb{R}^+ | \sum_c p(c|c') = 1 \}, \{ p(x|c) \in \mathbb{R} | \sum_c p(x|c) = 1 \} \} : \Theta \) are the look-up tables for the emission probabilities subject to Equation (4.4) and the bigram probabilities subject to Equations (4.4-4.6).

The linear-chain CRF with the same sufficient statistics reads

\[
p_{\text{CRF}, \Lambda}(c_1^N | x_1^N) = \frac{1}{Z_\Lambda(x_1^N)} \exp(\alpha_{c_1}$) \prod_{n=1}^{N} \exp(\alpha_{c_{n-1}c_n}) \prod_{n=1}^{N} \exp(\beta_{c_nx_n})
\]

with normalization constant \( Z_\Lambda(x_1^N) \) (summation over all tag sequences) and the bigram and emission parameters as the model parameters \( \Lambda \in \{ \{ \alpha_{c|c'} \in \mathbb{R} \}, \{ \beta_{cx} \in \mathbb{R} \} \} =: \Gamma \). In addition to the regular tags \( c \in \Sigma \), we use the special tag $ indicating the sentence end. Assume that this boundary tag is also part of the bigram model and that the sequences \( c_1^N \) start and end implicitly with this boundary tag, i.e., \( c_0 = c_{N+1} = $ \). This model serves as preparation for the transition and language models in speech recognition, which typically include such information (entry/exit states for HMMs, or sentence boundary symbol for language models), see Section 4.5.4.

Again, the goal is to transform the one model into the other. The transformation from the constrained generative Markov model into the unconstrained discriminative model is straightforward. To do so, set \( \alpha_{c|c'} := \log p(c|c') \) and \( \beta_{cx} := \log p(x|c) \), similar to [Gunawardana & Mahajan+ 05, Sutton & McCallum 07].

No concise and consistent statements on the transformation in the opposite direction can be found in the literature, see Section 4.2.2. Here, transformation rules are derived under the assumptions of non-negative irreducible transition matrices (see below) and a suitable boundary treatment (all tag strings start and end with the same boundary symbol). The solution is motivated by the solution for infinite strings in [Jaynes 03, p.646]. In contrast to that work, however, we provide a proof of existence, and due to the introduction of the boundary symbol, the solution also applies to finite strings. Opposed to [Mohri 09], our approach avoids problems with the convergence for cycles with weight greater than one, see Figure 4.3. A more general approach will be discussed in Section 4.6. The detailed calculations in [Jaynes 03, p.647] suggest that the equivalence does not hold true for sequences of finite length. In particular the transition probabilities are non-stationary, implying an explosion of the number of the parameters. The authors in [Gunawardana & Mahajan+ 05] argue that the constraints of the generative models reduce the model flexibility compared with the unconstrained linear-chain CRF.

Here, transformation rules are derived under the assumptions of non-negative irreducible
transition matrices (see below) and a suitable boundary treatment (all tag strings start and
end with the same boundary symbol). The solution is motivated by the solution for infinite
sequences in [Jaynes 03, p.646]. In contrast to that work, however, we provide a proof of
existence and due to the introduction of the boundary symbol, the solution applies to finite
sequences. A more general approach will be discussed in Section 4.6.

Emission model. The pseudo emission probabilities \( \exp(\beta_{cx}) \) can be normalized positionwise

\[
p(x|c) = \frac{\exp(\beta_{cx})}{Z(c)}.
\]

The normalization constant \( Z(c) := \sum_x \exp(\beta_{cx}) \) carries over to the bigram parameters, i.e.,

\[
\alpha'_{c'c} + \beta_{cx} = (\alpha'_{c'c} + \log Z(c)) + (\beta_{cx} - \log Z(c))
\]

\[
= \tilde{\alpha}_{c'c} + \tilde{\beta}_{cx}
\]

with \( \tilde{\alpha}_{c'c} := \alpha'_{c'c} + \log Z(c) \) and \( \tilde{\beta}_{cx} = \beta_{cx} - \log Z(c) \) such that the posterior remains unchanged.

The normalization of the bigram probabilities is based on these modified pseudo probabilities, \( \exp(\tilde{\alpha}_{c'c}) \) and \( \exp(\tilde{\beta}_{cx}) \).

Transition model. The bigram probabilities can be constructed in a similar way as in
[Jaynes 03]. To avoid lengthy calculations here (see Section 4.6 for a constructive proof), we
state the solution and verify that this solution satisfies the properties in Equation (4.4-4.6).

In contrast to [Jaynes 03], we do not only assume that a solution exists but also provide an
existence proof. Furthermore, our result also applies to finite sequences and is not only valid in
the limit of infinite sequences as in [Jaynes 03]. Here, the proof of the equivalence relation is
based on the Perron-Frobenius Theorem for non-negative matrices [Rao & Rao 98, p.475].

Theorem 10 (Perron-Frobenius). Let \( Q \in \mathbb{R}^{C \times C} \) be an irreducible matrix with only non-negative
coefficients. Define \( q \) to be the maximum of the absolute values of the eigenvalues of \( Q \). Then:

1. \( q > 0 \).
2. \( q \) is an eigenvalue of \( Q \).

3. There exists an eigenvector of \( Q \) with only positive coefficients corresponding to the eigenvalue \( q \).

4. The eigenvalue \( q \) is simple.

**Lemma 11** (Equivalence (Markov model)). The posterior model \( p_{\text{CRF,Γ}} \) in Equation (4.16) and the posterior model \( p_{\text{Gen,θ}} \) induced by the generative model in Equation (4.15) are equivalent.

Again, the proof consists of showing that \( p_{\text{Gen,θ}} \subset p_{\text{CRF,Γ}} \) (without proof) and \( p_{\text{CRF,Γ}} \subset p_{\text{Gen,θ}} \).

**Proof.** The result uses the matrix notation of the bigram probabilities. The transition matrix \( Q \) is defined to hold true the unnormalized bigram probabilities, \( Q := [\exp(\tilde{\alpha}_{c'c})]_{c',c \in \Sigma \cup \{\$\}} \). Furthermore, \( v_c \) are the components of the right eigenvector of \( Q \) associated with the largest eigenvalue \( q \). Define the bigram probabilities as

\[
p(c|c') := \frac{Q_{c,c'}v_c}{qv_{c'}} \quad (4.20)
\]

First, the equivalence of the two posterior models can be verified by plugging the definitions for \( p(x|c) \) in Equation (4.17) and \( p(c|c') \) in Equation (4.20) into Equation (4.15)

\[
p_{\text{Gen,θ}}(x_1^N, c_1^N) = \exp(\tilde{\alpha}_{c_0\$}) \prod_{n=1}^{N} \exp(\tilde{\alpha}_{c_{n-1}c_n}) \prod_{n=1}^{N} \exp(\tilde{\beta}_{c_nx_n})
\]

Equation (4.20)

\[
= \frac{Q_{c,c'}v_c}{qv_{c'}} \prod_{n=1}^{N} Q_{c_{n-1}c_n} v_{c_n} \prod_{n=1}^{N} \exp(\tilde{\beta}_{c_nx_n})
\]

\[
= \frac{1}{q^{N+1} \cdot \prod_{n=1}^{N+1} v_{c_n}} \cdot \prod_{n=1}^{N+1} v_{c_n} \cdot \prod_{n=1}^{N} Q_{c_{n-1}c_n} v_{c_n} \cdot \exp(\tilde{\beta}_{c_nx_n}). \quad (4.21)
\]

The constant factor \( \frac{1}{q^{N+1}} \) cancels in the posterior induced by the Bayes rule in Equation (4.12). The telescope product is unity by our model assumption that \( c_0 = c_{N+1} = \$ \)

\[
\prod_{n=1}^{N+1} \frac{v_{c_n}}{v_{c_n-1}} = \frac{v_{c_1}}{v_\$} \cdot \frac{v_{c_2}}{v_{c_1}} \cdot \ldots \cdot \frac{v_{c_N}}{v_{c_{N-1}}} = 1.
\]

The remaining part is transformed into

\[
Q_{c,c'} \prod_{n=1}^{N} Q_{c_{n-1}c_n} \exp(\tilde{\beta}_{c_nx_n}) = \exp(\tilde{\alpha}_{c_0\$}) \prod_{n=1}^{N} \exp(\tilde{\alpha}_{c_{n-1}c_n}) \prod_{n=1}^{N} \exp(\tilde{\beta}_{c_nx_n})
\]

Equations \( (4.18, 4.19) \)

\[
\cdot \exp(\alpha_{c_0\$}) \prod_{n=1}^{N} \exp(\alpha_{c_{n-1}c_n}) \exp(\beta_{c_nx_n}).
\]
In summary, the generative probability $p_{\text{Gen}}(x_i^N, c_i^N)$ is identical to the numerator of the CRF probability in Equation (4.16) up to the constant factor $Z($), which cancels in the posterior. Hence, equivalence holds true.

Second, we check that $p(c|c')$ in Equation (4.20) is well-defined and satisfies the properties in Equation (4.4-4.6). The properties in Equations (4.5-4.6) are satisfied by definition. All coefficients of the transition matrix $Q$ are positive. Hence, the transition matrix $Q$ is irreducible, i.e., each state can be reached from any other state. According to the Perron-Frobenius Theorem (Theorem 10), the largest eigenvalue $q$ of $Q$ is positive and unique. Moreover, all coefficients $v_c$ of the eigenvector corresponding with $q$ are positive. Hence, the bigram probabilities in Equation (4.20) are non-singular (no division by zero) and positive. These quantities are normalized because $v$ is an eigenvector of $Q$, i.e., $\sum_c Q_{cc'} v_c = q v_{c'}$, $\forall c'$, which is equivalent to the normalization constraint in Equation (4.4). The solution is unique because all other eigenvectors must have at least one negative coefficient due to the orthogonality of the subspaces spanned by the eigenvectors with the same eigenvalue. □

Lemmata 12 and 11 are the key results used in the next section where the equivalence of GHMMs and LHMMs in speech recognition is proved.

4.5 Speech Recognition

The equivalence relation for GHMMs and LHMMs in speech recognition is proved step by step, starting with simple HMMs and then extending this result to LVCSR with an $m$-gram language model etc.

4.5.1 Hidden Variables

Conventional speech recognition systems are based on HMMs using Gaussian mixture models (GMMs). In particular, they include hidden variables as for example the density indices of the GMMs and the state sequences of HMMs.

Two approaches are commonly used in the literature to handle hidden variables in the log-linear framework. Similar to generative models, the log-linear framework is extended to incorporate hidden variables by marginalization. More formally, Equation (4.7) extends to $p(c|x) = \sum_h p(c, h|x)$ where $h$ denotes the hidden variables and $p(c, h|x)$ is a log-linear model with the class pair $(c, h)$ in Equation (4.7). Examples for this approach can be found in [Saul & Lee 02] (log-linear mixtures) and [Gunawardana & Mahajan + 05] (hidden CRFs). Alternatively, the log-linear model with hidden variables or hidden CRF is turned into a pure log-linear model or CRF by representing the true class (e.g. spoken sentence) by a single hidden variable (e.g. forced state alignment). This implies that the sum in the first approach is replaced by the maximum, $p(c|x) = \max_h \{p(c, h|x)\}$. This idea was pursued in [Lafferty & McCallum + 01, Sutton & McCallum 07, Sha & Saul 07a, Sha & Saul 07b, Hifny & Renals 09, Heigold & Rybach + 09]. More on this approach can be also found in Chapter 7.
Factors that do not depend on \(c, h\) can be extracted from the sum and the max. Hence, these factors cancel in the posterior as before. Thus, the extension of the equivalence results in Sections 4.4.1 and 4.4.2 to models with hidden variables is straightforward.

## 4.5.2 Gaussian mixture models (GMMs)

The Gaussian mixture model (GMM) is defined as the superposition of Gaussian densities with mixture weights \(p(l|c) \in \mathbb{R}\) subject to Equation (4.4) (for all \(c\))

\[
p(x, c) = \sum_l p(l|c) \mathcal{N}(x; \mu_c, \Sigma_c). \tag{4.22}
\]

The class posteriors include the priors \(p(c) \in \mathbb{R}\) subject to Equation (4.4). Using the Bayes rule in Equation (4.12), they are defined as

\[
p_{\text{GMM}, \theta}(c|x) \overset{\text{Equation (4.22)}}{=} \frac{p(c) \sum_l p(l|c) \mathcal{N}(x; \mu_c, \Sigma_c)}{\sum_{c'} p(c') \sum_l p(l|c') \mathcal{N}(x; \mu_{c'}, \Sigma_{c'})}. \tag{4.23}
\]

The model parameters are \(\theta \in \{[\mu_c \in \mathbb{R}^D], [\Sigma_c \in \mathbb{R}^{D \times D}| \Sigma_c > 0], [p(l|c) \in \mathbb{R}| \sum_c p(l|c) = 1], [p(c) \in \mathbb{R}| \sum_c p(c) = 1]\} =: \Theta\). The posterior model in Equation (4.23) can be represented as a log-linear model of the type

\[
p_{\text{log-in}, \Lambda}(c|x) = \frac{\sum_l \exp\left(\mathbf{x}^\top \Lambda_c l \mathbf{x} + \lambda_{c l}^\top \mathbf{x} + \alpha_{c l}\right)}{\sum_c \exp\left(\mathbf{x}^\top \Lambda_{c l} \mathbf{x} + \lambda_{c l}^\top \mathbf{x} + \alpha_{c l}\right)}. \tag{4.24}
\]

This was shown in [Saul & Lee 02, Jebara 02, Gunawardana & Mahajan+ 05]. Such a log-linear model shall be referred to as a log-linear mixture model (LMM). The log-linear parameters \(\Lambda \in \{[\Lambda_c \in \mathbb{R}^{D \times D}], [\lambda_c \in \mathbb{R}^D], [\alpha_c \in \mathbb{R}]\} =: \Gamma\) can be determined from the Gaussian parameters \(\Theta\) by comparing terms constant, linear, and quadratic in \(x\). The resulting transformation rules are summarized in Table 4.3. Keep in mind that according to the Bayes rule, the joint prior \(p(c, l)\) is the product of the class prior \(p(c)\) and the mixture weight \(p(l|c)\) and the mixture weight \(p(l|c)p(c)\).

Assuming an LMM with parameters \(\Lambda \in \Gamma\), an equivalent GMM can be determined by solving the transformation rules in Table 4.3 for some Gaussian parameters \(\theta\). However, this approach does not define a proper GMM in general, i.e., \(\theta \notin \Theta\). This is because the covariance matrix \(\Sigma_c\) is not guaranteed to be positive-definite (if the inverse is defined at all), and the priors \(p(c)\) and mixture weights \(p(l|c)\) do not need to be normalized. This observation could explain why some authors assume that the log-linear models in Equation (4.14) are “more

### Table 4.3: Transformation from GMM into LMM parameters.

| \(\Lambda_{c l}\) | \(-\frac{1}{2} \Sigma_c^{-1}\) |
| \(\lambda_{c l}\) | \(\Sigma_c^{-1} \mu_c\) |
| \(\alpha_{c l}\) | \(-\frac{1}{2} (\mu_c \Sigma_c^{-1} \mu_c + \log |2\pi \Sigma_c|) + \log p(c)\) |
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#### 4.5.2 Gaussian mixture models (GMMs)

The Gaussian mixture model (GMM) is defined as the superposition of Gaussian densities with mixture weights \(p(l|c) \in \mathbb{R}\) subject to Equation (4.4) (for all \(c\))

\[
p(x, c) = \sum_l p(l|c) \mathcal{N}(x; \mu_c, \Sigma_c). \tag{4.22}
\]

The class posteriors include the priors \(p(c) \in \mathbb{R}\) subject to Equation (4.4). Using the Bayes rule in Equation (4.12), they are defined as

\[
p_{\text{GMM}, \theta}(c|x) \overset{\text{Equation (4.22)}}{=} \frac{p(c) \sum_l p(l|c) \mathcal{N}(x; \mu_c, \Sigma_c)}{\sum_{c'} p(c') \sum_l p(l|c') \mathcal{N}(x; \mu_{c'}, \Sigma_{c'})}. \tag{4.23}
\]

The model parameters are \(\theta \in \{[\mu_c \in \mathbb{R}^D], [\Sigma_c \in \mathbb{R}^{D \times D}| \Sigma_c > 0], [p(l|c) \in \mathbb{R}| \sum_c p(l|c) = 1], [p(c) \in \mathbb{R}| \sum_c p(c) = 1]\} =: \Theta\). The posterior model in Equation (4.23) can be represented as a log-linear model of the type

\[
p_{\text{log-in}, \Lambda}(c|x) = \frac{\sum_l \exp\left(\mathbf{x}^\top \Lambda_c l \mathbf{x} + \lambda_{c l}^\top \mathbf{x} + \alpha_{c l}\right)}{\sum_c \exp\left(\mathbf{x}^\top \Lambda_{c l} \mathbf{x} + \lambda_{c l}^\top \mathbf{x} + \alpha_{c l}\right)}. \tag{4.24}
\]

This was shown in [Saul & Lee 02, Jebara 02, Gunawardana & Mahajan+ 05]. Such a log-linear model shall be referred to as a log-linear mixture model (LMM). The log-linear parameters \(\Lambda \in \{[\Lambda_c \in \mathbb{R}^{D \times D}], [\lambda_c \in \mathbb{R}^D], [\alpha_c \in \mathbb{R}]\} =: \Gamma\) can be determined from the Gaussian parameters \(\Theta\) by comparing terms constant, linear, and quadratic in \(x\). The resulting transformation rules are summarized in Table 4.3. Keep in mind that according to the Bayes rule, the joint prior \(p(c, l)\) is the product of the class prior \(p(c)\) and the mixture weight \(p(l|c)\) and the mixture weight \(p(l|c)p(c)\).

Assuming an LMM with parameters \(\Lambda \in \Gamma\), an equivalent GMM can be determined by solving the transformation rules in Table 4.3 for some Gaussian parameters \(\theta\). However, this approach does not define a proper GMM in general, i.e., \(\theta \notin \Theta\). This is because the covariance matrix \(\Sigma_c\) is not guaranteed to be positive-definite (if the inverse is defined at all), and the priors \(p(c)\) and mixture weights \(p(l|c)\) do not need to be normalized. This observation could explain why some authors assume that the log-linear models in Equation (4.14) are “more
Table 4.4: Transformation of LMM into GMM parameters, ‘←’ indicates an invariance transformation and “passing” is an abbreviation for “passing of normalization constant.” See text for explanations.

<table>
<thead>
<tr>
<th>Step</th>
<th>Expression</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( \tilde{\Lambda}_{cl} )</td>
<td>Equation (4.8)</td>
</tr>
<tr>
<td>2.</td>
<td>( \Sigma_{cl} )</td>
<td>( \Sigma_{cl} = -\frac{1}{2} \tilde{\Lambda}_{cl}^{-1} )</td>
</tr>
<tr>
<td>3.</td>
<td>( \mu_{cl} )</td>
<td>( \mu_{cl} = \Sigma_{cl} \mu_{cl} )</td>
</tr>
<tr>
<td>4.</td>
<td>( \tilde{\alpha}_{cl} )</td>
<td>“passing”</td>
</tr>
<tr>
<td>5.</td>
<td>( \alpha_c )</td>
<td>“passing”</td>
</tr>
<tr>
<td>6.</td>
<td>( \log p(l</td>
<td>c) )</td>
</tr>
<tr>
<td>7.</td>
<td>( \log p(c) )</td>
<td>Equation (4.10)</td>
</tr>
</tbody>
</table>

expressive than their generative counterparts” [Saul & Lee 02, Gunawardana & Mahajan+ 05, Sha & Saul 07a]. None of the existing work provides explicit transformation rules, see Section 4.2.1. Here, we derive the transformation rules by taking advantage of the ambiguity of the log-linear model parameters (see Section 4.3.4) to resolve this problem.

Table 4.4 summarizes the different steps required to transform an LMM into an equivalent (and proper) GMM. First, observe that the matrix \( \Lambda_{cl} \) is ambiguous. The invariance transformation in Equation (4.8) with a sufficiently negative-definite \( \Delta \Lambda \in \mathbb{R}^{D \times D} \) (i.e., the eigenvalues of \( \Delta \Lambda \) are sufficiently negative) can be used to make \( \Lambda_{cl} \) negative-definite. Hence, the covariance matrix \( \Sigma_{cl} \) exists and is positive-definite (Step 2). The determination of the mean \( \mu_{cl} \) is straightforward. Next, the mixture weights are normalized. The normalization constant from the Gaussian is incorporated into the prior parameter, \( \tilde{\alpha}_{cl} := \alpha_{cl} + \frac{1}{2} \left( \mu_{cl}^\top \Sigma_{cl}^{-1} \mu_{cl} + \log |2\pi \Sigma_{cl}| \right) \).

The mixture weights result from the such corrected parameters by normalization (Step 6). The additional normalization constant \( \exp(\alpha_c) \) defined in Step 5 is passed to the prior. The priors can be normalized by applying the invariance transformation in Equation (4.10) with \( \Delta \alpha := -\log \sum_c \alpha_c \) (Step 7).

This subsection can be summarized by the following lemma.

**Lemma 12** (Equivalence (GMM)). The posterior model \( p_{\text{LMM},\Gamma} \) in Equation (4.24) and the posterior model \( p_{\text{GMM},\Theta} \) induced by the generative model in Equation (4.23) are equivalent.

The proof of this lemma directly follows from the transformation rules in Table 4.3 and Table 4.4.

### 4.5.3 GHMMs for isolated word recognition

Isolated word recognition is based on the probabilistic model in Section 4.4.2. Now, the input is the sequence of feature vectors \( x^I_t \in \mathbb{R}^{T \times D} \) and the tag sequences are substituted with the state
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Figure 4.4: WFST representing the word-based transition model for isolated word recognition with loop and forward transitions, the edge labels $s/p \in \{1, \ldots, S, S\} \times \mathbb{R}^+$ denote the HMM state and the transition weight (not normalized in general), respectively.

sequences $s_t^T$. In addition, $W$ stands for the word.

$$p_{W-LHMM,\Lambda}(W|x_t^T) = \frac{1}{Z_{\Lambda}(x_t^T)} \exp(\alpha_W) \sum_{s_t^T} \prod_{t=1}^T \exp(\alpha_{s_{t-1},s_t,W}) \exp(\lambda_{s_t,W}^T x_t + \alpha_{s_t,W})$$

where $Z_{\Lambda}(x_t^T)$ denotes the normalization constant. The model parameters comprise $\Lambda \in \{\{\alpha_W \in \mathbb{R}\}, \{\alpha_{s_t,W} \in \mathbb{R}\}, \{\lambda_{s_t,W} \in \mathbb{R}^d\}\} =: \Gamma$. The generative analog with $\theta \in \{\{p(W) \in \mathbb{R}^+\} \sum_W p(W) = 1\}, \{p(s|s', W) \in \mathbb{R}^+\} \sum_s p(s|s', W) = 1\}, \{\mu_{s_t,W} \in \mathbb{R}^D\}, \Sigma \in \mathbb{R}^{D \times D}\Sigma > 0\} =: \Theta$ reads

$$p_{W-GHMM,\theta}(x_t^T, W) = p(W) \sum_{s_t^T} \prod_{t=1}^T p(s_t|s_{t-1},W) N(x_t|\mu_{s_t,W},\Sigma).$$

Lemma 13 (Equivalence (isolated words)). The posterior model $p_{W-LHMM,\Lambda}$ in Equation (4.25) and the posterior model $p_{W-GHMM,\theta}$ induced by the generative model in Equation (4.26) are equivalent.

The proof of this lemma is based on the results in Section 4.4. Similar to above, the proof (to show $p_{W-LHMM,\Lambda} \subset p_{W-GHMM,\theta}$) is step by step: the emission model is considered first, followed by the transition model, and then the language model is processed.

Emission model. The LMMs are transformed according to Table 4.4. The corrected transition parameters

$$\tilde{\alpha}_{s_t,W} := \alpha_{s_t,W} + \alpha_{s_t,W} + \frac{1}{2}\mu_{s_t,W}^T \Sigma^{-1} \mu_{s_t,W}. \quad (4.27)$$

will be used in the subsequent steps.

Word-based transition model. For this simple application, a word-based transition model is considered appropriate, as illustrated in Figure 4.4. The strict left-right topology of the transition probabilities leads to an upper triangular band transition matrix. In contrast to the bigram matrix $Q$ in Section 4.4.2, this transition matrix is not strictly positive and is reducible (i.e., a state cannot be reached by one of its subsequent states). Hence, the algorithm in Section 4.4.2 is not guaranteed to work. This, however, does not mean that the normalization is not possible. The normalization of the transition model is illustrated on the simple topology in Figure 4.4 only supporting loop and forward transitions. It is an example of the generalized framework introduced below (Section 4.6) that also covers more complex topologies.
Lemma 14 (Equivalence (loop/forward transitions)). Assume the posterior model in Equation (4.25). Define the conditional probabilities of the generative model in Equation (4.26) as

\[
p(s | s, W) := \frac{\exp(\tilde{\alpha}_{ssW})}{z + \epsilon}, \ s \in \{1, \ldots, S\}
\]

\[
p(s + 1 | s, W) := 1 - p(s | s, W), \ s \in \{1, \ldots, S - 1\}
\]

\[p(1 | 0, W) = p(S + 1 | S, W) := 1\]

with \(z := \max_s \{\exp(\tilde{\alpha}_{ssW})\}\), some \(\epsilon > 0\), and \(\tilde{\alpha}_{ssW}\) as defined in Equation (4.27). Then, the posterior model \(p_{W-LHMM_T}\) in Equation (4.25) and the posterior model \(p_{W-GHMM_\Theta}\) induced by the generative model in Equation (4.26) with the above defined transition probabilities are equivalent.

**Proof.** The transition probabilities are plugged into the generative probability in Equation (4.26). This quantity is then transformed into the numerator in Equation (4.25) up to a constant factor (transition model only, emission model assumed to be normalized). Observe that each forward transition occurs exactly once and thus, the number of loops is \(T - S - 1\). The latter number is non-negative because \(S \leq T - 1\) in general.

\[
p_{W-GHMM_\Theta}(x^T_1, W) \overset{\text{Equation (4.26)}}{=} p(W) \cdot \sum_{x^T_1} \prod_{t=1}^{T} p(s_t | s_{t-1}, W)N(x_t | \mu_s, \Sigma)
\]

\[
\overset{\text{definition}}{=} p(W) \cdot \sum_{x^T_1} \prod_{t=1}^{T} \frac{\exp(\tilde{\alpha}_{ssW})}{z + \epsilon} \cdot Z_{W}(x^T_1) p_A(W | x^T_1)
\]

The correction factors from the forward transitions and the word-dependent contribution of the correction factors from the loop transitions are put into the language model parameters. The word-independent contribution of the correction factors from the loop transitions cancels because it does not depend on the summation indices, cf. the invariance transformation in Equation (4.10). By definition of the parameters, the last line follows. \(\square\)
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The reader is referred to Section 4.6.4 for a constructive proof of this lemma.

Language model. Simple priors, i.e., unstructured language models, are assumed for isolated word recognition. In this case, the normalization of the language model is similar to the normalization of the priors for GMMs. The normalization constant of the language model probabilities \( p(W) := \frac{\exp(\alpha _W)}{\sum _V \exp(\alpha _V)} \) does not affect the posterior model because it is an invariance transformation of the type in Equation (4.10).

Finally, equivalence relations for HMMs in the context of continuous speech recognition are discussed in the next section.

4.5.4 GHMMs in continuous speech recognition

In continuous speech recognition, the label \( W \) in Equation (4.25) stands for a word sequence, \( W = w^N_1 \). In contrast to isolated word recognition, a structured language model (e.g. an \( m \)-gram language model) and a simplified transition model are assumed. Considering word sequences of variable length, an additional difficulty in Lemma 11, which assumes sequences of the same length, is introduced thereby.

Assuming a bigram language model for simplicity, the LHMM in Equation (4.25) is modified to

\[
p_{\text{ASR-LHMM},\Lambda}(W|x^T_1) = \frac{1}{Z_{\Lambda}(x^T_1)} \prod _{n=1}^{N} \exp(\alpha _{w_{n-1}w_n}) \cdot \sum _{s^T_1} \prod _{t=1}^{T} \exp(\alpha _{s_{t-1}s_t}) \exp(\lambda _{s_t}^T x_t + \alpha _{s_t})
\]

with the normalization constant \( Z_{\Lambda}(x^T_1) \). The model parameters are \( \Lambda \in \{\{\alpha _{vw} \in \mathbb{R}\}, \{\alpha _{s's} \in \mathbb{R}\}, \{\alpha _s \in \mathbb{R}\}, \{\lambda _s \in \mathbb{R}^D\}\} =: \Gamma \). Similarly, the generative model is

\[
p_{\text{ASR-GHMM},\theta}(x^T_1, W) = \prod _{n=1}^{N} p(w_n|w_{n-1}) \sum _{s^T_1} \prod _{t=1}^{T} p(s_t|s_{t-1}) \mathcal{N}(x_t|\mu _s, \Sigma).
\]

The model parameters are \( \theta \in \{\{p(w|v) \in \mathbb{R}^+ | \sum _wp(w|v) = 1\}, \{p(s|s')|\sum _sp(s|s') = 1\}, \{\mu _s \in \mathbb{R}^D\}, \Sigma \in \mathbb{R}^{D \times D}\} =: \Theta \).

Lemma 15 (Equivalence (continuous speech)). The posterior model \( p_{\text{ASR-LHMM},\Lambda} \) in Equation (4.28) and the posterior model \( p_{\text{ASR-GHMM},\theta} \) induced by the generative model in Equation (4.29) are equivalent.

The proof of this lemma is along the same lines as above (e.g. Section 4.5.3), i.e., the submodels are normalized step by step.
Figure 4.5: WFST representing a phoneme-based transition model for continuous speech recognition with with loop and forward transitions, the edge labels $s/p \in \{1, \ldots, 6, \$\} \times \mathbb{R}$ denote the HMM state and the transition weight (not necessarily normalized as implied by the symbol $p$), respectively. Keep in mind that $\$ \rightarrow 1/4 and 3/6 \rightarrow \$ implement the entry and exit transitions.

Emission model. Similar to Section 4.5.3, the normalization of the Gaussians results in corrected transition parameters, $\tilde{\alpha}_s' := \alpha_s' + \alpha_s + \frac{1}{2} \mu_s^\top \Sigma^{-1} \mu_s$. In continuous speech recognition, some state tying (e.g. CART) is typically used. It is clear from the dependencies of the emission and transition parameters that the passing of the normalization constant is not conflicting as long as the state tying for the transition model is not coarser than the state tying used for the emission model.

Phoneme-based transition model. For continuous speech recognition, a phoneme-based transition model is typically used. The WFST in Figure 4.5 models the word HMMs. The additional normalization constant $Z(\$) \equiv Z$ (see Sections 4.5.3 and 4.6) is propagated to the language model, $\tilde{\alpha}_{vw} := \alpha_{vw} - \log Z$. The invariance transformation

$$\alpha_{s'} \mapsto \alpha_{s'} + \Delta \alpha, \ \Delta \alpha \in \mathbb{R}$$

(4.30)

implies that the constant $Z$ is not unique. This ambiguity shall be used in the next paragraph to normalize the language model.

M-gram language model. The bigram model from Section 4.4.2 and illustrated in Figure 4.3 is used. Define the transition matrix $Q := \{\exp(\tilde{\alpha}_{vw})\}$. Let $\nu_w$ be the coefficients of the eigenvector of $Q$ associated with the greatest eigenvalue $q$. The bigram probabilities $p(w|v) = \frac{Q_{vw} \nu_v}{q_{vw}}$ are the solution if $q = 1$. Otherwise, the factor $\frac{1}{qv_{vw}}$ in Equation (4.21) causes problems because it does not cancel. Two solutions are presented to avoid these problems. First, the language model can be extended to include the length $N$, $p(N, w^N) = p(N)p(w^N)$ with $p(N) \propto \exp(\alpha N)$. Then, the additional factors are put into this prior on $N$. The second solution does not modify the language model. The next lemma proves that $q$ is a surjective continuous function of $\Delta \alpha$ in Equation (4.30) with image $(0, \infty)$. Then, according to the Intermediate Value Theorem in [Walter 99, Band 1, p.123], some $\Delta \alpha$ exists such that $q(\Delta \alpha) = 1$.

Lemma 16 (Continuity). Assume the set $A := \{\Delta \alpha \in \mathbb{R} : \exp(s, s) < 1, \ \forall s\}$. Then, $q : A \rightarrow (0, \infty), \ \Delta \alpha \mapsto q(\Delta \alpha)$ defines a surjective continuous function of $\Delta \alpha$, cf. Theorem 10.

Proof. The function $q$ is the concatenation of surjective continuous functions and thus, is also continuous. To show this, consider the functions:
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i) \( Z : A \to (0, \infty), \Delta \alpha \mapsto \sum_{t=1}^{T} \prod_{i} \exp(\tilde{\alpha}_{t,i} + \Delta \alpha) \) is continuous as long as the infinite sum converges, i.e., \( \Delta \alpha \in A \). The function is surjective because the extremal points \( Z_{\Delta \alpha \to \sup \{ A \}} \to \infty \) are a subset of the image and thus, the complete interval by the Intermediate Value Theorem.

ii) \( Q_{vw} : (0, \infty) \to (0, \infty), Z \mapsto Q_{vw} = Z \cdot \exp(\tilde{\alpha}_{vw}) \) is continuous, and surjective because \( Z \) is merely scaled by the positive constant \( \exp(\tilde{\alpha}_{vw}) \).

iii) Consider the function \( f : \mathbb{R}^{S \times S} \times \mathbb{R} \to (0, \infty), (Q, q) \mapsto \det(Q - qI) \). Then, the implicit function \( f(Q, q) = 0 \) defines the eigenvalues \( q \) of \( Q \). Choose \( q \) to be the greatest eigenvalue of \( Q \). Under this assumption, the Jacobian \( \frac{\partial f(Q,q)}{\partial q} \) does not vanish because otherwise the multiplicity of the greatest eigenvalue would be greater than one. This would contradict the statement of the Perron-Frobenius Theorem [Rao & Rao 98, p.475]. Hence, the Implicit Function Theorem in [Walter 99, Band 2, p.114] applies, i.e., \( q \) is locally continuous. By a finite coverage, \( q \) is continuous on the complete domain.

This function \( q \) is surjective because \( q(-\infty) = 0 \) and \( q(\infty) = \infty \) are a subset of the image and thus, the complete interval by the Intermediate Value Theorem.

After this manipulation, the algorithm from Section 4.4.2 applies to the transformation matrix \( Q \) induced by \( \tilde{\alpha}_{vw} = \alpha_{vw} + \log Z(S) \).

So far, we have derived the solution for bigram probabilities. This result can be extended to \( m \)-gram probabilities etc. In general, the transition matrix in Section 4.4.2 describes the non-negative transition probabilities between two states, \( c \) and \( c' \), which encode the dependency of the conditional probabilities. If the transition matrix \( Q = [Q_{cc}] \) is irreducible, then according to the extension of the Perron-Frobenius Theorem in [Rao & Rao 98], Lemma 11 applies.

In the case of \( m \)-gram models, the dependency (also known as history) consist of the previous \( m-1 \) words. For a vocabulary of size \( C \), this results in an approximately \( C^{m-1} \times C^{m-1} \) transition matrix. In particular, higher-order \( m \)-gram models can be tackled in the same way as bigram models. This is in contrast to the belief in [Jaynes 03] that higher-order \( m \)-gram models require tensors of rank more than two which would go beyond the standard matrix formalism.

Typical ASR systems involve several heuristics and approximations. The next subsection shows to what extent they are compatible with the equivalence relations derived so far.

4.5.5 Heuristics & approximations

The submodels in Equations (4.26,4.29) are typically scaled, e.g. the scaling of the language model \( p(w|v) \to p(w|v)^{\lambda} \) in Equation (4.29). Unlike the generative formulation (i.e., ML), these additional scaling factors do not add flexibility to the model in the discriminative formulation. This can be seen by combining these scaling factors with the log-linear model parameters, e.g. the language model parameter \( \alpha_{vw} \) is replaced by \( A \cdot \alpha_{vw} \). Strictly speaking, these scaling factors are redundant in the discriminative framework, i.e., they do not need to be tuned or justified. In practice, they might have indirect impact on the results due to the spurious local optima
of conventional training criteria (cf. HCRFs). The redundancy of the scaling factors has a couple of unexpected effects, which are discussed on the example for part-of-speech tagging in Section 4.4.2 to keep the notation simple.

First, the scaled generative model can be replaced with an equivalent generative model without scaling factors such that the two induced posterior models are the same. A different interpretation of this effect is that the ML training criterion is suboptimal, and the scaling factors can compensate for this deficiency to some degree. More refined training criteria (e.g. MMI) will hopefully be closer to the optimal solution.

**Lemma 17** (Scaled vs. unscaled model). The scaled generative model in Equation (4.15)

\[ p_{\text{Gen},A,B}(x_1^N, c_1^N) = p(s|c_N)^A \prod_{n=1}^N p(c_n|c_{n-1})^A p(x_n|c_n)^B \]  

with scaling factors \( A, B \in \mathbb{R} \), and the unscaled generative model

\[ \tilde{p}_{\text{Gen},0}(x_1^N, c_1^N) = \tilde{p}(s|c_N) \prod_{n=1}^N \tilde{p}(c_n|c_{n-1}) \tilde{p}(x_n|c_n). \]  

induce equivalent posterior models.

**Proof.** The proof is similar to the proof of Lemma 11. Define the emission and bigram probabilities of the unscaled generative model as

\[ \tilde{p}(x|c) := \frac{p(x|c)^B}{\sum_{c'} p(x'|c)^B} \quad \tilde{p}(c|c') := \frac{Q_{c,c'}v_c}{qv_{c'}} \]

with the transition matrix \( Q := \{ p(c|c')^A \sum_x p(x|c)^B \} \), the greatest eigenvalue \( q \) of \( Q \), and \( v_c \) the components of the eigenvector associated with \( q \). These generative probabilities are well-defined and can be checked easily. The equivalence of the two posterior models is verified by plugging the definitions for the emission and bigram probabilities \( \tilde{p}(x|c) \) and \( \tilde{p}(c|c') \) into the unscaled generative model, and showing that it is identical to the scaled generative model up to a constant factor

\[ \tilde{p}_{\text{Gen},0}(x_1^N, c_1^N) = \tilde{p}(s|c_N) \prod_{n=1}^N \tilde{p}(c_n|c_{n-1}) \cdot \tilde{p}(x_n|c_n) \]

\[ = \frac{Q_{c_0}s v_s}{qv_{c_N}} \prod_{n=1}^N \frac{Q_{c_{n-1}c_n}v_{c_n}}{qv_{c_{n-1}}} \cdot \frac{p(x_n|c_n)^B}{\sum_x p(x|c_n)^B} \]

\[ = \sum_x p(x|s)^B \frac{q^{N+1}}{q_{N+1}^N} \prod_{n=1}^{N+1} \frac{v_{c_n}}{v_{c_{n-1}}} \cdot \frac{p(s|c_N)^A}{\prod_{n=1}^N p(c_n|c_{n-1})^A} \cdot \frac{p(x_n|c_n)^B}{\prod_{n=1}^N p(x_n|c_n)^B} \]

\[ = \frac{\sum_x p(x|s)^B}{q_{N+1}^N} \cdot p_{\text{Gen},A,B}(x_1^N, c_1^N). \]

The telescope product over \( \frac{v_{c_n}}{v_{c_{n-1}}} \) is 1 by our model assumption that \( c_0 = c_{N+1} = s \). The constant factor cancels in the posterior induced by the Bayes rule in Equation (4.12). Hence, equivalence holds true. \( \square \)
Second, the scaling factors can be restored when transforming a log-linear model into the generative model. Again, this is illustrated for the example in Section 4.4.2.

**Lemma 18** (Restoring scaling). Assume the scaled generative model in Equation (4.31) with

\[ p(x|c) := \left( \frac{\exp(\beta_c x)}{\sum_{c'} \exp(\beta_{c'} x)} \right) \]

\[ p(c|c') := \frac{Q_{c'c} v_c}{q v_{c'}}. \]

Here, \( Q := [\exp(\alpha c_{c} + B \log \sum_{c} \exp(\beta_{c} x))] \) denotes the transition matrix, \( q \) the greatest eigenvalue of \( Q \), and \( v_c \) the components of the eigenvector associated with \( q \). Then, the posterior in Equation (4.16) and the posterior induced by the scaled generative probability defined above are identical.

**Proof.** The emission and bigram models of the scaled generative model are well-defined and can be checked easily. To show that the two posteriors are identical, the definitions for \( p(x|c) \) and \( p(c|c') \) are plugged into Equation (4.31)

\[ p_{Gen,\theta AB}(x_1^N, c_1^N) = p(S|c_N)^A \prod_{n=1}^{N} p(c_n|c_{n-1})^A \cdot \frac{\exp(\beta_{c_n s_n})}{\left( \sum_{c'} \exp(\beta_{c'} x_n) \right)^B} \]

\[ = \frac{\left( \sum_{c} \exp(\beta_{c} x_n) \right)^B}{q^B(N+1)} \prod_{n=1}^{N} \frac{v_{c_n}^A}{\sum_{c' n}^{N}} \cdot \exp(\alpha_{c_n s}) \prod_{n=1}^{N} \exp(\alpha_{c_{n+1}} + \beta_{c_{n+1} c_n}). \]

The constant factor cancels in the posterior induced by the Bayes rule in Equation (4.12). The telescope product is 1 by our model assumption that \( c_0 = c_{N+1} = S \). The remaining term is identical to the numerator in Equation (4.16). \( \square \)

Finally, the maximum rather than the exact sum is used on different levels in speech recognition. The sum can be replaced by the maximum in the above derivations without changing the equivalence relations. This is possible because, like for the sum, (positive) constant factors can be moved outside the maximum. Also, the normalization constant for the posteriors is typically approximated (e.g. word lattices to approximate the summation space). The equivalence relations do not fail in this approximation because ratios are considered for which the true normalization constant cancels.

Next, the techniques introduced so far are formalized to derive a general transformation algorithm.

### 4.6 Generalization

The equivalence of undirected discriminative models (cf. Markov random fields) and directed generative models (cf. Bayesian networks) is formalized in this section. In particular, conditions for log-linear models are formulated that are sufficient to transform a log-linear model into an equivalent generative model. The construction of the equivalent generative model is based on the ideas in [Jaynes 03] and [Mohri 09, p.242]. The above equivalence relations (e.g. Section 4.5.4) are non-trivial examples.
4.6.1 Definitions

Observed and unobserved random variables are distinguished, \( x \in X \) and \( c \in C \), respectively. Sequences of these variables are denoted by \( x_1^M \in X \) and \( c_1^N \in C \). In general, the sequences can be of different length, and \( X \) and \( C \) do not need to be the complete set of all possible sequences, \( X \subset \cup_M X^M \) and \( C \subset \cup_N C^N \). The results in this section are restricted to sequences of finite length to avoid technical complications with infinite sums. Infinite sequences can be regarded as the limit of finite sequences. This assumes that the limits exist which is not considered an issue because the quantities of interest are ratios of infinite sums as will become clear below.

To simplify the notation, \( n \in X \cup C \) stands for a variable either from \( X \) or \( C \), and \( n_T^1 = \{n_1^T \mid n_1^T \in X \cup C\} \) is a sequence of variables \( n \) such that \( n_1^T \) without the variables from \( X \) is an element of \( C \), and vice versa. Example (part-of-speech tagging in Section 4.4.2): \( n_T^1 = x_1, c_1, x_2, c_2, \ldots, x_N, c_N \). A few more definitions are needed for the next subsection [Lauritzen 96].

**Definition 19** (Parents of node). Assume the graph \( N = (V, E) \). The parents of a node \( n \in V \) is the set of nodes that have a link to node \( n \), \( \text{Par}(n) = \{n' \in V \mid (n', n) \in E\} \).

**Definition 20** (Dependency network). A dependency network of a distribution is a graph \( N = (V, E) \) with \( V = X \cup C \). The set of links is defined to be the intersection of all sets of links such that \( n \in V \) is conditionally independent of \( V \setminus n \) given \( \text{Par}(n) \).

If the dependency network \( N \) is a directed acyclic graph (DAG), a topological ordering exists such that

\[
\tilde{p}(n_T^1) = \prod_{i=1}^{T} \tilde{p}(n_i | \text{Par}(n_i)) \tag{4.33}
\]

with \( \tilde{p}(n | \text{Par}(n)) \geq 0 \), but not necessarily normalized as indicated by \( \tilde{\cdot} \). This definition reminds of Bayesian networks. In the example of Figure 4.6, we set: \( X = \mathbb{R}^D \), \( C = V \cup \{1, \ldots, S\} \) (\( V \): vocabulary), and \( X \cup C \) is restricted to state sequences \( s_T^T \) that represent a valid word sequence.

**Definition 21** (Future). Assume a partial (start) sequence \( n_T^1 \). The set of partial (end) sequences given the past \( n_T^1 \), \( \mathcal{F}(n_T^1, t) = \{n_{i+1}^T | n_T^i \in X \cup C\} \) is called the future of \( n_T^1 \).

Note that the future \( \mathcal{F}(n_T^1, t) \) typically does not depend on the complete sequence \( n_T^1 \) nor the length of the sequence, but rather only on a few variables, e.g. only on \( \text{Par}(n_{i+1}) \) for all \( n_{i+1}^T \in X \cup C \). Now, we are in the position to formulate the sufficient conditions for the log-linear models.
4.6. GENERALIZATION

4.6.2 General transformation of log-linear into generative models: Sufficient conditions

A set of sufficient conditions for the log-linear models are introduced and discussed. A constructive proof can be found in the next subsection.

**Lemma 22 (Sufficient conditions).** Assume a log-linear model \( p_\Lambda(c_1^N | x_1^M) \) with feature functions \( f_i(x_1^M, c_1^N), x_1^M \in X \) and \( c_1^N \in C \). For each \( i \), choose a pseudo probability \( \tilde{p}(n|\text{Par}(n)) := \exp(f_i(x_1^M, c_1^N)), n \in X \cup C, \text{Par}(n) \subset X \cup C, f_i(x_1^M, c_1^N) \equiv f_i(n, \text{Par}(n)) \) such that:

1. The dependency network \( N \) induced by \( \tilde{p}(\cdot|\cdot) \) is a DAG with topological ordering \( n_1^T \) and 
\[
\tilde{p}(n_1^T) = \prod_{t=1}^T \tilde{p}(n_t|\text{Par}(n_t)).
\]

2. \( \forall n_t \in N: \text{Par}(n_t) \subseteq \{n_{t-1}\} \cup \text{Par}(n_{t-1}) \).

3. \( \text{Par}(n_{t+1}) = \text{Par}(\tilde{n}_{t+1}) \Rightarrow \mathcal{F}(n_1^t, t) = \mathcal{F}(\tilde{n}_1^t, \tilde{t}), \forall n_1^t, \tilde{n}_1^t \in X \cup C \).

Then, probabilities \( p(n|\text{Par}(n)) \) exist such that
\[
\prod_{t=1}^T p(n_t|\text{Par}(n_t)) \equiv p_\Lambda(c_1^N | x_1^M) \ (\forall c_1^N \in C, x_1^M \in X),
\]
\[
\sum_{\tilde{n}_1^t \in \{x_1^M\} \cup C} \prod_{t=1}^T \tilde{p}(n_t|\text{Par}(n_t))
\]

i.e., the generative model induced by \( p(n|\text{Par}(n)) \) and the log-linear model \( p_\Lambda(c_1^N | x_1^M) \) are equivalent in the sense of Definition 7.

A few comments are due. The first condition allows for a decomposition according to the Bayes rule. The resulting model thus is in agreement with a fundamental property of probability distributions. According to the second condition, the random variables need to be nested as illustrated in Figure 4.7. This condition guarantees that \( p(n|\text{Par}(n)) \) can be properly normalized without changing \( p(c_1^N | x_1^M) \) by passing the local normalization constants from one position \( t \) to the next lower without breaking the independence assumptions. Example (part-of-speech tagging model in Section 4.4.2): the normalization constant of the emission scores only depends on the current tag such that it can be propagated to the bigram parameter as illustrated in Equation (4.19). The third condition is required to make the conditional probabilities position independent, i.e., stationary. This is achieved by assuming that the future only depends on the parents of the variable under consideration, \( \mathcal{F}(n_1^t, t) = \mathcal{F}(\text{Par}(n_{t+1})) \), or the state index in case of finite state automata.
These issues will become more clear in the next subsection where we provide the general procedure of generating the generative model from a log-linear model satisfying these conditions.

### 4.6.3 Construction of generative models from discriminative models

The construction of the generative models is based on the invariance transformations introduced in Section 4.3.4, i.e., the conditional probabilities are normalized locally and the resulting additional normalization constants are then passed to a lower (i.e., not yet processed) position. The key quantities are the sums of the pseudo probabilities over all valid sequences sharing the past (cf. marginalization and backward probabilities in particular)

\[
Z(n^T_1, t) = \sum_{n^T_1 \in F(n^T_1, t)} \tilde{p}(n^T_1).
\]  

(4.34)

For the empty sequence \( n^0_1 = \epsilon \), this quantity provides the normalization constant. For the full sequence \( n^T_1 \), this quantity is equal to the pseudo probability \( \tilde{p}(n^T_1) \). The next lemma shows how to construct a generative model from a given log-linear model.

**Lemma 23** (Construction). Define the functions \( f(n^T_1, t) := \frac{Z(n^T_1, t)}{Z(n^T_1, t-1)} \). Under the assumptions of Lemma 22,

1. \( f(n^T_1, t) \equiv p(n_1|\text{Par}(n_t)) \), i.e., \( f(n^T_1, t) \) satisfies the properties of conditional probabilities in Equation (4.4-4.6).

2. The posterior model induced by the generative model determined by \( p(n|\text{Par}(n)) \) and the log-linear model \( p_\lambda(c^N_1|x^M) \) are equivalent.

**Proof.** The proof of this lemma is similar to the proof in Section 4.4.2 concerning conditional probabilities: 1) check the properties of \( p(n_1|\text{Par}(n_t)) \) and 2) verify that \( \prod_{t=1}^T p(n_t|\text{Par}(n_t)) \propto \tilde{p}(n^T_1) \) where the proportionality constant does not depend on \( c^N_1 \) (equivalence).

1. The auxiliary quantity \( f(n^T_1, t) \) is non-negative by definition and normalized because

\[
\sum_{n_1} f(n^T_1, t) \overset{\text{Equation (4.34)}}{=} \sum_{n_1} \frac{Z(n^T_1, t)}{Z(n^T_1, t-1)} = \frac{Z(n^T_1, t-1)}{Z(n^T_1, t-1)} = 1. \]

Hence, it defines a proper probability distribution \( p_\lambda(n_t|n^T_1^{-1}) \equiv f(n^T_1, t) \). Dependence and stationarity properties follow from the conditions in Lemma 22

\[
f(n^T_1, t) \overset{\text{def.}}{=} \frac{Z(n^T_1, t)}{Z(n_{t-1}, t-1)} \\
\tilde{p}(n_t|\text{Par}(n_t)) \sum_{n^T_1 \in F(n^T_1, t)} \prod_{t=1}^T \tilde{p}(n_t|\text{Par}(n_t)) \\
\sum_{n^T_1 \in F(n^T_1, t-1), t=1} \prod_{t=1}^T \tilde{p}(n_t|\text{Par}(n_t)) \\
\equiv \overset{\text{Condition 2}}{=} \overset{\text{Condition 3}}{=}
\]

\[
f(n^T_1 \cap \cup_{t=1}^T \text{Par}(n_t), t) \\
f(\{n_t\} \cup \text{Par}(n_t), t) \\
f(\{n_t\} \cup \text{Par}(n_t)).
\]
In summary, \( f(n_t, t) \equiv f(n_t, \text{Par}(n_t)) \equiv p(n_t|\text{Par}(n_t)) \).

2. The equivalence holds true because

\[
\prod_{t=1}^{T} \tilde{p}(n_t|\text{Par}(n_t)) \overset{\text{Equation (4.34)}}{=} Z(n_1^T, T) \overset{\text{telescope product}}{=} Z(\epsilon, 0) \cdot \prod_{t=1}^{T} \frac{Z(n_t^t, t)}{Z(n_t^{t-1}, t-1)} \overset{\text{first item of proof}}{=} Z(\epsilon, 0) \cdot \prod_{t=1}^{T} p(n_t|\text{Par}(n_t)).
\]

\( \square \)

**Corollary 24** (Construction). Lemma 22 extends to models with hidden variables \( h \) of the type \( p(c) = \sum_h p(c, h) \) or \( p(c) = \max_h \{p(c, h)\} \).

The above discussion implies that sums over all variable sequences need to be calculated. The calculation, however, can be made more local and efficient by processing the nodes in the dependency network in reverse topological order and correcting the parameters (quantities with ˜), if necessary. The example calculations in this chapter are in this vein.

### 4.6.4 Examples

A few examples are given to illustrate the theoretical results of this section.

**Local context-dependency.** Consider the part-of-speech tagging model with log-linear model parameters \( \alpha_{c_{n-1}c_n} \) and \( \beta_{x_{n-1}x_n} \). This model refines the model from Section 4.4.2 by adding dependency regarding \( x \). The choice of the generative models \( p(c_n|c_{n-1}) \) and \( p(x_n|x_{n-1}, x_{n+1}, c_n) \) lead to the violation of the first condition in Lemma 22. Alternatively, assume the generative models \( p(c_n|c_{n-1}) \) and \( p(x_{n+1}|x_{n-1}, x_n, c_n) \) to satisfy the first condition. This ansatz, however, violates the second condition. This suggests that it is not possible to find an equivalent generative model with the same structure. Nevertheless, we can define windowed features \( X_n = (x_{n-1}, x_n, x_{n+1}) \) (common trick in speech recognition to take account of local context-dependency) and use them together with the simple tagging model introduced in Section 4.4.2. Clearly, this log-linear model is identical to the refined part-of-speech tagging model under consideration and thus, a generative model exists that induces an equivalent posterior model.

**Maximum entropy Markov model (MEMM).** According to the Bayes rule and independence assumptions, \( p(c^N|X) \) can be decomposed into \( \prod_{n=1}^{N} p(c_n|c_{n-1}, X) \), leading to MEMMs. The most general associated log-linear model uses feature functions of the type \( f(c', c, X) \). In this general situation, the properties of Lemma 22 are all satisfied and thus, the MEMM/CRF pair is equivalent. This equivalence result does not contradict the “label bias” problem \([\text{Bottou } 91, \text{Lafferty & McCallum } +01]\). Typically, a subset of \( X \) rather than the complete \( X \) is used. This might be one of the reasons why CRFs outperform MEMMs in practice.
Word-based transition model. Consider word-based transition probabilities mentioned in Section 4.5.3. The strict left-right topology of the transition probabilities leads to an upper triangular band transition matrix such that the algorithm from Section 4.4.2 is not applicable. For this reason, we employ the general approach of this section. W.l.o.g. the loop transitions (the only cycles in the WFST) are assumed to have costs less than 1. This guarantees convergence in the marginalization step (summation over the state sequences).

If only loop and forward transitions with pseudo probabilities \(\exp(\alpha_{s'sw})\) with \(|s' - s| \leq 1\) are allowed as shown in Figure 4.4, then the transition probabilities can be calculated explicitly from backward scores defined in Equation (3.2)

\[
\Psi(s, W) := \sum_{s>T, S=S+1} \prod_{r=t+1}^{T} p(s_r|s_{r-1}, W).
\]

The sum is over all state sequences \(s_T\) starting with the state, \(s_t = s\), and ending with the final state, \(s_T = S + 1\). The recursion formula for these quantities reads

\[
\Psi(S + 1, W) = \exp(\alpha_{SS+1W}) \\
\Psi(s, W) = \frac{\exp(\alpha_{ss+1W})\Psi(s + 1, W)}{1 - \exp(\alpha_{ssW})} \\
\Psi(0, W) = \exp(\alpha_{S+11W}) \cdot \Psi(1, W)
\]

for \(s = S - 1, \ldots, 1\) and for all \(W\). The factor \(\frac{1}{1 - \exp(\alpha_{ssW})}\) arises from the infinite sum accounting for the contributions of the loop transitions (cf. geometric series). These backward scores and the constants in Equation (4.34) are related as follows

\[
Z(s'_1, W, t) = \prod_{r=0}^{t} \exp(\alpha_{sr-1rw}) \cdot \Psi(s_r, W).
\]

Applying Lemma 23 using these partial sums, results in the transition probabilities

\[
p(s|S, W) = \exp(\alpha_{ssW}) \\
p(s + 1|S, W) = 1 - \exp(\alpha_{ssW}) \\
p(1|S + 1, W) = 1 \\
p(S + 1|S, W) = 1.
\]

The transition probabilities do not depend on \(\exp(\alpha_{ss+1W})\) because the contribution of the forward transitions are the same for all state sequences and can be integrated in the language model, \(\tilde{\alpha}_W = \alpha_W + \log Z(W)\). The same approach can be used for more complex topologies (e.g. including skips). In general, however, no analytical solution exists.

The across word modeling in combination with word-based transition probabilities is more tricky than for phoneme-based transition probabilities. Figure 4.6 suggests that the proposed algorithm fails due to the link between the final state \(s_{n-1}\) of the previous word \(w_{n-1}\) and the first state \(s_t\) of the current word \(w_n\). This additional link avoids that the corresponding normalization constant can be distributed over the preceding CRF parameters as before, i.e., the second condition of Lemma 22 is violated. This, however, is not critical in speech recognition because the last state of the previous word cannot be skipped by assumption and thus, is a function of the other variables, \(s_{n-1} = s(w_{n-1}, w_n, s_t)\). Hence, \(\tilde{\alpha}_{vw} = \alpha_{vw} + \log Z(v, w)\) where \(Z(v, w)\) is the HMM normalization constant. Such across word models would require at least a bigram language model because the normalization of the transition parameters introduces this dependency.
4.7 Experimental Verification of Equivalence Relation

In this section, we check the correctness of the theoretical results experimentally. Different testing scenarios are reasonable.
Table 4.5: Concept error rate (CER) for different setups on the French Media evaluation set (not used directly for verification of equivalence).

<table>
<thead>
<tr>
<th>Setup</th>
<th>Baseline</th>
<th>+$</th>
<th>+window+spelling</th>
</tr>
</thead>
<tbody>
<tr>
<td>CER [%]</td>
<td>14.6</td>
<td>14.7</td>
<td>11.5</td>
</tr>
</tbody>
</table>

**Indirect approach.** An equivalent CRF/generative pair can be optimized separately and then, the performance of the two classifiers is compared [Macherey & Ney 03, Gunawardana & Mahajan+ 05]. Section 4.8 provides such comparisons for different speech tasks. For the complex tasks under consideration, it is difficult to control all parameters in practice, and the two classifiers typically lead to slightly different results. This might be due to numerical issues, local optima etc. For this reason, a more direct approach is preferred first.

**Direct approach.** A CRF is estimated, the resulting CRF is transformed into an equivalent generative model, and then it is shown that this generative model produces the same posteriors and decisions as the original associated CRF.

We start with the direct approach in this section. The indirect approach is deferred until the next section. For the experiment, we used the CRF in Equation (4.16) that serves as a prototype for conditional probabilities. With this choice, the computational complexity can be kept low while avoiding artificial data.

Semantic part-of-speech tagging is a comparatively straightforward application of CRFs [Hahn & Lehnen+ 08]. It is usually defined as the extraction of a sequence of tags out of a given word sequence. A tag represents the smallest unit of meaning that is relevant for a specific task. A tag may contain various information, e.g. the attribute name or the corresponding value. An example from the French Media corpus is given in Figure 4.2, see [Devillers & Maynard+ 04] and Appendix A.2.1.

The experiments were carried out on the French Media corpus, see Appendix A.2.1. An attribute name is tagged for every source word to get a one-to-one alignment and use the suffixes “start,” and “end” to indicate the start and end of a tag. The feature functions of the CRF use lexical features considering the current word only and transition features similar to a tag bigram model as in Equation (4.16). This CRF is estimated on the training part of the Media corpus. The resulting CRF is transformed according to the rules in Equation (4.17) and Lemma 11 into an equivalent generative model as given in Equation (4.15). The tagging of the training corpus using this generative model leads to exactly the same number of errors as using the original CRF, 9.3% concept error rate. The (differences of the) logarithmic probabilities of both models are illustrated in Figure 4.9. They can be considered identical within the numerical precision ($\approx 1 \pm 10^{-4}$) as the large peak at zero in Figure 4.9 clearly shows.

Table 4.5 provides a few additional error rates on the French Media task to give the interested reader an idea of the relative importance of the different feature functions. Like for speech recognition, the effect of the additional boundary symbol $+$ is marginal. Our best standard setup described in Appendix A.2 uses lexical features that not only consider the current word and spelling features in addition. As already mentioned, the corpus does not fully comply with the Media evaluation guidelines but fits well for a comparison of the systems.

---

2Thanks to Patrick Lehnen for the substantial contributions to this paragraph.
4.8. EXPERIMENTAL COMPARISON OF GHMMs AND LHMMs

This section presents experimental results for the indirect approach, as discussed in the last section. Comparisons are provided for different speech recognition tasks, ranging from a simple digit string recognition task to large vocabulary continuous speech recognition (LVCSR) tasks, trained on up to 1,500h audio data, see Table 4.6 for an overview on the different tasks. Due to the equivalence relations of Gaussian and log-linear models, simply two different parameterizations of the same acoustic model are compared.

### 4.8.1 German digit strings

The recognition system is based on gender-dependent whole-word HMMs. 430 HMM states are used in total. The vocabulary consists of the German digits. The front-end consists of conventional cepstral features without derivatives. Temporal context is included by an LDA applied to a window of 5 consecutive frames, projecting the feature vector to 25 dimensions, see Appendix A.1.1. The corpus statistics is summarized in Table 4.6. The ML baseline system uses Gaussian mixtures with globally pooled variances to model the HMM states. These models are
Table 4.7: Word error rates (WER) for SieTill test corpus. The models differ in the number of densities per mixture, \( \#_{Dns/Mix} \).

<table>
<thead>
<tr>
<th>Model-#Dns/Mix</th>
<th>Criterion</th>
<th>Optimization</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHMM-1</td>
<td>ML</td>
<td>EM</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>M-MMI</td>
<td>EBW</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>2.7</td>
</tr>
<tr>
<td>LHMM-1</td>
<td></td>
<td></td>
<td>2.7</td>
</tr>
<tr>
<td>GHMM-16</td>
<td>ML</td>
<td>EM</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>M-MMI</td>
<td>EBW</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.7</td>
</tr>
<tr>
<td>GHMM-64</td>
<td>ML</td>
<td>EM</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>M-MMI</td>
<td>EBW</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rprop</td>
<td>1.6</td>
</tr>
<tr>
<td>LHMM-64</td>
<td></td>
<td></td>
<td>1.6</td>
</tr>
</tbody>
</table>

refined by discriminative training using M-MMI (see Chapter 5). The optimization was carried out with EBW or Rprop (GHMMs) and Rprop (LHMMs). The results are shown in Table 4.7. The observed differences between GHMMs and LHMMs are statistically insignificant.

4.8.2 English Parliament plenary sessions (EPPS)

This task contains recordings from the European Parliament plenary sessions (EPPS). The setup and corpus statistics are described in detail in Appendix A.1.3. A summary of this information can be found in Table 4.6. The acoustic front end comprises MFCC features augmented by a voicing feature. Nine consecutive frames are concatenated and the resulting vector is projected to 45 dimensions by means of an LDA. The MFCC features are warped using a fast variant of the vocal tract length normalization (VTLN). On top of this, speaker adaptive training (SAT) is applied. The triphones are clustered using CART, resulting in 4,501 generalized triphone states. For recognition, a lexicon with 50k entries in combination with a 4-gram language model is used. The ML baseline system uses Gaussian mixtures with globally pooled variances. These models are reestimated using MPE. Again, the GHMMs were optimized using EBW or Rprop while the log-linear models used Rprop for optimization. See Table 4.8 for the comparison of GHMMs and LHMMs for the EPPS task. The observed differences are not significant.
4.8. EXPERIMENTAL COMPARISON OF GHMMS AND LHMMS

Table 4.9: Word error rates (WER) for BNBC Cn test corpora.

<table>
<thead>
<tr>
<th>Model</th>
<th>Criterion</th>
<th>Optimization</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dev07</td>
</tr>
<tr>
<td>GHMM</td>
<td>ML</td>
<td>EM</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>MPE</td>
<td>EBW</td>
<td>11.0</td>
</tr>
<tr>
<td>Rprop</td>
<td></td>
<td></td>
<td>10.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10.8</td>
</tr>
<tr>
<td>LHMM</td>
<td></td>
<td></td>
<td>10.8</td>
</tr>
</tbody>
</table>

Table 4.10: Globally pooled (first-order features) vs. density-specific diagonal covariance matrices (first- and diagonal second-order features) in the log-linear framework. Word error rates (WER) for BNBC Cn test corpora.

<table>
<thead>
<tr>
<th>Model</th>
<th>Criterion</th>
<th>Features</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dev07</td>
</tr>
<tr>
<td>GHMM</td>
<td>ML</td>
<td>first</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>first + diagonal second</td>
<td>10.8</td>
</tr>
<tr>
<td>LHMM</td>
<td>MPE</td>
<td>first</td>
<td>10.8</td>
</tr>
</tbody>
</table>

4.8.3 Mandarin broadcasts

The second LVCSR task consists of Mandarin broadcast news and conversations (BN/BC). The experiments are based on the setup described in Appendix A.1.4. The corpus statistics of the system are shown in Table 4.6. The BNBC Cn system uses PLP features. Nine consecutive frames are concatenated and projected to 45 dimensions by means of an LDA. These base features are augmented with three tone and 32 neural network (NN) based posterior features. The features are adapted using VTLN and SAT. The lexicon with 60k entries and the 4-gram language model from [Hoffmeister & Plahl 07] are used for recognition. The results for this setup are shown in Table 4.9. Again, the differences are not considered to be significant.

In contrast to GHMMs, the transition from globally pooled to density-specific (diagonal) covariance matrices is straightforward in the log-linear framework. To emulate density-specific diagonal covariance matrices, the feature vector \((x_1, \ldots, x_D)\) is replaced with the augmented vector \((x_1, \ldots, x_D, x_1^2, \ldots, x_D^2)\) (i.e., first- and diagonal second-order features instead of first-order features only). The experiment in Table 4.10 uses an ML optimized GHMM with globally pooled variances for the initialization of the discriminative training. The second-order features are only added for the discriminative training. No improvement over the system with first-order features has been observed, although convergence was reached after significantly fewer iterations (4 vs. 12 iterations).

4.8.4 Discussion

Tables 4.7, 4.8, and 4.9 show comparative results for GHMMs and LHMMs for the three speech tasks summarized in Table 4.6. These tasks are of completely different complexity. In all these cases, the equivalence is not perfect. This is because, as usual, only the acoustic model is trained while the transition and language models are kept fixed. Thus, the LHMMs refine the
unigram model parameters implicitly. We expect that this effect is covered by the full $m$-gram language model (e.g. $m = 4$). Furthermore, different regularization terms are used: $l$-smoothing (GHMMs) vs. centered 2-regularization (LHMMs). It is not obvious how to eliminate this mismatch as the type of regularization is rather model-specific. In case of pooled variances, the choice of the parameterization is not considered to be an issue. In consequence, there are some differences in performance between these two types of model, see Table VII. Overall, however, no consistent or significant differences are observed. This result is in contrast to [6] which reports on statistically significant differences between GHMMs and LHMMs for phone classification. To the best of our knowledge, the equivalence is not broken in the setup in [6] as all model parameters are optimized jointly and no regularization is used. The most likely reasons for this different outcome may be the usage of density-specific variances (in contrast to global variances in our case) and local optima.

4.9 Summary

Conventional GHMMs and LHMMs (“Gaussian-like” log-linear HMMs) derive from fundamentally different paradigms in statistical pattern recognition. In spite of this, these two models were shown to be equivalent on the functional level. This result might appear surprising and counterintuitive because the parameter constraints and directed dependencies of the GHMM do not reduce the model flexibility of the fully unconstrained respective LHMM. This is possible because the parameters of GHMMs are ambiguous in the discriminative formulation. This ambiguity of the parameters also makes the interpretation of GHMMs in the discriminative formulation tricky (e.g. delocalization of means). The equivalence relations for GHMMs and LHMMs, however, do not guarantee identical performance of GHMMs and LHMMs in practice. For this reason, an extensive experimental comparison of GHMMs and LHMMs was done. Potential differences may originate from numerical issues (e.g. inversion of covariance matrices for GHMMs), local optima (non-convex objective function for HCRFs), or different optimization criteria (e.g. different regularization/smoothing terms). In general, it is essential to consider the complete optimization problem and not only parts of it (e.g. not only the acoustic model) to establish the exact equivalence relations for GHMMs and LHMMs. The careful analysis of GHMMs and LHMMs in this chapter helps to better understand why the conceptually more refined LHMMs do not outperform the conventional GHMMs, and to detect potential sources for improved acoustic modeling. Nevertheless, we consider the log-linear framework attractive for the flexible and intuitive incorporation of additional knowledge sources and dependencies. Last but not least, the convexity of the optimization problem of pure log-linear models might be a real advantage in practice (Chapter 7).
Chapter 5

Integration of Margin Concept into Standard Training

Typical training criteria for string recognition like for example minimum phone error (MPE) and maximum mutual information (MMI) in speech recognition are based on a (regularized) loss function. In contrast, large margin classifiers - the de-facto standard in machine learning - maximize the separation margin. An additional loss term penalizes misclassified samples. This paper shows how typical training criteria like for example MPE or MMI can be extended to incorporate the margin concept, and that such modified training criteria are smooth approximations to support vector machines with the respective loss function. The proposed approach takes advantage of the generalization bounds of large margin classifiers while keeping the efficient framework for conventional discriminative training in Chapter 3. This allows us to evaluate directly the utility of the margin term for string recognition. Experimental results are presented using the proposed modified training criteria for different tasks from speech recognition (including large vocabulary continuous speech recognition tasks trained on up to 1,500h audio data) [Heigold & Deselaers+ 08b, Heigold & Schlüter+ 09, Heigold & Dreuw+ 10], part-of-speech tagging, [Hahn & Lehnen+ 09] and handwriting recognition [Dreuw & Heigold+ 09].

A similar approach can be found in [Povey & Kanevsky+ 08, Saon & Povey 08]. The work in this chapter was developed independently at the same time. In addition to margin-based MMI, the present work includes margin-based MPE and other conventional training criteria as well.

5.1 Introduction

The estimation of parameters on a limited amount of data constitutes one of the fundamental problems in pattern recognition. On the one hand, we seek a solution that approximates the data well. On the other hand, the solution should generalize well to unseen data. Thus, the estimate will be the tradeoff between these two competing objectives in general.

The first aspect of the parameter estimation problem has been carefully investigated in speech recognition for many years, resulting in a wealth of penalty-like training criteria. These conventional training criteria were unified in [Macherey & Haferkamp+ 05, He & Deng+ 08].
Table 5.1: Relative importance of loss and margin term under different training conditions. The two extremes are dominated by the loss (left-hand side) or the margin (right-hand side).

<table>
<thead>
<tr>
<th>Loss</th>
<th>vs.</th>
<th>Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>infinite data</td>
<td>↔</td>
<td>sparse data</td>
</tr>
<tr>
<td>many training</td>
<td>↔</td>
<td>few training</td>
</tr>
</tbody>
</table>

Some of these training criteria include a regularization term like for example a non-uniform prior over the model parameters (cf. maximum \textit{a posteriori} estimation), or an explicit $\ell_2$-regularization.

Large margin training is a relatively new concept to pattern recognition. It was introduced to control the model complexity and the generalization ability. The objective of large margin training is the separation of the data with maximal margin (confidence). This approach is motivated by the theoretical generalization bounds derived in statistical learning theory [Vapnik 95]. Depending on the training conditions, we expect different relative importance of the margin and the loss term, as illustrated in Table 5.1.

### 5.1.1 Statistical learning theory

Assume a model with free parameters and a finite number of observations. The goal of machine learning consists of finding “optimal” model parameters with good generalization ability. An interesting result from information theory is the PAC bound on the empirical risk [Vapnik 95]. The Vapnik-Chervonenkis (VC) dimension plays an important role in the derived inequality and is a direct measure for the generalization ability. This bound is general in the sense that it neither depends on the underlying probability distribution nor on the specific loss function. Furthermore, the bound implies that in general, the consideration of the empirical risk alone is suboptimal [Vapnik 95]. Assuming that the features are in a sphere, the VC dimension of gap-tolerant classifiers is bounded above by an expression that is inversely proportional to the margin [Jebara 02]. These results are the theoretical foundation for large margin classifiers. The goal of this chapter is to assess the utility of the margin concept for string recognition, in particular for large vocabulary continuous speech recognition (LVCSR).

### 5.1.2 Motivation

The goal of this work is to study the potential of the margin concept for string recognition in practice. The focus shall be on large vocabulary continuous speech recognition (LVCSR). More explicitly, our objectives for such an investigation are:

1. Direct evaluation of the utility of the margin term. Ideally, we can turn on/off the margin term in the optimization problem. In particular, we want to avoid effects arising from different loss functions, optimization algorithms, model parameterizations, convergence speed \textit{etc}. Unfortunately, but similar to most other approaches, we cannot exclude spurious local optima.
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2. Evaluation on state-of-the-art systems. Ideally, we improve directly over the best discriminative system, e.g. conventional (i.e., without margin) MPE for LVCSR.

3. Showing a clear relationship of conventional training criteria to existing large margin classifiers.

In our opinion, existing approaches to margin-based training implement insufficiently these objectives [Yin & Jiang 07, Sha & Saul 07a, Jiang & Li 07, Li & Yan* 07, Yu & Deng* 08, Saon & Povey 08]. To the best of the author’s knowledge, no consistent evaluation of the margin term has been done for string recognition so far. The current situation may be summarized as in Figure 5.1.

5.1.3 Related work & our approach

Large margin classifiers, with the support vector machine (SVM) [Vapnik 95, Altun & Tsochantaridis* 03, Taskar & Guestrin* 03] as the most prominent example, have been used successfully for many applications in pattern recognition. The direct application of SVMs in speech recognition, however, has not been successful so far. A reason for this failure might be that SVMs are not flexible enough to deal with the speech-specific problems. They include the choice of the loss function (e.g. MPE appears to be the training criterion of choice in LVCSR, see Section 3.8.1), the immense amount of data to train state-of-the-art LVCSR systems, and the combinatorial number of valid word sequences. Stimulated by the success of SVMs, several margin-based training algorithms have been proposed in speech recognition that fit the speech-specific requirements in a better way, e.g. [Yin & Jiang 07,
Although the reported results for these approaches look very promising, the existing approaches are limited concerning the scalability (e.g., LVCSR) or the choice of the training criterion. In addition, it is often difficult to draw clear conclusions on the utility of the margin term from the reported experiments. This is due to the fact that margin-based training criteria are compared with conventional training criteria using different loss functions, different optimization algorithms, different model parameterizations, or not taking into account potential differences in convergence speed.

In this work, conventional training criteria (e.g., MPE) are modified to incorporate a margin term. Such modified training criteria for log-linear models are shown to be a smooth approximation to the optimization problem of SVMs with a suitable loss function (Section 5.4.1). Thus, our approach combines the advantages of conventional training criteria (the efficient algorithms from Chapter 3) and of large margin classifiers (the generalization bounds). Similar ideas can be found in [Zhang & Jin+ 03] where a multiclass SVM suggested in [Weston & Watkins 99] with the hinge loss function is approximated by modified logistic regression. Recognition results were presented for the recognition of single symbols. To avoid this exponential complexity, the formulation of the hidden Markov SVM proposed in [Altun & Tsochantaridis+ 03] is used. Using the smoothed sentence error of minimum classification error (MCE) in combination with $N$–best lists and without regularization, the margin-based MCE criterion proposed in [Yu & Deng+ 08] is recovered as a special instance of our approach. The authors in [Povey & Kanevsky+ 08] proposed an improved MMI criterion motivated by the boosting technique. It can be shown that this training criterion is identical to our margin-based MMI, apart from some technical details concerning the optimization algorithm. Similarly, [McDermott & Nakamura 08] defined boosted MPE, which is identical to our margin-based MPE. This is the only approach found in the literature that can be interpreted as a margin-based MPE training.

The remainder of this chapter is organized as follows. Section 5.2 introduces the modifications that are required to incorporate a margin term into conventional training criteria. The task-specific details are discussed in Section 5.3. The formal relationship of the proposed modified training criteria with large margin classifiers is shown in Section 5.4. Related approaches are discussed in Section 5.5. Comparative experimental results for the different tasks are presented in Section 5.6. The chapter concludes with the summary in Section 5.7.

### 5.2 Incorporation of Margin Term

The training criteria are introduced next. Assume the joint probability $p_{\Lambda}(X, W)$ of the features $X$ and the symbol string $W$. The exact meaning of $X$ and $W$ depends on the task, and will be discussed in Section 5.3. In general, the joint probability does not need to be normalized as in case of the conditional random fields (CRFs) discussed below. The model parameters are indicated by $\Lambda$. The training set consists of $r = 1, \ldots, R$ labeled sentences, $(X_r, W_r)_{r=1,\ldots,R}$. 
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According to Bayes rule, the joint probability \( p_\Lambda(X, W) \) induces the posterior

\[
p_{\Lambda,\gamma}(W|X) = \frac{p_\Lambda(X, W)^\gamma}{\sum_V p_\Lambda(X, V)^\gamma}. \tag{5.1}
\]

The likelihoods are scaled with some factor \( \gamma \in \mathbb{R}^+ \). This is a common trick in speech recognition to scale them to the “real” posteriors. Analogously, the margin-posterior can be introduced as

\[
p_{\Lambda,\gamma\rho}(W|X) = \frac{[p_\Lambda(X, W) \exp(\rho A(V, W))]^\gamma}{\sum_V [p_\Lambda(X, V) \exp(\rho A(V, W))]^\gamma}. \tag{5.2}
\]

Compared with the posterior in Equation (5.1), the margin-posterior includes the margin term \( \exp(\rho A(V, W)) \). It is based on the string accuracy \( A(V, W) \) between the two strings \( V, W \). The accuracy counts the number of matching positions of \( V, W \) and will be approximated for efficiency reasons. In general, the accuracy is scaled with some \( \rho \in \mathbb{R}^+ \). From the perspective of boosting, this term weights up the likelihoods of the competing hypotheses compared with the correct hypothesis [Povey & Kanevsky+ 08]. On the contrary, the discussion in Section 5.4 will show that this term can be interpreted equally as a margin term.

5.2.1 Maximum mutual information (MMI)

The MMI training criterion is defined as

\[
\mathcal{F}^{(\text{MMI})}_\gamma(\Lambda) = C \log p(\Lambda) + \sum_{r=1}^R \log p_{\Lambda,\gamma}(W_r|X_r). \tag{5.3}
\]

This formulation of MMI includes a prior over the model parameters, \( \log p(\Lambda) \), also known as regularization. For example, the \( \ell_2 \)-regularization (i.e., Gaussian prior with zero mean) is typically used for log-linear models. The regularization constant \( C \in \mathbb{R}^+ \) is used to balance the regularization term and the loss term including the log-posteriors.

Conventional MMI is based on the true posteriors in Equation (5.1). Using the margin-posterior in Equation (5.2) instead, leads to modified/margin-based MMI (M-MMI)

\[
\mathcal{F}^{(\text{M-MMI})}_{\gamma\rho}(\Lambda) = C \log p(\Lambda) + \sum_{r=1}^R \log p_{\Lambda,\gamma\rho}(W_r|X_r). \tag{5.4}
\]

M-MMI includes a margin term through the margin-posterior. The loss functions for MMI and M-MMI are compared with the hinge loss function in Figure 5.2.\(^1\) The example is given for a binary classification problem with single observations (i.e., no symbol strings). The loss function is plotted against the log-ratio of the posterior of the correct class \( W_r \) to the posterior of the competing class \( \bar{W}_r \) (cf. distance in Equation (5.13))

\[
d := \log \left( \frac{p_{\Lambda,1}(X_r, W_r)}{p_{\Lambda,1}(X_r, \bar{W}_r)} \right). \tag{5.5}
\]
Figure 5.2: Comparison of loss functions for a binary classification problem with $d$ as defined in Equation (5.5). Left: comparison of MMI and M-MMI loss functions with the hinge loss function. Right: comparison of MPE and M-MPE loss functions with the margin error. Note that the margin term shifts the loss function such that the inflection point is at $d = 1$ and not $d = 0$.

for $\gamma = 3, \rho = 1, A(V, W) = \delta(V, W)$. MMI and M-MMI differ by an offset $d = 1$, and M-MMI is a smooth approximation to the hinge loss function.

The logarithm $\log u$ diverges for $u = 0$. Hence, the MMI training criterion is sensitive to outliers, see Section 5.2.4. To avoid the divergence of the logarithm, the identity $\log u = \lim_{\kappa \to 0} \frac{u \kappa^{\gamma - 1}}{\kappa}$ is used to approximate the logarithm. This power approximation leads to the training criterion POW

$$\mathcal{F}^{(POW)}(\Lambda) = C \log p(\Lambda) + \sum_{r=1}^{R} p_{A,\gamma}(W_r|X_r)^{\gamma} - 1. \tag{5.6}$$

In contrast to MMI, POW is bounded below for fixed $\kappa > 0$. For this reason, POW is expected to perform more robustly than MMI. Combining this power approximation and the margin-posterior in Equation (5.2), results in modified/margin-based POW (M-POW)

$$\mathcal{F}^{(M-POW)}_{\gamma \rho}(\Lambda) = C \log p(\Lambda) + \sum_{r=1}^{R} p_{A,\gamma}(W_r|X_r)\kappa^{\gamma - 1}. \tag{5.7}$$

This modification can be made in error-based training criteria in an analogous way.

### 5.2.2 Minimum phone error (MPE)

Probably, MPE is the training criterion of choice in LVCSR [Povey 04]. It is defined as the (regularized) posterior risk based on the error function $E(V, W)$ like for example the approximate

1A similar figure can be found in [Hastie & Tibshirani* 01, p.380] for the hinge and MMI loss. Interestingly, the squared-error loss is qualitatively similar to the MPE loss, if the loss is plotted against the distance $d$. 
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phoneme error [Povey 04]

\[
\mathcal{F}_{\gamma}^{\text{MPE}}(\Lambda) = C \log p(\Lambda) + \sum_{r=1}^{R} \sum_{W} E(W, W_r)p_{\Lambda,\gamma}(W | X_r).
\]  

(5.8)

Again, replacing the scaled posterior \( p_{\Lambda,\gamma}(W | X) \) in Equation (5.8) with the margin-posterior in Equation (5.2), leads to the associated modified/margin-based MPE (M-MPE)

\[
\mathcal{F}_{\gamma \rho}^{(\text{M-MPE})}(\Lambda) = C \log p(\Lambda) + \sum_{r=1}^{R} \sum_{W} E(W, W_r)p_{\Lambda,\gamma \rho}(W | X_r).
\]  

(5.9)

Keep in mind that due to the relation \( E(V, W) = |W| - A(V, W) \) where \(|W|\) denotes the number of symbols in the reference string, the error \( E(V, W) \) and the accuracy \( A(V, W) \) can be equally used in Equations (5.8) and (5.9). The accuracy for MPE and for the margin term do not need to be the same quantity.

The loss functions for MPE and M-MPE are compared in Figure 5.2. The illustration is given for a binary classification problem with single observations for \( E(V, W) = 1 - \delta(V, W), A(V, W) = \delta(V, W), \gamma = 1, \rho = 1 \) (see also Section 5.2.1). M-MPE is a horizontally shifted version of MPE, and M-MPE approximates the margin error. Note the similarity of MPE, POW, and MCE in this simple situation.

Finally, other instances of the unified training criterion in Section 3.3 (e.g. MCE) can be modified in an analogous way to incorporate a margin term.

5.2.3 Unified training criterion

The standard unified training criterion introduced in Section 3.3 is based on the joint probabilities. In case of speech recognition, these are the combined acoustic and language model scores. The margin introduced above can be incorporated into the unified training criterion by multiplying the joint probabilities \( P \) with the margin term \( M := \exp(-\text{multiply}(A, \rho)) \). It is straightforward to extend the transducer-based implementation from Section 3.6 to incorporate this additional margin term. Table 5.2 compares MMI and MPE with their modified variants. The WFST \( P \) is defined as in Table 3.5. The WFST \( Z \) is defined on the modified WFST \( P' \), if necessary. The accumulation of the discriminative statistics is then done according to Table 3.5. Important about our transducer-based implementation is that the standard training criteria and the associated modified training criteria only differ by the additional composition of the probabilistic WFST \( P \) with the margin WFST \( M \). Thus, the reader is referred to Chapter 3 for algorithmic and implementation details.

The clear distinction between the model, the training criterion, and the optimization algorithm throughout this work makes the proposed approach to margin-based training rather flexible. For instance, the model could also be represented by a neural network where the margin term is added to the correct output, before the soft-max function.
Table 5.2: Comparison of MMI/MPE with M-MMI/M-MPE in our transducer-based implementation. WFST \((P, A)\) over the expectation semiring has the edge weights \(w_{(P, A)}(e) := (w_P(e), w_P(e)w_A(e))\). The accumulation is implemented by a depth first search (DFS).

<table>
<thead>
<tr>
<th></th>
<th>MPE</th>
<th>M-MPE</th>
<th>M-MMI</th>
<th>MMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P')</td>
<td>(P)</td>
<td>(P \circ M)</td>
<td>(P)</td>
<td></td>
</tr>
<tr>
<td>(Z)</td>
<td>((P', A))</td>
<td>(P')</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Q)</td>
<td>posterior(Z)(v)</td>
<td>posterior(Z)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Accumulation | For each edge \(e\) and for each time frame \(t\): Accumulate feature \(x_t\) with weight \(w_Q(e)\) for state \(s_t\).

Figure 5.3: Robustness of outliers for different loss functions. Left: clean data, all decision boundaries coincide. Center: clean data plus observation at \((-4.0, 1.0)\) such that there is a mismatch between the data and the model, ML decision boundary is affected, MMI/MPE decision boundaries remain unchanged. Right: clean data plus outlier at \((10.0, 4.0)\) such that the data is no longer linearly separable, only MPE gives the optimal decision boundary.

### 5.2.4 Robustness of training criteria

In our opinion, the hinge/MMI loss function has two drawbacks in pattern recognition. First, this loss function differs from the loss function that is used to evaluate the recognition system eventually, typically the recognition error. This implies that margin-based training provides some guarantee regarding the generalization for the hinge/MMI loss function, but not for the recognition error. It is not clear how these two quantities are related in general. Second, the hinge/MMI loss function penalizes incorrectly classified symbols (approximately) with their distance from the decision boundary. This qualitative difference may affect the robustness of the respective estimator. Figure 3.3 illustrates the same issue from another point of view, \textit{i.e.}, plots the accumulation weight over the posterior. Removing observations with low posterior from training as in \cite{Li & Yan + 07} has a similar effect as an error-based training criterion. In the sense of \cite{Huber 81}, robustness means the sensitivity of the estimator to outliers, incorrect model assumptions \textit{etc}. The MMI loss function leads to an estimator that is not (optimally) robust against outliers (\textit{e.g.} erroneous transcriptions, wrong model assumptions) because a single observation can dominate the training criterion. This issue is illustrated on the simple toy example in Figure 5.3. It is assumed that either class is modeled by a single Gaussian. The covariance matrix is shared by the two models. This model assumption leads to a linear decision boundary. In the case of clean data (\textit{i.e.}, matching data), the decision boundaries of the different
training criteria coincide (Figure 5.3, left plot). The Cramer-Rao lower bound guarantees that
the lowest variance estimate of the model parameters will be obtained with ML. Thus, if the
model is correct, ML is preferred over MMI. If the data and the model do not match, MMI
may outperform maximum likelihood (ML) (Figure 5.3, center plot) [Nádas & Nahamoo+ 88].
Moreover, MPE tends to be less sensitive to outliers than MMI (Figure 5.3, right plot). These
observations are in agreement with the findings in [Hampel 86].

5.2.5 Optimization of margin-based training criteria

The modified training criteria in this section can be optimized within the transducer-based
framework in Chapter 3. The required changes are discussed in Section 5.2.3.

The regularization constant $C$, the approximation level $\gamma$, and the margin scale $\rho$ are chosen
beforehand and then kept fixed during the complete optimization. The regularization constant
$C$ and the margin scale $\rho$ are not completely independent of each other. Thus, keeping the
regularization constant $C$ fixed and tuning the margin scale $\rho$ leads to similar results as keeping
the margin scale $\rho$ fixed and tuning the regularization constant $C$, as long as the scores are in
a reasonable numerical range. The latter approach is chosen if the model is optimized from
scratch (part-of-speech tagging). In all other cases (speech and handwriting recognition), the
margin scale is tuned as well to guide the non-convex optimization in a better way.

In general, the training criteria in speech recognition are non-convex such that the numerical
optimization might get stuck in spurious local optima. Convex optimization problems for
HMMs have been proposed. These approaches have in common that they are based on the
hinge loss and ignore the alignment problem in the sense that the true HMM state sequence is
assumed to be known (Chapter 7). For the time being and as it is typical of all state-of-the-
art speech recognition systems, the issue of spurious local optima is ignored. Alternatively,
the problem with local optima may be alleviated by stochastic annealing techniques where the
approximation level acts as the temperature. This would be similar to the iterative optimization
strategy suggested by [Zhang & Jin+ 03].

5.3 Tasks

Section 5.2 introduced the training criteria on a rather abstract level. This section discusses
the task-specific details of the training criteria, consisting of four major components. First,
the probabilistic model (e.g. represented by the joint probability $p_{\Lambda}(X, W)$) parameterizes the
decision boundaries by $\Lambda$. Second, the regularization log $p(\Lambda)$ restricts the model parameters $\Lambda$.
In the absence of regularization, the margin can be made arbitrarily large by scaling the model
parameters appropriately. In this case, the optimization problem would not be well-defined like
for example in [Sha & Saul 07a, Li & Yan+ 07, Yu & Deng+ 08, Saon & Povey 08]. Third, the
loss function is used to penalize incorrectly classified observations (see Figure 5.2) and finally,
the margin term which is determined by the accuracy $A(V, W)$.
5.3.1 Speech recognition

In speech recognition, the feature \( X = x_T^T = x_1, \ldots, x_T \) stands for the sequence of feature vectors \( x_t \in \mathbb{R}^D \) and \( W \) denotes the word sequence. The joint probability \( p_{\Lambda}(x_T|W) \) (not necessarily normalized) is decomposed into the language model \( p(W) \) and the acoustic model \( p_{\Lambda}(x_T|W) \) by the Bayes rule. To account for different speech rates, the acoustic model is represented by HMMs with state sequences \( s_T^T \)

\[
p_{\Lambda}(x_T|W) = \sum_{s_T^T} \prod_{t=1}^{T} p_{\Lambda}(x_t|s_t, W)p(s_t|s_{t-1}, W).
\]  

(5.10)

The probabilities \( p_{\Lambda}(x|s, W) \) and \( p(s|s', W) \) are termed the emission and transition model, respectively. The dependence on \( \Lambda \) indicates that only the emission model is optimized while the transition and language models are kept fixed. Conventionally, the emission probabilities are represented by Gaussian mixture models (GHMMs). Alternatively, log-linear (mixture) models (LHMMs) can be used for the emission probabilities (Chapter 4). I-smoothing [Povey 04] is used for the MMI/MPE training of GHMMs while the \( \ell_2 \)-regularization is used for the optimization of LHMMs. I-smoothing can be interpreted as a prior in the Gaussian parameter space [Povey 04], and is comparable to the centered \( \ell_2 \)-regularization for HCRFs [Li 07].

The centered \( \ell_2 \)-regularization includes the simple \( \ell_2 \)-regularization as a special case

\[
J^{-1}_0 ||\lambda||^2 + J^{-1}_1 ||\lambda - \lambda_0||^2 = J^{-1}_1 ||\lambda - \lambda_0'||^2 + \text{const}(\lambda)
\]

with \( J^{-1} := J^{-1}_0 + J^{-1}_1 \) and \( \lambda_0' := \frac{1}{1+J} \lambda_0 \). In speech recognition, word lattices restricting the search space are used to make the summation over all competing hypotheses (sums over \( W \) in Section 5.2) efficient. The exact accuracy on phoneme or word level cannot be computed efficiently due to the Levenshtein alignments in general, although feasible under certain conditions as shown in Section 3.8.2. Thus, the approximate phoneme/word accuracy known from MPE/MWE [Povey 04] is used for the margin instead. With this choice of accuracy, the margin term can be represented as an additional layer in the common word lattices such that efficient training is possible, cf. Section 5.2.3.

5.3.2 Part-of-speech tagging

Here, part-of-speech tagging refers to the process of extracting the smallest units of meaning out of a given input sentence. Formally speaking, part-of-speech tagging transforms a sequence of words \( X = x_N^N = x_1, \ldots, x_N \) into a sequence of concepts \( W = c_N^N = c_1, \ldots, c_N \). A concept may contain various pieces of information, e.g. the attribute name. An example from the French Media corpus [Devillers & Maynard+ 04] is given in Figure 5.4. The alignment between words \( x_N^N \) and concepts \( c_N^N \) is assumed to be known for training. Moreover, the considered concept strings are all of the same length such that the simple Hamming accuracy between two concept strings can be used for the margin [Taskar & Guestrin+ 03], see Section 3.7.1.

In this thesis, conditional random fields (CRFs) are used to implement part-of-speech tagging. CRFs are a graphical framework to build discriminative models [Lafferty & McCallum+ 01]. The feature functions \( f_i(x_N^N, c_N^N) \), each associated with the
Table 5.3: Overview on modified training criteria used in this work, i.e., for speech recognition of digit strings, LVCSR, part-of-speech tagging, and handwriting recognition.

<table>
<thead>
<tr>
<th>Task</th>
<th>Margin</th>
<th>Model</th>
<th>Regularization</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech (digit strings)</td>
<td>approx. word accuracy</td>
<td>LHMM</td>
<td>$\ell_2$</td>
<td>MMI</td>
</tr>
<tr>
<td>Speech (LVCSR)</td>
<td>approx. phone accuracy</td>
<td>GHMM</td>
<td>I-smoothing</td>
<td>MPE/MMI</td>
</tr>
<tr>
<td>Tagging</td>
<td>Hamming accuracy</td>
<td>CRF</td>
<td>$\ell_2$</td>
<td>MMI/POW</td>
</tr>
<tr>
<td>Handwriting</td>
<td>approx. word accuracy</td>
<td>GHMM</td>
<td>I-smoothing</td>
<td>MMI</td>
</tr>
</tbody>
</table>

Model parameter $\lambda_i \in \mathbb{R}$ fully specify a CRF in the log-linear parameterization

$$p_\Lambda(c_i^N|x_i^N) = \frac{1}{Z_\Lambda(x_i^N)} \exp\left(\sum_i \lambda_i f_i(x_i^N, c_i^N)\right). \quad (5.11)$$

The normalization constant $Z_\Lambda(x_i^N)$ is the sum over all concept strings $c_i^N$. The model parameters $\Lambda$ comprise the vector $\lambda = (\lambda_1, \lambda_2, \ldots)$. The feature functions are gathered in the vector $f(x_i^N, c_i^N) = (f_1(x_i^N, c_i^N), f_2(x_i^N, c_i^N), \ldots)$. For the training criteria in Section 5.2, the pseudo joint probability is defined as $p_\Lambda(x_i^N, c_i^N) := \exp(\sum_i \lambda_i f_i(x_i^N, c_i^N))$. For this choice of model, MMI in Equation (5.3) is a convex optimization problem. This property carries over to M-MMI. For POW/M-POW, however, this is not true.

The CRFs used for the experiments in Section 5.6.2 include the following feature functions: lexical features considering the nearest neighbors, bigram concept features, and word part features (capitalization features, prefix and suffix features).

### 5.3.3 Handwriting recognition

The recognition of isolated handwritten words shall be considered in the same framework. To reduce the two-dimensional to a one-dimensional problem, the two-dimensional representation of the image is turned into a string representation $X = X_1 \ldots X_T$ where $X_t$ is a fixed-length array assigned to each column in the image, see Section 5.6.3 for further details. The word $W$ is represented by a character string. The HMM in Equation (5.10) is used directly (i.e., without a language model) with the states describing the characters of word $W$ and a left-to-right topology [Dreuw & Heigold+ 09]. Similar to speech recognition, the approximate word accuracy is used for the margin.

The different modified training criteria used in the next section are summarized in Table 5.3.
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5.4 M-MMI/M-MPE as Smooth Approximations to SVMs

The modified training criteria for log-linear models (e.g. CRFs) in Section 5.2 are closely related to SVMs, which shall serve as an example for large margin classifiers. Observing that Gaussian and log-linear models are equivalent (Chapter 4), this relationship is valid for Gaussian models as well.

5.4.1 Support vector machines (SVMs)

We use the definition of SVMs in [Altun & Tsochantaridis+ 03] because it fits our purpose best. The notation is chosen in order to highlight the similarities of SVMs to the training criteria in Section 5.2.

A classification problem with classes $W$ and features $X$ is considered. For training, $R$ labeled training samples $(X_r, W_r)_{r=1}^R$ are available. Similar to CRFs (Section 5.3.2), assume feature functions $f(X_r, W_r) = (f_1(X_r, W_r), f_2(X_r, W_r), \ldots)$ associated with the model parameters $\lambda = \{\lambda\}$ with $\lambda := (\lambda_1, \lambda_2, \ldots)$. Then, according to [Altun & Tsochantaridis+ 03], the optimization problem of SVMs can be formulated as

$$\hat{\lambda} = \arg\max_\lambda \left\{ -\frac{C}{2} \|\lambda\|^2 - \sum_{r=1}^R l(W_r, d_r; \rho) \right\}. \quad (5.12)$$

For SVMs, the distance vector $d_r$ has the components

$$d_r := \lambda^\top (f(X_r, W_r) - f(X_r, W)). \quad (5.13)$$

The empirical constant $C > 0$ is used to balance the $\ell_2$-regularization $\log p(\lambda) = -\frac{1}{2} \|\lambda\|^2$, and the loss term. In the context of SVMs, the loss function is typically set to the hinge loss. The multiclass hinge loss function is defined as

$$l^{(\text{hinge})}(W_r, d_r; \rho) := \max_{W \neq W_r} \{ \max \{-d_r + \rho(A(W_r, W_r) - A(W, W_r)), 0\} \}. \quad (5.14)$$

In this formulation, $\rho$ is kept fixed but is used for consistency with the formulation of M-MMI/M-MPE. The model parameters $\lambda_i$ are scaled to adjust the effective margin. This formulation reduces effectively the multiclass problem to a binary classification problem (“correct” vs. “recognized” class).

Due to the definition of the loss function and in contrast to [Altun & Tsochantaridis+ 03], this formulation of SVM does not require the introduction of slack variables and side conditions. The generally non-smooth optimization problem will be smoothed for the gradient-based optimization. This definition allows for the efficient calculation of the sum over the competing symbol strings, e.g. the exponential number of word sequences in speech recognition.

The hinge loss in Equation (5.14) is the typical loss function used in combination with large margin classifiers and leads to a convex optimization problem. In pattern recognition, however, the margin error is expected to be more appropriate

$$l^{(\text{error})}(W_r, d_r; \rho) := E(\hat{W}_{\rho}(X_r), W_r). \quad (5.15)$$
Here, $\hat{W}_\rho$ stands for the symbol string that yields the minimum margin-distance, $\hat{W}_\rho(d_r) := \text{argmin}_W \{d_r + \rho A(W, W_r)\}$. $E(V, W)$ denotes some error measure for the string pair $(V, W)$. In the simplest case, this loss function counts the number of misclassified sentences, $1 - \delta(\hat{W}_\rho(d_r), W_r)$ (cf. MCE). For string recognition (e.g. speech recognition), a string-based error measure is probably more adequate, e.g. the word or phoneme error.

The extension of the 1-0 margin for single symbols to the string accuracy $A(V, W)$ for two symbol strings $V, W$ is reasonable [Taskar & Guestrin+ 03, Sha & Saul 07a] because the margin is proportional to the number of correct symbols in the string. Moreover, it guarantees consistency of Equation (5.12) with the standard SVM for single independent and identically-distributed symbols.

In contrast to SVMs, the optimization problem in Equation (5.12) is non-differentiable and highly non-convex in general. For this reason, smooth approximations to SVMs are discussed next.

### 5.4.2 Smooth approximations to SVM

In this section we show that M-MMI is a smooth approximation to the SVM with the hinge loss function. Similarly, we show that M-MPE is a smooth approximation to the SVM with the margin phoneme error. Technically speaking, the original loss function $l$ of the SVM is replaced by a smooth loss function $l_\gamma$ such that $l_\gamma \to l$ in some sense, without breaking the large margin nature of the original large margin classifier. The parameter $\gamma \in \mathbb{R}^+$ controls the smoothness of the approximation.

From Equation (5.4), the M-MMI loss function is the soft-max approximation to the hinge loss function

$$l^{(M-MMI)}_\gamma(W_r, d_r; \rho) := -\frac{1}{\gamma} \log p_{\lambda, \gamma\rho}(W_r | X_r).$$

(5.16)

See Figure 5.2 for a comparison of the hinge, MMI, and M-MMI loss functions.

**Lemma 25** (M-MMI/hinge). $l^{(M-MMI)}_\gamma \to l^{(hinge)}$ (pointwise convergence).

The proof is similar to the proof in [Zhang & Jin+ 03].
Lemma 26 (M-MPE/loss).

\[ f_{M-MPE}(W_r, d_r; \rho) := \sum_W E(W, W_r)p_{\Lambda, \gamma p}(W|X_r). \]  

\[ f_{hinge}(W_r, d_r; \rho) := \gamma \log \left(1 + \sum_{W \neq W_r} \exp(\gamma(-d_{rw} + \rho \Delta A(W, W_r)))\right) \]

\[ \gamma \rightarrow \infty \Rightarrow \left\{ \begin{array}{ll} \max \{-d_{rw} + \rho \Delta A(W, W_r)\} & \text{if } \forall W \neq W_r : d_{rw} < \rho \Delta A(W, W_r) \\ 0 & \text{otherwise.} \end{array} \right. \]

\[ \Delta A(W, W_r) := A(W_r, W_r) - A(W, W_r). \]

M-MPE in Equation (5.9) implies a (weighted) margin error \( E(V, W) \) (e.g. phoneme error) combined with a weighted margin

\[ f_{M-MPE}(W_r, d_r; \rho) := \sum_W E(W, W_r)p_{\Lambda, \gamma p}(W|X_r). \]  

Again, the distance in Equation (5.13) is only used implicitly in this definition. Keep in mind the subtle difference to the work in [Taskar & Guestrin 03] and [Sha & Saul 07a] where a weighted margin together with the hinge/MMI loss function was used instead. Figure 5.2 depicts the differences between the MPE and M-MPE loss functions, and the margin error.

Lemma 26 (M-MPE/error). \[ f_{M-MPE} \overset{\gamma \rightarrow \infty}{\rightarrow} f_{\text{error}} \] (almost sure convergence).

\[ p_{\Lambda, \gamma p}(W|X_r) \overset{\text{Equation (5.2)}}{=} \frac{\exp(\gamma(\lambda^T f(X_r, W) - \rho A(W, W_r)))}{\sum_V \exp(\gamma(\lambda^T f(X_r, V) - \rho A(V, W_r)))} \]

\[ \overset{\text{Equation (5.13)}}{=} \frac{\exp(\gamma(-d_{rw} - \rho A(W, W_r)))}{\sum_V \exp(\gamma(-d_{rv} - \rho A(V, W_r)))} \overset{\gamma \rightarrow \infty}{\rightarrow} \delta(W, \hat{W}_p(X_r)) \]

\[ \delta(W, \hat{W}_p(X_r)) \]

Proof. The margin-posteriors in Equation (5.2) converge almost surely (i.e., everywhere except for points on the decision boundary where the loss function is not continuous) to a Kronecker delta. Again, the shortcut \( \Delta A(W, W_r) := A(W_r, W_r) - A(W, W_r) \).
where $\hat{W}_\rho(X_r) := \arg\max_W \{p_{\Lambda,\gamma}(W|X_r)\}$ denotes the symbol string that attains the maximum margin-posterior. The last line follows from the limit $\lim_{n \to \infty} \sqrt[n]{\sum a_n^2} = \max_i \{a_i\}$ for $a_i \geq 0$ [Walter 99, Band 1, p.78]. Hence, only a single term contributes to the sum in Equation (5.17) such that the loss function $l_\gamma^{(M-MPE)}$ converges to the loss function $l^{(error)}$ in Equation (5.15).

\[
l_\gamma^{(M-MPE)}(W_r,d_r;\rho) = \sum_\Lambda E(W,W_r)p_{\Lambda,\gamma}(W|X_r) \\
\gamma \to \infty \Rightarrow \sum_\Lambda E(W,W_r)\delta(W,\hat{W}_\rho(X_r)) \\
\Rightarrow E(\hat{W}(X_r),W_r) = l^{(error)}(W_r,d_r;\rho).
\]

Finally, it should be pointed out that the same ideas also apply to other loss functions, e.g. the smoothed sentence error used for MCE.

5.5 Related Approaches

A few related approaches are briefly discussed to make the proposed margin-based framework more clear.

5.5.1 M-MPE vs. MPE

Observe that formally, M-MPE is similar to conventional MPE. Indeed, M-MPE gives some new insight into several heuristics typically used for conventional discriminative training.

- Scaling of posteriors [Wessel & Macherey+ 98, Woodland & Povey 00]. The smoothing parameter $\gamma$ corresponds with the scaling factor for the posteriors.

- Weak language model [Schlüter 00]. The margin term weakens the prior (i.e., language model). Hence, the weak language model can be considered an approximation of the margin term. We believe that the frame-based approach proposed to improve the confusability in training [Povey & Woodland 99] is another attempt to approximate the margin concept by replacing the true FB probabilities by the global relative frequencies [Heigold & Schütter+ 07].

- I-smoothing [Povey & Woodland 02]. I-smoothing is a special type of MAP estimation. The parameter prior is centered at a reasonable initial acoustic model (e.g. ML model). In other words, I-smoothing can be considered a refined regularization term like the centered $\ell_2$-regularization $\|\Lambda - \Lambda_0\|^2$ for log-linear models [Li 07].
5.5.2 M-MMI vs. boosted MMI (BMMI)

Boosting techniques were incorporated into conventional MMI, leading to boosted MMI (BMMI) [Povey & Kanevsky+ 08]. For GHMMs, it can be shown that BMMI and M-MMI are equivalent training criteria. In practice, BMMI differs from M-MMI by the choice of the acoustic model for I-smoothing and the optimization algorithm (highly tuned EBW vs. Rprop). Similarly, [McDermott & Nakamura 08] introduced boosted MPE (BMPE) which can be shown to be equivalent to our M-MPE.

5.5.3 M-MPE vs. integrated MPE (iMPE)

Margin-based training like for example M-MPE typically uses a single margin value. iMPE extends this idea by considering an interval of margin values [McDermott & Watanabe+ 09]. This generalization permits to show a clear relationship between MPE and MMI-based training criteria [McDermott & Watanabe+ 09].

5.5.4 Modified error-based vs. minimum Bayes risk (MBR) training

MBR training (e.g. MPE) has become popular in ASR for its effectiveness. This type of training criteria is motivated by the MBR decoding principle and minimizes the expected risk per segment \( r \), \( \sum_W p(W|X_r)E(W,W_r) \) by adjusting the model parameters [Kaiser & Horvat+ 02, Doumpiotis & Byrne 05, Gibson & Hain 06]. In contrast to MBR training, M-MPE (without margin term for simplicity, but using the interpretation of Lemma 26) approximates the loss function as

\[
\sum_W \frac{p(X_r,W)^\gamma}{\sum_{W'} p(X_r,W')^\gamma} E(W,W_r) \Rightarrow E(\hat{W}(X_r),W_r)
\]

In summary, the latter approach provides an (approximately) consistent estimator for the empirical risk while for MBR training, the estimator is not consistent. This is a subtle but important difference between the MBR training methodology and the methodology of modified training criteria. In practice, however, the two approaches are identical up to the margin term.

Assuming model-free discriminant functions \( p(W|X) \), it can be shown that the global optimum of the MBR training coincides with the global optimum of the exact overall risk. This result extends to models which include the optimum decision boundary and allow \( p(W|X) \in [0, 1] \) (i.e., no regularization).

5.5.5 Risk-based training vs. MBR decoding

MPE is an example of a risk-based training criterion. This type of training criteria optimizes directly the decision boundaries regarding some (smoothed) recognition error. Strictly speaking, \( p(W|X) \) does not represent true probabilities but rather parameterize the set of discriminant functions. In general, the quantity \( p(W|X) \) does not converge to the true probability. The
5.6 EXPERIMENTAL RESULTS

5.6. Experimental Results

The modified training criteria introduced in Section 5.2 allow the direct evaluation of the utility of the margin term for string recognition (our objectives in Section 5.1.2). Experimental results are provided for three different speech tasks (digit strings, European Parliament plenary speech, broadcasts), two part-of-speech tagging tasks (French Media, Polish), and a handwriting task (IFN/ENIT). The training criterion (MMI or MPE) is determined on the training conditions. If the system makes no or only a few training errors, the margin term dominates and the loss term has no or only little impact. In this case, MMI is chosen for convenience. Otherwise, MPE is used. This rationale is consistent with the standard choice of the conventional training criteria. The statistical significance of the differences in the error rates are calculated with the bootstrap approach described in [Bisani & Ney 04]. The variety of tasks considered here allow the systematic evaluation of the margin term under completely different conditions. This will help to improve the understanding of the utility of the margin term in practice.

5.6.1 Speech recognition

The digit string recognition task uses LHMMs of different complexity while the LVCSR systems are based on GHMMs with globally pooled variances. This allows us to produce rather good ML baseline models consisting of a fairly high number of densities, cf. Table 5.4. The ML baselines are used to initialize the discriminative training, both for GHMMs and LHMMs. The language model scale (if necessary), the best training iteration, and the optimal margin parameter $\rho$ are all tuned on the training or development data. All test data are reserved for the final evaluation of the acoustic models. The optimization is done with Rprop except for the European Parliament plenary speech task which is optimized with EBW. Unless otherwise stated, the scaling factor is set to the inverse of the language model scale and the margin scale is set such that $\gamma \rho = 0.5$.

German digit strings. M-MMI is first applied to the SieTill task consisting of spoken digit strings (Appendix A.1.1). The recognition system is based on gender-dependent whole-word HMMs. For each gender, 214 distinct HMM states plus one for silence are used. The vocabulary consists of the eleven German digits (including the pronunciation variant ’zwo’). The observation vectors consist of 12 MFCC features without temporal derivatives. The

\footnote{Keep in mind that the probabilistic constraints on the discriminant functions do not restrict the set of decision boundaries $d(W,X)$ because $p(W|X) := \frac{\sigma(d(W,X))}{\sum_{W'} \sigma(d(W',X))}$ for some sigmoid function $\sigma : \mathbb{R} \mapsto \mathbb{R}^+$.}
CHAPTER 5. MARGIN-BASED TRAINING

Table 5.4: Corpus statistics and acoustic setups for speech recognition tasks.

<table>
<thead>
<tr>
<th>Speech task</th>
<th>Train [h]</th>
<th>Test [h]</th>
<th>#States/#Densities</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>SieTill</td>
<td>11</td>
<td>11 (Test)</td>
<td>430/27k</td>
<td>25 LDA(MFCC)</td>
</tr>
<tr>
<td>EPPS En</td>
<td>92</td>
<td>2.9 (Eval07)</td>
<td>4,500/830k</td>
<td>45 LDA(MFCC+voicing)+VTLN+SAT/CMLLR</td>
</tr>
<tr>
<td>BNBC Cn 230h</td>
<td>230</td>
<td>2.2 (Eval06)</td>
<td>4,500/1,100k</td>
<td>45 LDA(MFCC)+3 tones+VTLN+SAT/CMLLR</td>
</tr>
<tr>
<td>BNBC Cn 1500h</td>
<td>1,500</td>
<td>2.2 (Eval06)</td>
<td>4,500/1,200k</td>
<td>45 SAT/CMLLR(PLP+voicing+3 tones+32 NN)+VTLN</td>
</tr>
</tbody>
</table>

gender-independent linear discriminant analysis (LDA) is applied to five consecutive frames and projects the resulting feature vector to 25 dimensions. The gender-dependent acoustic models are trained jointly as described in Chapter 7. The corpus statistics are summarized in Table 5.4. This simple task suffers severely from overfitting. The training error tends to zero after only a few training iterations. This observation implies that the loss term vanishes (i.e., the choice of the loss function is irrelevant) and thus, the margin term will dominate. For this reason, only results for MMI and M-MMI are shown for this simple task with $\gamma_{\rho} = 1, \gamma = 25^{-1}$ and $\ell_2$-regularization. Figure 5.5 compares the progress of the error rate with the training iteration for different variants of MMI for an LHMM with 16 densities per mixture. In this case, the margin term is better able than the regularization term to prevent the training from overfitting.

In Table 5.5, LHMMs of different complexity are investigated, including a log-linear model with a single density per mixture but with augmented features ($n$-th order features up to $n = 3$). This approach is similar to an SVM with a polynomial kernel. For this simple task, these higher-order features and the use of mixtures are equally good at modeling the non-linearities in the decision boundaries.

**European Parliament plenary sessions (EPPS).** This task contains recordings from the European Parliament plenary sessions (EPPS). The acoustic front end comprises MFCC features augmented by a voicing feature. Nine consecutive frames are concatenated and the resulting vector is projected to 45 dimensions by means of LDA. The MFCC features are warped using a fast variant of vocal tract length normalization (VTLN). On top of this, speaker adaptive training (SAT) and constrained MLLR (CMLLR) are applied. The triphones are clustered using CART, resulting in 4,501 generalized triphone states. The HMM states are modeled by Gaussian mixtures with globally pooled variances. The ML baseline system is made up of over 800k densities. For recognition, a lexicon with 50k entries in combination with a 4-gram language model is used (Appendix A.1.3). A summary of the information is provided in Table 5.4. First, some basic issues such as the choice of the margin and the correlation of the margin term with the weak unigram language model are investigated, see Table 5.6. The experiments with language models of different order appear to support our hypotheses that the margin term compensates for the weak language model. The results imply that the approximate phoneme accuracy is a reasonable choice for the margin. For this reason, the remaining experiments in Table 5.7 use the approximate phoneme accuracy. The comparison of MPE and M-MPE is shown in Table 5.7. The margin term only leads to small improvements for this task.
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Figure 5.5: Effect of regularization and margin: progress of objective function $\mathcal{F}(\Lambda)$ on the SieTill training corpus, and word error rate (WER) on the SieTill test corpus. Upper left: MMI without regularization. Upper right: MMI with regularization. Lower left: M-MMI without regularization. Lower right: M-MMI.
Table 5.5: Word error rate (WER) for SieTill test corpus. The first two systems are LHMMs with the given number of densities per mixture ('Dns/Mix'), the last system is a single density log-linear model with all zeroth-, first-, second-, and third-order features, i.e., 'feature order' = third.

<table>
<thead>
<tr>
<th>Dns/Mix</th>
<th>Feature order</th>
<th>Criterion</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>first</td>
<td>ML</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMI</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M-MMI</td>
<td>2.7</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>ML</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMI</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M-MMI</td>
<td>1.7</td>
</tr>
<tr>
<td>64</td>
<td></td>
<td>ML</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMI</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M-MMI</td>
<td>1.6</td>
</tr>
<tr>
<td>1</td>
<td>third</td>
<td>Frame</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMI</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M-MMI</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 5.6: Word error rates (WER) for EPPS English corpus, M-MPE with different margins and different language models for training.

<table>
<thead>
<tr>
<th>LM (in training)</th>
<th>Margin</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev06</td>
<td>Eval06</td>
</tr>
<tr>
<td>1g</td>
<td>none</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td>word</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td>phone</td>
<td>13.3</td>
</tr>
<tr>
<td>2g</td>
<td>none</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>word</td>
<td>13.2</td>
</tr>
<tr>
<td></td>
<td>phone</td>
<td>13.2</td>
</tr>
</tbody>
</table>
Table 5.7: Word error rate (WER) for EPPS English (Eval07) and BNBC Mandarin (Eval06).

<table>
<thead>
<tr>
<th>Criterion</th>
<th>EPPS En 90h</th>
<th>BNBC Cn 230h</th>
<th>BNBC Cn 1500h</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>12.0</td>
<td>21.9</td>
<td>17.9</td>
</tr>
<tr>
<td>MMI</td>
<td>20.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-MMI</td>
<td>20.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPE</td>
<td>11.5</td>
<td>20.6</td>
<td>16.5</td>
</tr>
<tr>
<td>M-MPE</td>
<td>11.3</td>
<td>20.3</td>
<td>16.3</td>
</tr>
</tbody>
</table>

Mandarin broadcasts. The second LVCSR task consists of Mandarin broadcast news and conversations. The experiments are based on the same setup as described in Appendix 4.8.3. The corpus statistics of the two systems under consideration are shown in Table 5.4. The BNBC Cn 230h system uses MFCC features. Nine consecutive frames are concatenated and projected to 45 dimensions by means of LDA. A tonal feature with first and second derivatives is added. The MFCC features are warped using a fast variant of VTLN. On top of this, SAT/CMLLR is applied. The BNBC Cn 1500h system uses PLP features augmented with a voicing feature. Nine consecutive frames are concatenated. Tonal features and neural network (NN) based posterior features are added and projected to 45 dimensions by means of SAT/CMLLR. The PLP features are warped using a fast variant of VTLN. The lexicon has 60k entries. A 4-gram language model is used for recognition (Appendix 4.8.3). The results for the two different setups are shown in Table 5.7. Similar to EPPS En, small but consistent improvements are observed if adding the margin term.

The experiments in Table 5.7 suggest that MPE and M-MMI perform equally. The margin term, however, does not compensate the original difference between MMI and MPE in this experiment. M-MPE uses about twice as many training iterations as M-MMI until convergence.

The improvements for the digit string recognition task in Table 5.5 are significant at the level \( \alpha = 0.1\% \). M-MPE performs significantly better than MPE for EPPS En and BNBC Cn 230h \( (\alpha = 1\%) \) while the difference for BNBC Cn 1500h is not significant \( (\alpha = 10\%) \), see Table 5.7. These results are in agreement with our expectations from Table 5.1.

5.6.2 Part-of-speech tagging

The task of part-of-speech tagging is described in Section 5.3.2. The well-known concept error rate (CER) [Hahn & Lehnen + 09] is used as the evaluation criterion of the CRFs. Experimental results for two different languages are given to compare the performance of MMI and POW with their respective modified variants, M-MMI and M-POW (Section 5.2). All CRFs are optimized from scratch. The margin scale \( \rho \) and the approximation level \( \gamma \) are both set to unity; only the regularization constant \( C \) and the parameter \( \kappa \) are tuned. The feature functions are selected depending on the language. All tuning is done on the Dev corpora. A detailed description of the setups can be found in Appendix A.2.3

---

3Thanks to Stefan Hahn and Patrick Lehnen for providing the baseline systems and assisting me with the experiments.
Table 5.8: Corpus statistics for part-of-speech tagging corpora. The vocabulary counts refer to the number of concepts or words observed in the corpus and covered by the vocabulary.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Data</th>
<th>Vocabulary</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Sentences</td>
<td>#Words</td>
<td>#Concepts</td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>Train</td>
<td>12,908</td>
<td>2,210</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>1,259</td>
<td>838</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>Eva</td>
<td>3,005</td>
<td>1,276</td>
<td>78</td>
</tr>
<tr>
<td>Polish</td>
<td>Train</td>
<td>8,341</td>
<td>4,081</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>2,053</td>
<td>2,028</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>Eva</td>
<td>2,081</td>
<td>2,057</td>
<td>159</td>
</tr>
</tbody>
</table>

Table 5.9: Concept error rate (CER) for part-of-speech tagging, French Media (Eva) and Polish (Eva).

<table>
<thead>
<tr>
<th>Criterion</th>
<th>CER [%]</th>
<th>French</th>
<th>Polish</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMI</td>
<td>11.5</td>
<td>22.6</td>
<td></td>
</tr>
<tr>
<td>M-MMI</td>
<td>10.6</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>POW</td>
<td>11.3</td>
<td>22.5</td>
<td></td>
</tr>
<tr>
<td>M-POW</td>
<td>10.7</td>
<td>21.2</td>
<td></td>
</tr>
</tbody>
</table>

**French Media.** The French Media corpus covers the domain of the reservation of hotel rooms and tourist information and the incorporated concepts have been designed to match this task. The reader is referred to Tables A.2 and 5.8 for the corpus statistics. The results are summarized in Table 5.9. The optimal regularization constants $C$ are $2^{-3}$ and $2^{-2}$ for MMI/POW and M-MMI/M-POW, respectively. The optimal parameter $\kappa$ of the power approximation to the logarithm in Equation (5.6) is $0.01$, both for POW and M-POW.

**Polish.** The data for the Polish corpus have been collected at the Warsaw Transportation call-center [Marasek & Gubrynowicz 08]. Tables A.2 and 5.8 suggest that the Polish task is more difficult than the French task because there are less training data and more concepts. The results for the Polish corpus are shown in Table 5.9. The optimal regularization constants $C$ are $2^{-6}$ and $2^{-2}$ for the original and the modified training criteria, respectively. The optimal parameter $\kappa$ of the power approximation to the logarithm is $0.1$ for POW and $0.0001$ for M-POW. The non-convexity of the training criteria based on the power approximation (see Corollary 43) does not seem to be an issue here. Like for the French Media corpus and similar to MPE/M-MPE mentioned above, POW/M-POW tend to converge more slowly than MMI/M-MMI.

The margin term helps significantly both for MMI and POW in Table 5.9 ($\alpha = 0.1\%$). The differences between MMI/M-MMI and POW/M-POW are not significant in general.
Table 5.10: Corpus statistics for handwriting (sub-)corpora, a, b, c, d, and e are the different folds.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>#Observations [k]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Towns</td>
</tr>
<tr>
<td>IFN/ENIT</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>c</td>
</tr>
<tr>
<td></td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>e</td>
</tr>
</tbody>
</table>

5.6.3 Handwriting recognition

Finally, the margin concept is applied to a handwriting recognition task (Section 5.3.3). The experiments are conducted on the IFN/ENIT database, see Appendix A.3.2.4

**IFN/ENIT.** This database contains Arabic handwriting. The database is divided into four training folds with an additional fold for testing [Märgner & Abed 07]. The current database version contains a total of 32k Arabic words handwritten by about 1,000 writers. A character-based lexicon is used to represent the town names. It comprises 937 Tunisian town names. Here, we follow the same evaluation protocol as for the ICDAR 2005 and 2007 competition [Dreuw & Heigold+ 09]. The corpus statistics for the different folds can be found in Table 5.10. Without any preprocessing of the input images, simple intensity-based image features $X_t$ are extracted by moving a sliding window over the image. These features are augmented by their spatial derivatives in horizontal direction $\Delta = X_t - X_{t-1}$. In order to incorporate temporal and spatial contexts into the features, seven consecutive features are concatenated in a sliding window, which are then projected to a 30-dimensional feature vector $X_t$ by means of a PCA transformation. The character-based model includes 36k Gaussian densities with globally pooled variances. Model length estimation is included to account for character dependent model lengths [Dreuw & Heigold+ 09]. Similar to the digit string recognition task above, the training word error rate is very low such that the generalization is an issue and the choice of the loss function is not important. This is why the experiments were only done for MMI. As expected, the discriminative training ($\alpha = 0.01\%$) benefits significantly from the margin term, see Table 5.11. The settings from the digit string recognition task in Section 5.6.1 were used for the discriminative training.

5.7 Conclusion

An approach was discussed how to modify existing training criteria for speech recognition like for example MMI and MPE to include a margin term. These modified training criteria (e.g. M-MPE and M-MMI) were shown to be closely related to existing large margin classifiers (e.g. 4Thanks to Philippe Dreuw for providing the baseline system and assisting me with the experiments.)
Table 5.11: Word error rate (WER) for handwriting recognition corpora (IFN/ENIT). The corpus identifier 'Train-Test' (e.g. 'abcd-e') indicates the folds used for training and testing, respectively.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>abc-d</th>
<th>abd-c</th>
<th>acd-b</th>
<th>bcd-a</th>
<th>abcd-e</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>7.8</td>
<td>8.7</td>
<td>7.8</td>
<td>8.7</td>
<td>16.8</td>
</tr>
<tr>
<td>MMI</td>
<td>7.4</td>
<td>8.2</td>
<td>7.6</td>
<td>8.4</td>
<td>16.4</td>
</tr>
<tr>
<td>M-MMI</td>
<td>6.1</td>
<td>6.8</td>
<td>6.1</td>
<td>7.0</td>
<td>15.4</td>
</tr>
</tbody>
</table>

SVMs) with the respective loss function. This approach allows for the direct evaluation of the utility of the margin term for string recognition. As expected, the benefit from the additional margin term depends clearly on the training conditions. For simple tasks like for example the recognition of spoken digit strings, overfitting is an issue and thus, the use of the margin term leads to nice reductions in the error rates. For more complex tasks like for example LVCSR, the additional margin term is clearly less important, although consistent improvements were observed. Less than 25% of the total discriminative improvement is typically due to the margin, compared with the best state-of-the-art systems. Reasons for this outcome might be that, due to the huge amount of training data, the loss term dominates in LVCSR, and that the margin concept is already well approximated by several heuristics like for example the use of a weak language model in conventional discriminative training.
Chapter 6

Optimization with Growth Transformations

Numerical optimization is an important component in parameter estimation. Efficient optimization algorithms like for example (empirical variants of) extended Baum Welch (EBW) and Rprop have been successfully used in practice to optimize the different training criteria in speech recognition. Most of these algorithms converge to a critical point of the training criterion, \textit{i.e.}, points with a vanishing gradient. Growth transformations are a class of optimization algorithms which in addition guarantee to increase the training criterion in each iteration and which are parameter-free (\textit{e.g.} no learning rates need to be tuned). The art of constructing growth transformations consists of reducing the original optimization problem to a simpler problem with the required properties. Well-known examples are expectation-maximization (EM) for the generative training of GHMMs, EBW for the discriminative training of GHMMs, or generalized iterative scaling (GIS) for the MMI training of conditional random fields (CRFs). This chapter introduces two novel growth transformations for the conventional training criteria (\textit{e.g.} MMI, MCE, MPE). The one leads to EBW-like update rules for GHMMs with \textit{constructive} finite iteration constants. The other generalizes standard GIS to HCRFs and other conventional training criteria [Heigold & Deselaers* 08a]. The GIS-like algorithm for MMI from incomplete data proposed in [Riezler 98, Riezler & Kuhn* 00] for natural language processing is very similar to our extension of GIS. We became aware of this work only after presenting our algorithm. Compared with [Riezler 98, Riezler & Kuhn* 00], this work introduces a more general result including MPE, for instance and tests the algorithm on significantly larger datasets in combination with continuous-valued features.

6.1 Overview

Several growth transformations have been proposed in the literature. Here, we focus on growth transformations for (discriminative) Gaussian and log-linear models.

Most algorithms used for the optimization of GHMMs in speech recognition are based on extended Baum Welch (EBW) [Normandin & Morgera 91, Gopalakrishnan & Kanevsky* 91, Gunawardana 01, Kanevsky 04]. The so-called iteration constants control the conver-
gence of EBW. The existence of finite iteration constants have been proved [Kanevsky 04, Axelrod & Goel+ 07] but in practice, the iteration constants are determined upon a few heuristics [Povey 04, Axelrod & Goel+ 07, Macherey 10]. Reverse Jensen inequality introduced in [Jebara 02] leads to update rules similar to the EBW update rules. This approach was tested in speech recognition assuming many approximations [Afify 05].

Log-linear models are traditionally optimized using generalized iterative scaling (GIS). Among others, this optimization algorithm cannot deal with hidden variables. A few approaches have been proposed to solve this problem. The problem can be solved by decomposing the problem into simpler subproblems. The overall optimization is then performed by alternating optimization of the subproblems. Typical examples of this methodology are generalized EM (GEM) [Wang & Schuurmans+ 02] and the extension of GIS proposed in [Saul & Lee 02]. The growth transformation derived in Section 6.4 avoids such indirections and optimizes directly the objective function using a single auxiliary function.

An extension of GIS similar to ours was proposed in natural language processing [Riezler 98, Riezler & Kuhn+ 00, Wang & Schuurmans+ 02], i.e., a variant of GIS for optimizing HCRFs using MMI. We became aware of this work only after presenting our algorithm in [Heigold & Deselaers+ 08a]. Compared with [Riezler 98, Riezler & Kuhn+ 00, Wang & Schuurmans+ 02], this work introduces a more general result including MPE, for instance, uses continuous- and not discrete-valued features, and tests the algorithm on comparably large data sets.

The above mentioned growth transformations for the Gaussian models may be applied to log-linear models. Applying these functions to log-linear models, however, results in purely linear equations which might be problematic. The use of some regularization, for example, avoids this problem, but then other problems occur. As an example, the reverse Jensen inequality requires non-vanishing second derivatives of the argument of the exponential. This assumption is not fulfilled by log-linear models. Finally, a subset of the log-linear models is equivalent to the Gaussian models (Chapter 4). Thus, after transforming the log-linear model into an equivalent Gaussian model, the growth transformations for Gaussian models can be employed in the usual way. This approach has the disadvantage that in general, the model parameters and thus the iteration constants (see end of Section 6.3 for a concrete example) are ambiguous. Hence, the efficiency of these algorithms relies heavily on the initial choice of the parameters. In addition, to calculate efficiently the iteration constants for complex problems in speech recognition, several approximations have been made, e.g. [Afify 05].

### 6.2 Growth Transformations

Based on previous work [Gopalakrishnan & Kanevsky+ 91, Kanevsky 04], growth transformations are defined and discussed. Slightly generalized versions of EM and GIS are revisited in the context of auxiliary functions [Della Pietra & Della Pietra+ 97, Povey 04, Bishop 06] to illustrate the concept and to prepare for the derivation of G-GIS in Sections 6.3 and 6.4.
Figure 6.1: Illustration of growth transformation. Potential fixed points lie on the dotted line, the black points indicate the fixed points of the parameter transformations $G$ and $G'$. $G$ and $G'$ both increase the training criterion $F$ in each step but unlike $G$, $G'$ is not guaranteed to converge to a critical point of $F$.

### 6.2. Definition & properties

Assume a training criterion, also known as objective function, $F : \Gamma \rightarrow \mathbb{R}$, $\Lambda \mapsto F(\Lambda)$ to be maximized. A growth transformation maps the current parameters $\Lambda' \in \Gamma$ to new parameters $\Lambda \in \Gamma$ such that the objective function $F$ increases.

**Definition 27** (Growth transformation). A growth transformation of $F$ is defined to be a continuous function $G : \Gamma \rightarrow \Gamma$, $\Lambda \mapsto G(\Lambda)$ such that $F(G(\Lambda)) > F(\Lambda)$ for all $\Lambda \neq G(\Lambda)$. Moreover, a fixed point of $G$, $G(\Lambda) = \Lambda$, implies a critical point of $F$, $\nabla F(\Lambda) = 0$.

The growth transformation induces the sequence $\{\Lambda^{(k)} = G(\Lambda^{(k-1)})\}_{k=1}^{\infty}$. It is initialized with some $\Lambda^{(0)} \in \Gamma$. If the objective function $F$ is bounded above, this sequence converges [Walter 99, Band 1, p.65]. The limit $\Lambda^{(\infty)}$ is a fixed point of the growth transformation and thus, a critical point of $F$ by definition. Note that without the extra condition on the fixed points, which is in contrast to [Gopalakrishnan & Kanevsky +91, Kanevsky 04], the sequence is not guaranteed to converge to a critical point of $F$, see Figure 6.1.

The following lemma taken from [Gunawardana 01] shall serve as a simple example of a growth transformation.

**Lemma 28** (Rational). Assume an objective function $\mathcal{F}(\Lambda) := \frac{P(\Lambda)}{Q(\Lambda)}$ based on the two positive functions $P(\Lambda)$ and $Q(\Lambda)$. Then, $G(\Lambda) := \arg\max_{\Lambda'} \{P(\Lambda') - \mathcal{F}(\Lambda)Q(\Lambda') + \Delta\}$ defines a growth transformation of $\mathcal{F}$ for any iteration constant $\Delta \in \mathbb{R}$.

Two objective functions that differ in a strictly monotone function (e.g. log) have the same growth transformations. Combining this observation with Lemma 28 applied to the two positive functions $P(\Lambda) := p_\Lambda(x,c)$ and $Q(\Lambda) := p_\Lambda(x)$, provides a growth transformation for the MMI training criterion, $\mathcal{F}(\Lambda) := \log p_\Lambda(x^N_1 | \Lambda)$. Here, the evidence $p_\Lambda(x^N_1)$ is obtained by marginalization of the joint probability $p_\Lambda(x^N_1, c^N_1)$. The class posterior is then determined by the Bayes rule. Hence, this objective function is in the rational form. More general objective functions will be discussed below.
6.2.2 Armijo’s approach

Probably the most general and simplest growth transformation traces back to Armijo [Armijo 66]. He showed that for training criteria with Lipschitz continuous first derivatives, global and non-vanishing step sizes exist. This is a simple example to illustrate the notion of growth transformations. Moreover, the study of this approach gives some idea under which conditions growth transformations exist, what the effect of the parameterization is, and why more sophisticated growth transformations are needed in practice.

Lemma 29 (Armijo). Assume a Lipschitz continuously differentiable objective function \( \mathcal{F} : \Gamma \to \mathbb{R}, \Lambda \mapsto \mathcal{F}(\Lambda) \). The Lipschitz continuity of the first derivative implies \( \|\nabla \mathcal{F}(\Lambda) - \nabla \mathcal{F}(\Lambda')\| \leq L\|\Lambda - \Lambda'\| \) for all \( \Lambda, \Lambda' \in \Gamma \) where \( L > 0 \) is the Lipschitz constant. Then, \( \mathcal{G}(\Lambda) := \Lambda + \frac{1}{L} \nabla \mathcal{F}(\Lambda) \) is a growth transformation of \( \mathcal{F} \).

Proof. The set of critical points of \( \mathcal{F} \) is identical to the set of zeroes of \( \nabla \mathcal{F} \). Hence, \( \mathcal{G} \) is a growth transformation of \( \mathcal{F} \) if the smallest \( p \geq 0 \) such that \( \nabla \mathcal{F}(\Lambda + p \frac{1}{L} \nabla \mathcal{F}(\Lambda)) = 0 \) is greater than 1, i.e., \( \|\mathcal{G}(\Lambda) - \Lambda\| \leq \|\Lambda_0 - \Lambda\| \) with \( \Lambda_0 := \Lambda + \frac{1}{L} \nabla \mathcal{F}(\Lambda) \). This inequality is a direct consequence of the Lipschitz continuity of \( \nabla \mathcal{F} \):

\[
\|\mathcal{G}(\Lambda) - \Lambda\| = \frac{\|\nabla \mathcal{F}(\Lambda)\|}{L} \quad \nabla \mathcal{F}(\Lambda_0) = \frac{\|\nabla \mathcal{F}(\Lambda_0) - \nabla \mathcal{F}(\Lambda)\|}{L} \leq \|\Lambda_0 - \Lambda\|.
\]

In general, the Lipschitz constant \( L \) depends on the training criterion and the class of functions under consideration. The Lipschitz constant may also depend on the training data. These dependencies do not affect the feasibility of the approach as long as a reasonable estimate of the Lipschitz constant can be determined in a preprocessing step (see examples below).

Many training criteria and classes of functions satisfy the Lipschitz condition in Lemma 29. Examples of practical relevance include log-linear models and Gaussian models with floored variances and if restricted to some compact set of model parameters. HMMs also induce Lipschitz continuous training criteria as long as not the limit of infinite training data is considered.

To get an idea of the efficiency of the growth transformation, an explicit Lipschitz constant is needed. Here, we derive an explicit upper bound of the Lipschitz constant for the class of log-linear models and the MMI training criterion for log-linear models

\[
\mathcal{F}(\Lambda) := \sum_{n=1}^{N} \log p_{\Lambda}(c_n|x_n) = \sum_{n=1}^{N} \log \left( \frac{\exp(\sum_i \lambda_i f_i(x_n, c_n))}{\sum_c \exp(\sum_i \lambda_i f_i(x_n, c))} \right). \tag{6.1}
\]

Keep in mind that this has not been possible for EBW (a different type of growth transformation), for which only the existence of sufficiently large iteration constants have been proved [Kanevsky 04, Axelrod & Goel* 07]. For continuously differentiable functions, the Lipschitz constant coincides with the maximum absolute slope, i.e., \( L = \max_{\Lambda} \|\nabla^2 \mathcal{F}(\Lambda)\| \) where \( \nabla^2 \mathcal{F}(\Lambda) \) denotes the Jacobian matrix of \( \nabla \mathcal{F} \).\(^1\) The spectral norm of the Jacobian matrix

\(^1\)See http://en.wikipedia.org/wiki/Lipschitz_continuity.
for the log-linear model in Equation 6.1 can be bounded above by

\[ \| \nabla^2 F(\Lambda) \| \leq \sum_{n=1}^{N} \sum_c p_{\Lambda}(c|x_n)(1 - p_{\Lambda}(c|x_n))\| f(x_n, c) \|^2. \]

Assuming bounded features \( \| f(x, c) \|^2 \leq R^2 \) for all \( x, c \), the expression reduces to \( \| \nabla^2 F(\Lambda) \| \leq NR^2 \). This bound also holds for log-linear models with hidden variables. Hence, \( L = NR^2 \) induces a growth transformation according to Lemma 29. Both the Lipschitz constant \( L \) and the gradient \( \nabla F \) scale linearly with the number of observations \( N \) such that the step size does not explicitly depend on \( N \). The resulting step sizes are compared with the step sizes generated by GIS, see Figure 6.2. Armijo’s step sizes turn out to be overly pessimistic compared with GIS, see Section 6.2.4 for further details. This result clearly motivates the investigation of more refined growth transformations for log-linear models with hidden variables.

A similar result can be derived for Gaussian models, which gives some insight into the effect of the choice of parameterization (Gaussian vs. log-linear). For simplicity, consider single Gaussians \( N(x|\mu_c, 1) \) with unit variance. Assume that the means \( \mu_c \) and features \( x \) are bounded such that the first derivative of the MMI training criterion is Lipschitz continuous with some constant \( L \). Then, find an iteration constant \( E \) such that the EBW update \cite{2004Kanevsky} is smaller than the update by Lemma 29, \( \| \Delta \mu_c(E) \| \leq \frac{1}{2}\| \frac{\partial \mu}{\partial \mu_c} \| \). This inequality implies \( E \geq L + N \) \cite{2001Schluter}. Under the additional condition that \( \| x_n - \mu_c \| \leq 2R \), the Lipschitz constant can be shown to be \( L = 2N(4R^2 + 1) \). Again, the explicit dependency of \( L \) and \( E \) on \( N \) can be avoided by dividing the training criterion by \( N \). Unlike for log-linear models, the Lipschitz constant is finite only for bounded model parameters and explicitly depends on \( \mu_c \) (which are ambiguous according to \cite{2007Heigold, 2008Heigold}). These observations make the log-linear parameterization a more promising candidate for growth transformations.

The goal of this paper is not to find a finite iteration constant for EBW and Gaussian models but rather to derive a growth transformation (of different type) for general log-linear models with hidden variables. This example only serves for illustration and motivation purpose.
Figure 6.3: Illustration of auxiliary function. The auxiliary function \( A_\Lambda' (\Lambda) \) is a lower bound of the training criterion and has tangential contact at \( \Lambda' \) with the difference of the training criterion \( F(\Lambda) - F(\Lambda') \).

### 6.2.3 Auxiliary functions

Auxiliary functions [Della Pietra & Della Pietra97, Povey04], also known as lower bounds [Bishop06, pp.450], are a useful concept for the construction of growth transformations. According to [Della Pietra & Della Pietra97, Povey04], an auxiliary function is defined in terms of the old (current estimate) and the new (to be estimated) parameters \( \Lambda' \) and \( \Lambda \), respectively.

**Definition 30** (Auxiliary function). Assume an objective function \( F: \Gamma \to \mathbb{R}, \Lambda \mapsto F(\Lambda) \) to be maximized. An auxiliary function (in the strong sense) of the objective function \( F \) at \( \Lambda' \) is a continuously differentiable function \( A_{\Lambda'}: \Gamma \to \mathbb{R}, \Lambda \mapsto A_{\Lambda'}(\Lambda) \) that satisfies the inequality \( F(\Lambda) - F(\Lambda') \geq A_{\Lambda'}(\Lambda') \). Equality must hold true for \( \Lambda = \Lambda' \).

Here, we consider the absolute value \( A_{\Lambda'}(\Lambda) \) with the extra condition \( A_{\Lambda'} = 0 \) instead of the equivalent formulation of the difference \( A_{\Lambda'}(\Lambda) - A_{\Lambda'}(\Lambda') \) without constraints [Povey04]. With the additional assumption on the differentiability of the auxiliary function to avoid pathological cases, the property \( \nabla A_{\Lambda'}(\Lambda') = \nabla F(\Lambda') \) directly follows. Hence, our definition is also consistent with the definition in [Della Pietra & Della Pietra97].

Each auxiliary function \( A \) induces a growth transformation by \( G(\Lambda) = \arg\max_{\Lambda'} \{ A_{\Lambda'}(\Lambda') \} \). Thus, the auxiliary functions inherit the properties of the growth transformations. Namely, these are the guaranteed increase of the objective function in each iteration and under mild assumptions, the convergence to a critical point of the objective function, similar to [Wu83].

The goal of an auxiliary function is to break down the potentially difficult optimization problem into simpler subproblems that can be tackled more easily. For example (GIS), the auxiliary function decouples the parameters and an analytical solution exists.

The next lemma is used to generate new auxiliary functions by combining (simpler) existing auxiliary functions.

**Lemma 31** (Transitivity). Let \( B_{\Lambda'} \) be an auxiliary function of \( F \) and let \( A_{\Lambda'} \) be an auxiliary function of \( B_{\Lambda'} \). Then, \( A_{\Lambda'} \) is also an auxiliary function of \( F \).

A trivial example for this lemma are additive objective functions \( F = F_1 + F_2 \) as used below for GIS. Assume auxiliary functions \( A_{\Lambda'} \) and \( A_{\Lambda''} \) for \( F_1 \) and \( F_2 \) at \( \Lambda' \), respectively. Setting \( B_{\Lambda'} := A_{1,\Lambda'} + F_2 \) in the above lemma, \( A_{\Lambda'} := A_{1,\Lambda'} + A_{2,\Lambda'} \) is an auxiliary function of \( F \) at \( \Lambda' \).
6.2. GROWTH TRANSFORMATIONS

The following inequality [Cover & Thomas 91] shall turn out to be useful for deriving auxiliary functions below.

**Lemma 32** (Jensen). If \( E[\cdot] \) is the expectation of a random variable \( X \) and \( f : \mathbb{R} \rightarrow \mathbb{R}, \ x \mapsto f(x) \) a strictly convex function, then \( f(E[X]) \leq E[f(X)] \) with equality if \( X = \text{const} \).

A similar inequality is valid for concave functions (e.g. \( \log \)). Next, an example bound derived from this inequality is given.

**Lemma 33** (Decomposition). Assume a measure \( \mu \) and positive \( f_\Lambda(x) \) such that the decomposition of the objective function \( F(\Lambda) = \log \left( \int f_\Lambda(x) \, d\mu(x) \right) \) exists. Then,

\[
\mathcal{A}_\Lambda(\Lambda) := \int \frac{f_\Lambda(x)}{f_\Lambda'(x)} \log \left( \frac{f_\Lambda(x)}{f_\Lambda'(x)} \right) \, d\mu(x).
\]

is an auxiliary function of \( F \) at \( \Lambda' \).

**Proof.** Basically, the same inequality as for the proof of expectation-maximization (EM) [Dempster & Laird 77] is used:

\[
\begin{align*}
F(\Lambda) - F(\Lambda') & \overset{\text{assumption}}{=} \log \left( \frac{\int f_\Lambda(x) \, d\mu(x)}{\int f_\Lambda'(x) \, d\mu(x)} \right) \\
& \overset{\text{extension by } f_\Lambda(x)}{=} \log \left( \frac{\int f_\Lambda(x) \, d\mu(x)}{\int f_\Lambda'(x) \, d\mu(x)} \cdot \frac{f_\Lambda(x)}{f_\Lambda'(x)} \, d\mu(x) \right) \\
& \overset{\text{Lemma 32}}{\geq} \int \frac{f_\Lambda(x)}{f_\Lambda'(x)} \log \left( \frac{f_\Lambda(x)}{f_\Lambda'(x)} \right) \, d\mu(x) \\
& =: \mathcal{A}_\Lambda(\Lambda).
\end{align*}
\]

Equality holds true for \( \Lambda = \Lambda' \). \( \square \)

The auxiliary function of the previous lemma can be simplified, leading to the growth transformation suggested in [Gunawardana 01].

**Corollary 34** (Decomposition). The function

\[
\mathcal{A}'_\Lambda(\Lambda) := \int f_\Lambda'(x) \log \left( \frac{f_\Lambda(x)}{f_\Lambda'(x)} \right) \, d\mu(x)
\]

induces the same growth transformation as the auxiliary function \( \mathcal{A}_\Lambda \) from Lemma 33.

**Proof.** \( \mathcal{A}_\Lambda \) and \( \mathcal{A}'_\Lambda \) induce the same growth transformation if the optimum \( \Lambda \) is the same. Indeed, this condition is fulfilled because \( \mathcal{A}'_\Lambda(\Lambda) = \int f_\Lambda'(x) \, d\mu(x) \cdot \mathcal{A}_\Lambda(\Lambda), \) i.e., \( \mathcal{A}_\Lambda \) and \( \mathcal{A}'_\Lambda \) only differ in a factor that does not depend on \( \Lambda \). Hence, \( \text{argmax}_\Lambda \{ \mathcal{A}_\Lambda(\Lambda) \} = \text{argmax}_\Lambda \{ \mathcal{A}'_\Lambda(\Lambda) \}. \) \( \square \)
Expectation-maximization (EM). The EM algorithm [Dempster & Laird+ 77] can be formulated as a corollary of Lemma 33. Consider the objective function

\[
\mathcal{F}(\Lambda) := \sum_{n=1}^{N} \log \left( \sum_{c} a_n(c) \tilde{p}_{\Lambda}(x_n, c) \right)
\]

(6.2)

where \(a_n(c)\) are non-negative weights and \(\tilde{p}_{\Lambda}(x_n, c)\) stands for non-negative but not necessarily normalized scores. Standard EM used for the ML training of generative models is recovered for the true joint probabilities \(p_{\Lambda}(x, c)\) [Bishop 06, pp.439]. In case of mixture models, the index \(c\) denotes the mixture/density index pair. The weights \(a_n(c)\) filter out all densities of a mixture which represents the class. The auxiliary function is defined in terms of the generalized numerator posteriors

\[
q_{a\Lambda}(c|x_n) := \frac{a_n(c) \tilde{p}_{\Lambda}(x_n, c)}{\sum_{c'} a_n(c') \tilde{p}_{\Lambda}(x_n, c')}
\]

(6.3)

Corollary 35 (EM). Assume the objective function \(\mathcal{F}\) in Equation (6.2). Then,

\[
\mathcal{A}_\Lambda'(\Lambda) := \sum_{n=1}^{N} \sum_{c} q_{a\Lambda'}(c|x_n) \log \left( \frac{\tilde{p}_{\Lambda}(x_n, c)}{\tilde{p}_{\Lambda'}(x_n, c)} \right)
\]

is an auxiliary function of \(\mathcal{F}\) at \(\Lambda'\) where \(q_{a\Lambda}(c|x)\) denotes the generalized numerator posterior in Equation (6.3).

Generalized iterative scaling (GIS). Like EM, GIS is based on the concept of growth transformations. First, an auxiliary function for the (partial) objective function

\[
\mathcal{F}(\Lambda) := -\sum_{n=1}^{N} \log \left( \sum_{c} b_n(c) \exp \left( \sum_{i} \lambda_i f_i(x_n, c) \right) \right)
\]

(6.4)

with \(\Lambda := \{\lambda_i\}\) is provided. The result is stated in terms of the generalized numerator posteriors defined in Equation (6.3) and the similarly defined generalized denominator posteriors

\[
p_{b\Lambda}(c|x_n) := \frac{b_n(c) \tilde{p}_{\Lambda}(x_n, c)}{\sum_{c'} b_n(c') \tilde{p}_{\Lambda}(x_n, c')}
\]

(6.5)

Like \(a_n(c)\) for the numerator posteriors, \(b_n(c)\) denote some non-negative weights.

Lemma 36 (GIS). Assume the objective function \(\mathcal{F}\) from Equation (6.4) subject to the constraints \(f_i(x_n, c) \geq 0\) for all \(i, n, c\), and \(\sum_i f_i(x_n, c) \equiv F\) for all \(n, c\). Then,

\[
\mathcal{A}_\Lambda'(\Lambda) := N - \sum_{n=1}^{N} \sum_{c} p_{b\Lambda'}(c|x_n) \sum_{i} \frac{f_i(x_n, c)}{F} \exp \left( F(\lambda_i - \lambda_i') \right)
\]

is an auxiliary function of \(\mathcal{F}\) at \(\Lambda'\). The generalized posteriors from Equation (6.5) with \(\tilde{p}_{\Lambda}(x, c) := \exp \left( \sum_i \lambda_i f_i(x, c) \right)\) are used in this equation.
6.2. GROWTH TRANSFORMATIONS

The assumptions on the feature functions are not restrictive. Without changing the posteriors, any set of feature functions can be transformed into a set of positive feature functions and augmented with a dummy feature $F = \sum_i f_i(x, c)$ such as to satisfy the sum constraint, see the invariance transformations in Section 4.3.4.

**Proof.** Basically, the same inequalities as for the proof of GIS [Darroch & Ratcliff 72] are used:

$$\mathcal{F}(\Lambda) - \mathcal{F}(\Lambda') = - \sum_{n=1}^{N} \log \left( \sum_c p_{b\Lambda'}(c|x_n) \exp \left( \sum_i (\lambda_i - \lambda'_i) f_i(x_n, c) \right) \right)$$

$$\log x \leq x - 1 \geq N - \sum_{n=1}^{N} \sum_c p_{b\Lambda'}(c|x_n) \exp \left( \sum_i F(\lambda_i - \lambda'_i) \frac{f_i(x_n, c)}{F} \right)$$

Lemma 32

$$\geq N - \sum_{n=1}^{N} \sum_c p_{b\Lambda'}(c|x_n) \sum_i f_i(x_n, c) \exp (F(\lambda_i - \lambda'_i))$$

Equality holds true for $\Lambda = \Lambda'$.

**Corollary 37** (GIS). The function

$$\mathcal{A}_{\Lambda'}(\Lambda) := \sum_{n=1}^{N} \sum_i \lambda_i f_i(x_n, c_n) + N - \sum_{n=1}^{N} \sum_c p_{\Lambda'}(c|x_n) \sum_i f_i(x_n, c) \exp (F(\lambda_i - \lambda'_i))$$

(6.6)

is an auxiliary function of the objective function

$$\mathcal{F}(\Lambda) := \sum_{n=1}^{N} \log p_{\Lambda}(c_n|x_n) = \sum_{n=1}^{N} \log \left( \frac{\exp \left( \sum_i \lambda_i f_i(x_n, c_n) \right)}{\sum_c \exp \left( \sum_i \lambda_i f_i(x_n, c) \right)} \right)$$

at $\Lambda'$. The (true) posterior is denoted by $p_{\Lambda}(c|x) \equiv p_{1\Lambda}(c|x)$.

**Proof.** Decompose the objective function into the numerator and denominator part, $\mathcal{F}(\Lambda) = \mathcal{F}^{(\text{num})(\Lambda)} + \mathcal{F}^{(\text{den})(\Lambda)}$ with $\mathcal{F}^{(\text{num})(\Lambda)} := \sum_{n=1}^{N} \sum_i \lambda_i f_i(x_n, c_n)$ and $\mathcal{F}^{(\text{den})(\Lambda)} := - \log \left( \sum_c \exp \left( \sum_i \lambda_i f_i(x_n, c) \right) \right)$. Apply Lemma 36 to the denominator part with $b_n(c) = 1$. Then, an auxiliary function of the complete objective function follows from Lemma 31.

The (unique) zero of the gradient of this auxiliary function determines the GIS update rules for $\Lambda$. In terms of the sufficient statistics

$$N_i := \sum_{n=1}^{N} \delta(c, c_n) f_i(x_n, c) \quad Q_i(\Lambda') := \sum_{n=1}^{N} \sum_c p_{\Lambda'}(c|x_n) f_i(x_n, c) \quad F = \max_{n,c} \left\{ \sum_i f_i(x_n, c) \right\},$$

(6.7)

the update rule reads

$$\lambda_i = \lambda'_i + \frac{1}{F} \log \left( \frac{N_i}{Q_i(\Lambda')} \right).$$

(6.8)
Extended Baum Welch (EBW) for discrete distributions. This paragraph summarizes the results in [Gunawardana 01, He & Deng + 06]. For simplicity, simple (i.e., no mixtures) discrete distributions are considered here. The extension to mixtures and HMMs is straightforward and can be found in [Gunawardana 01, He & Deng + 06]. In the next lemma, an objective function in the rational form is considered [Kanevsky 04, He & Deng + 06], representing a subset of the unified training criterion introduced in Section 3.3. The conventional training criteria including MMI, MCE, and MWE/MPE are covered by this objective function [He & Deng + 08].

Lemma 38 (EBW (discrete)). Assume the objective function

\[
\mathcal{F}(\Lambda) := \frac{\sum c_i a(c_i^N)p_{A_i}(x_i^N, c_i^N)}{\sum b(c_i^N)p_{A_i}(x_i^N, c_i^N)}
\]

with non-negative weights \(a(c_i^N)\) and \(b(c_i^N)\). Then, the function

\[
\mathcal{A}_{\Lambda}(\Lambda) := \sum_{c_i^N} \sum_{y_i^N} p_{A_i}(y_i^N, c_i^N) \left( \delta(y_i^N, x_i^N) a(c_i^N) - \delta(y_i^N, x_i^N) \mathcal{F}(\Lambda) b(c_i^N) + d(c_i^N) \right) \log p_{A_i}(y_i^N, c_i^N)
\]

induces a growth transformation of \(\mathcal{F}\) for sufficiently large \(d(c_i^N)\).

Proof. According to Lemma 28, it suffices to find a function \(\mathcal{A}\) that induces a growth transformation of \(\mathcal{H}_{\Lambda}(\Lambda) = \log (P(\Lambda) - \mathcal{F}(\Lambda') Q(\Lambda) + \Delta)\) with \(P(\Lambda) := \sum_{c_i^N} q(c_i^N) p_{A_i}(x_i^N, c_i^N)\) and \(Q(\Lambda) := \sum_{c_i^N} p(c_i^N) p_{A_i}(x_i^N, c_i^N)\). For this purpose, the function \(\mathcal{H}\) is decomposed as follows

\[
\mathcal{H}_{\Lambda}(\Lambda) = \log \left( \sum_{c_i^N} \sum_{y_i^N} p_{A_i}(y_i^N, c_i^N) \left( \delta(y_i^N, x_i^N) a(c_i^N) - \delta(y_i^N, x_i^N) \mathcal{F}(\Lambda) b(c_i^N) + d(c_i^N) \right) \right)
\]

with the iteration constant

\[
\Delta := \sum_{c_i^N} d(c_i^N).
\]  

(6.9)

Setting the iteration constants \(d(c_i^N)\) such that

\[
\delta(y_i^N, x_i^N) q(c_i^N) - \delta(y_i^N, x_i^N) \mathcal{F}(\Lambda') p(c_i^N) + d(c_i^N) \geq 0, \quad \text{(6.10)}
\]

Corollary 34 applies such that

\[
\mathcal{A}_{\Lambda}(\Lambda) = \sum_{c_i^N} \sum_{y_i^N} p_{A_i}(y_i^N, c_i^N) \left( \delta(y_i^N, x_i^N) q(c_i^N) - \delta(y_i^N, x_i^N) \mathcal{F}(\Lambda') p(c_i^N) + d(c_i^N) \right) \log p_{A_i}(y_i^N, c_i^N).
\]

This concludes the proof. \(\square\)

This last function \(\mathcal{A}\) is optimized by setting the gradient to zero and solving the resulting equations for \(\Lambda\). This leads to the well-known EBW update rules [Normandin & Morgera 91, Schlüter 00, Kaiser & Horvat + 00, Gunawardana 01, He & Deng + 06, Macherey 10]. It should be pointed out that this approach only provides finite iteration constants \(\Delta\) for discrete-valued variables. In particular, the lemma fails for Gaussian models because the kernel function \(\delta(\cdot, \cdot)\) in Equation (6.10) and thus, the iteration constant \(\Delta\) in Equation (6.9) becomes infinity. To overcome the problem with infinite iteration constants for Gaussian models, a different kernel function is chosen in the next section to decompose the objective function.
6.2.4 Armijo’s approach vs. GIS

One of the great challenges about the design of growth transformations is to find step sizes that are not overly pessimistic. Figure 6.2 illustrates this issue by comparing the step sizes from two different growth transformations (Armijo’s approach vs. GIS). The example is shown for the USPS setup described in Section A.3.1 where \( D = 513, F = 138, \) and \( N_i = 0.1 \) for a typical component \( i \). Thus, the Lipschitz constant in Lemma 29 is \( L/N = R^2 \approx 100 \). The gradient of the training criterion in Equation (6.1) can be expressed as the difference of the numerator and denominator accumulation statistics in Equation (6.7).

6.3 Extended Baum Welch (EBW) for GHMMs

This section extends the EBW result for discrete distributions proposed in [Gunawardana 01, He & Deng+ 06] and introduced in Section 6.2.3, to Gaussian models. More precisely, the emission probabilities \( p_\Lambda(x|c) = N(x|\mu_c, \Sigma_1) \) are represented by single Gaussians with mean \( \mu_c \in \mathbb{R}^D \), a globally pooled covariance matrix \( \Sigma_1 \in \mathbb{R}^{D \times D} \), and \( \Lambda = \{[\mu_c, \Sigma_1] \} \). Again, the discussion is restricted to single Gaussians; the extension to GMMs and GHMMs is straightforward.

### 6.3.1 Assumption

The training criterion \( \mathcal{F} \) for GHMMs is Lipschitz continuous except for an \( \epsilon \)-neighborhood around vanishing variances. Lemma 29 (including the discussion) suggests that finite iteration constants can be only derived if zero variances are excluded. For this reason, the variances are bounded below by some \( \Sigma_0 \in \mathbb{R}^{D \times D} \), i.e., \( \Sigma := \Sigma_0 + \Sigma_1 \). This assumption permits to write the emission probabilities as the convolution of two Gaussians [Weisstein 09]

\[
p_\Lambda(x|c) := N(x|\mu, \Sigma_0 + \Sigma_1) = \int N(y|\mu, \Sigma_1) N(y|x, \Sigma_0) \, dy. \tag{6.11}
\]

### 6.3.2 Decomposition

The result in Equation (6.11) is used to decompose the objective function in Lemma 38, i.e., the kernel function is exchanged to avoid the pathological Dirac delta. Clearly, the decomposition is not unique because it depends on the choice of \( \Sigma_0 \). For \( \Sigma_0 \to 0 \), this decomposition and the composition suggested by [Gunawardana 01] coincide because the box functions and the Gaussians both approximate the Dirac delta.

**Lemma 39 (EBW (Gauss)).** Assume the objective function

\[
\mathcal{F}(\Lambda) := \frac{\sum_{c_1^N} a(c_1^N) N(x_1^N|\mu_{c_1}, \ldots, \mu_{c_N}, \Sigma_1)}{\sum_{c_1^N} b(c_1^N) N(x_1^N|\mu_{c_1}, \ldots, \mu_{c_N}, \Sigma_1)}
\]
induces a growth transformation of \( F \) shown that the local iteration constants manipulations similar to [Gunawardana 01], we get the EBW reestimation formulae of log-Gaussians with exclusively positive weights by construction. After some algebraic the proof of this lemma is similar to the proof of Lemma 38 and thus, is omitted. It can be shown that the local iteration constants are “sufficiently large.”

6.3.3 Update rules

The EBW update rules are determined by setting the gradient of the function \( \mathcal{A} \) in Lemma 39 to zero and solving the equations for \( \Lambda \). The solution is unique because \( \mathcal{A} \) is the superposition of log-Gaussians with exclusively positive weights by construction. After some algebraic manipulations similar to [Gunawardana 01], we get the EBW reestimation formulae

\[
\mu_c = \frac{\sum_{n=1}^{N} z_n \sum_{c_i^N, x_n=x} p_{b \mathcal{A}} (c_i^N | x_n^N) \left( \frac{a(c_i^N)}{\mathcal{F}(\Lambda')} - b(c_i^N) \right) + \Delta_c \mu'_c}{\sum_{n=1}^{N} \sum_{c_i^N, x_n=x} p_{b \mathcal{A}} (c_i^N | x_n^N) \left( \frac{a(c_i^N)}{\mathcal{F}(\Lambda')} - b(c_i^N) \right) + \Delta_c} \quad \text{(6.13)}
\]

\[
\Sigma_{1c} = \frac{\sum_{n=1}^{N} \sum_{c_i^N, x_n=x} p_{b \mathcal{A}} (c_i^N | x_n^N) \left( \frac{a(c_i^N)}{\mathcal{F}(\Lambda')} - b(c_i^N) \right) \left( \frac{a(c_i^N)}{\mathcal{F}(\Lambda')} - b(c_i^N) \right) + \Delta_c \mu'_c \mu'_c^T}{\sum_{n=1}^{N} \sum_{c_i^N, x_n=x} p_{b \mathcal{A}} (c_i^N | x_n^N) \left( \frac{a(c_i^N)}{\mathcal{F}(\Lambda')} - b(c_i^N) \right) + \Delta_c} - \mu_c \mu_c^T \quad \text{(6.14)}
\]

\[
\Sigma_c = \Sigma_0 + \Sigma_{1c} \quad \text{(6.16)}
\]

These formulae are based on the generalized denominator posteriors in Equation (6.5). The class-specific iteration constants are defined as \( \Delta_c := \sum_{n=1}^{N} \sum_{c_i^N, x_n=x} \frac{d(c_i^N)}{p(c_i^N) \mathcal{F}(\Lambda')} \). The features \( z \) are the original features \( x \) smoothed with the mean \( \mu'_c \) from the previous iteration

\[
z := Px + (I - P)\mu \quad \text{(6.17)}
\]
where $P := \Sigma_1 (\Sigma_0 + \Sigma_1)^{-1}$. The use of $z$ implicitly reduces the convergence speed, the larger $\Sigma_0$ is. In contrast, the iteration constants in Equation (6.12) are the larger the smaller the smoothing (i.e., $\Sigma_0$) is. Hence, the optimum $\Sigma_0$ will be a tradeoff between these two terms. This is similar to the update rules derived from the reverse Jensen inequality [Jebara 02], and is different from the conventional EBW update rules. The covariance matrices $\Sigma_{1c}$ are positive-definite by construction of the iteration constants. The covariance matrix $\Sigma$ is floored with $\Sigma_0$ by definition. In case of mixtures, similar update rules can be derived for the mixture weights. Again, the updated mixture weights are positive by construction of the iteration constants. This implies that the empirical iteration constants determined by imposing the positivity constraints of the variances and mixture weights are necessary but not sufficient conditions for the increase of the objective function. In particular, several heuristic constraints are replaced by a single and more restrictive constraint.

The above mentioned update rules are in the form used for HMMs. In case of i.i.d. observations, these update rules simplify considerably. For MMI, for instance, the update rules for the means then read

$$
\mu_c = \frac{\sum_{n=1}^{N} z_n (\delta(c, c_n) - p_{bN}(c|x_n)) + \Delta_c \mu'_c}{\sum_{n=1}^{N} (\delta(c, c_n) - p_{bN}(c|x_n)) + \Delta_c}.
$$

(6.18)

In case of GHMMs, the sums in the update rules can be identified with $n$-th order statistics. See Chapter 3 for the efficient calculation of these quantities. Last but not least, these update rules directly extend to the margin concept from Chapter 5 because the margin term only modifies the prior (e.g. the language model).

Keep in mind that the iteration constants depend on $\Sigma_0$. Using the invariance transformations in Section 4.3.4, $\Sigma_0$ can be made arbitrarily large for any posterior and thus, the iteration constants become arbitrarily large. This observation implies that a reasonable initial estimate for the variances is required for the optimal convergence speed. To the best of the author’s knowledge, this ambiguity is also an issue for the algorithm based on the reverse Jensen inequality [Jebara 02]. GIS applied to the equivalent log-linear model does not suffer from this problem.

6.4 Generalized Iterative Scaling (GIS) for HCRFs

CRFs are often estimated using an entropy-based criterion in combination with GIS, or variants thereof. Like other algorithms based on growth transformations, GIS offers the immediate advantages that it is locally convergent, completely parameter free, and guarantees an improvement of the training criterion in each step. GIS, however, is limited in two aspects. GIS cannot be applied if the model incorporates hidden variables (e.g. HCRFs), and it can only be used for the MMI training criterion. In this section, the GIS algorithm from Section 6.2.3 is extended to resolve these two limitations. In particular, the new approach applies to HCRFs optimized with MMI or MPE. The proposed GIS-like method shares the above-mentioned theoretical properties of GIS.
6.4.1 Generalized objective function

Many problems of practical importance like for example HCRFs do not match the simple objective function in Corollary 37. The objective functions often involve hidden variables in some sense, requiring a more general formulation. Using prior-like (but not necessarily normalized) and sample-dependent weights $a_n(c), b_n(c) \geq 0$, the objective function

$$F(\text{hidden})(\Lambda) = \sum_{n=1}^{N} \log \left( \frac{\sum_c a_n(c) \exp \left( \sum_i \lambda_i f_i(x_n, c) \right)}{\sum_c b_n(c) \exp \left( \sum_i \lambda_i f_i(x_n, c) \right)} \right)$$

shall be considered. In fact, this objective function is equivalent to the objective function used in Lemma 39. The parameters to be estimated are denoted by $\Lambda = \{\lambda_i \in \mathbb{R}\}$. The major difference between the objective functions in Corollary 37 and Equation (6.19) is the (weighted) sum over the classes in the numerator. Equation (6.19) reduces to the conventional training criterion for log-linear models in Corollary 37 for $a_n(c) = \delta(c, c_n)$ and $b_n(c) = 1$. In this case, the sum in the numerator consists of a single summand and standard GIS can be applied. More complex examples are discussed in Section 6.4.3.

In the next subsection we propose an auxiliary function for this generalized criterion. For this purpose, it is convenient to rewrite the criterion as the sum of two objective functions $F(\text{hidden})(\Lambda) = F(\text{num})(\Lambda) + F(\text{den})(\Lambda)$ with

$$F(\text{num})(\Lambda) := \sum_{n=1}^{N} \log \left( \sum_c a_n(c) \exp \left( \sum_i \lambda_i f_i(x_n, c) \right) \right).$$

The objective function $F(\text{den})(\Lambda)$ is obtained from Equation (6.20) by replacing $a_n(c)$ with $b_n(c)$.

6.4.2 Generalized auxiliary function

In this section, we derive an auxiliary function for the generalized objective function in Equation (6.19). The definition and basic examples of auxiliary functions were given in Section 6.2.3. The desired auxiliary function is constructed by decomposing the problem into well-known subproblems and then combining these partial auxiliary functions to a complete auxiliary function of $F(\text{hidden})$ in Equation (6.19).

In Section 6.2.3, two separate auxiliary functions for the numerator and the denominator objective functions were provided. The combination of these auxiliary functions leads to an auxiliary function of the complete objective function.

Lemma 40 (G-GIS). Assume the objective function $F(\text{hidden})$ in Equation (6.19) with feature functions $f_i(x, c)$ subject to the assumptions in Lemma 36. Define the partial auxiliary functions

$$A_{\Lambda}(EM) := \sum_{n=1}^{N} \sum_c q_{a\Lambda}(c|x_n) \log \left( \frac{p_{\Lambda}(x_n, c)}{p_{\Lambda'}(x_n, c)} \right)$$

$$A_{\Lambda}(GIS) := N - \sum_{n=1}^{N} \sum_c p_{b\Lambda}(c|x_n) \sum_i f_i(x_n, c) \exp(F(\lambda_i - \lambda'_i)).$$
Then, $\mathcal{A}_{\lambda'}^{(hidden)} := \mathcal{A}_{\lambda'}^{(EM)} + \mathcal{A}_{\lambda'}^{(GIS)}$ is an auxiliary function of $\mathcal{F}^{(hidden)}$ at $\lambda'$.

**Proof.** From Corollary 35 with $\tilde{p}_\lambda(x, c) := \exp(\sum_i \lambda_i f_i(x, c))$ follows that $\mathcal{A}_{\lambda'}^{(EM)}$ is an auxiliary function of $\mathcal{F}^{(num)}$ in Equation (6.20) at $\lambda'$. Similarly, Lemma 36 shows that $\mathcal{A}_{\lambda'}^{(GIS)}$ is an auxiliary function of $\mathcal{F}^{(den)}$ at $\lambda'$. From the additivity of the objective function $\mathcal{F}^{(hidden)} = \mathcal{F}^{(num)} + \mathcal{F}^{(den)}$ follows that $\mathcal{A}_{\lambda'} := \mathcal{A}_{\lambda'}^{(EM)} + \mathcal{A}_{\lambda'}^{(GIS)}$ is an auxiliary function of $\mathcal{F}^{(hidden)}$, see comment on Lemma 31. □

Setting the first derivatives of the auxiliary function $\mathcal{A}_{\lambda'}^{(hidden)}(\Lambda)$ to zero and solving the equations for $\Delta \lambda_i := \lambda_i - \lambda_i'$ provides the update rules for the generalized objective function. With generalized definitions for the sufficient statistics

$$
N_{al}(\Lambda') := \sum_{n=1}^{N} \sum_c q_{al}(c|x_n) f_i(x_n, c) \quad Q_{bl}(\Lambda') := \sum_{n=1}^{N} \sum_c p_{bl}(c|x_n) f_i(x_n, c)
$$

the gradients read

$$
\frac{\partial \mathcal{A}_{\lambda'}^{(hidden)}(\Lambda)}{\partial (\Delta \lambda_i)} = \frac{\partial \mathcal{A}_{\lambda'}^{(EM)}(\Lambda)}{\partial (\Delta \lambda_i)} + \frac{\partial \mathcal{A}_{\lambda'}^{(GIS)}(\Lambda)}{\partial (\Delta \lambda_i)} \quad \text{see Lemma 40} \quad N_{al}(\Lambda') - Q_{bl}(\Lambda') \exp(F \Delta \lambda_i). \tag{6.22}
$$

The update rules have the same structure as for standard GIS in Equation (6.8)

$$
\Delta \lambda_i = \frac{1}{F} \log \left( \frac{N_{al}(\Lambda')}{Q_{bl}(\Lambda')} \right). \tag{6.23}
$$

Compared with Equation (6.7), Equation (6.21) uses the generalized numerator posteriors in Equation (6.3) which simplifies to $\delta(c, c_n)$ for standard GIS, and the generalized denominator posteriors in Equation (6.5) instead of the true posteriors.

### 6.4.3 Examples

There are several examples of practical interest which reduce to the generalized training criterion in Equation (6.19). The examples are based on feature functions of the type $f_{c,d}^d(x, c) = \delta(c, c') f_d(x)$ with the kernel feature functions $f_d : \mathbb{R}^D \to \mathbb{R}^+ : x \mapsto f_d(x)$ ($d = 1, \ldots, I$). With this choice of feature functions, the sufficient statistics in Equation (6.21) simplify to

$$
N_{al',c,d}(\lambda') = \sum_{n=1}^{N} q_{al'}(c|x_n) f_d(x_n)
$$

$$
Q_{bl',c,d}(\lambda') = \sum_{n=1}^{N} p_{bl'}(c|x_n) f_d(x_n)
$$

$$
F = \max_n \left\{ \sum_d f_d(x_n) \right\}. \tag{6.24}
$$

See Chapter 4 for the definition of the log-linear models.
Log-linear mixtures (LMMs) & MMI. A log-linear mixture model (LMM) is a log-linear model of the type

\[ p_{\Lambda}(s|x) = \frac{1}{Z_{\Lambda}(x)} \cdot \sum_{l} \exp \left( \sum_{d} \lambda_{sl}(x) \right) \]  

(6.25)

with the model parameters \( \Lambda = \{\lambda_{sl} \in \mathbb{R}\} \). The normalization constant \( Z_{\Lambda}(x) \) is computed over all mixture/component index pairs \((s, l)\). MMI for LMMs can be embedded in the generalized training criterion in Equation (6.19) by the following interpretation of the symbols: \( n \) denotes the observation index, \( c = (s, l) \), \( a_{n}(s, l) = \delta(s, s_{n})\delta(l \in s_{n}) \) (filter out the components of the correct mixture \( s_{n} \)), and \( b_{n}(s, l) = 1 \). This choice of parameters models the class posteriors as the sentence index \( r \)

bayesian networks (NNs) [Robinson & Hochberg+ 96, Stadermann 06] or support vector machines (SVMs) [Ganapathiraju 02]. Here, a log-linear model is employed to represent the posteriors \( p_{\Lambda}(s|x) \). MMI is used to estimate the log-linear model

\[ F = \max_{r} \left\{ \sum_{i=1}^{T} \sum_{l} f_{l}(x_{i}) \right\} \]  

(6.27)

In contrast to LMMs, the constant \( F \) is defined on the sentence level for LHMMs. Hence, the convergence of G-GIS for LHMMs will be very slow. For this reason, we discuss the hybrid approach next to break the definition of \( F \) down to the frame level.

LHMMs & frame-based MMI using context priors. In the hybrid approach, the HMM state posteriors are estimated with a suitable static classifier, e.g. neural networks (NNs) [Robinson & Hochberg+ 96, Stadermann 06] or support vector machines (SVMs) [Ganapathiraju 02]. Here, a log-linear model is employed to represent the posteriors \( p_{\Lambda}(s|x) \). MMI is used to estimate the log-linear model

\[ F^{(\text{frame})}(\Lambda) = \sum_{i=1}^{T} \log \left( \frac{\sum_{r} a_{r}(s) \exp \left( \sum_{d} \lambda_{rd}(x_{i}) \right)}{\sum_{s} b_{s}(s) \exp \left( \sum_{d} \lambda_{sd}(x_{i}) \right)} \right) \]  

(6.28)
Traditionally, the numerator and denominator weights are set to \( a_t(s) = \delta(s, s_t)p(s_t) \) and \( b_t(s) = p(s) \). The state priors \( p(s) \) are the relative frequencies. Standard GIS applies in this conventional situation. Unlike MMI, frame-based MMI sets the constant \( F \) on the frame level, resulting in considerably faster convergence of GIS. This is possibly at the expense of a suboptimal training criterion because all context (e.g. language and transition models) and structural (e.g. restriction to valid state sequences) information is ignored.

Comparing this frame-based training criterion with MMI

\[
F^{(MMI)}(\Lambda) = \log \left( \frac{\sum_{s_t \in W} \prod_{t=1}^{T} p(s_t|s_{t-1}) \exp \left( \sum_d \lambda_{sd} f_d(x_t) \right)}{\sum_s \sum_{s_t \in W} \prod_{t=1}^{T} p(s_t|s_{t-1}) \exp \left( \sum_d \lambda_{sd} f_d(x_t) \right)} \right),
\]

refined priors can be derived [Heigold & Schlüter et al. 07]. Frame-based MMI and (sentence-based) MMI differ in the choice of the classes to be discriminated (HMM states vs. HMM state sequences) and thus the summation space. MMI can be rewritten on the frame level

\[
F^{(MMI)}(\Lambda) = \frac{1}{T} \sum_{t=1}^{T} \log \left( \frac{\sum_{s_t \in W} p_{\Lambda}(s_t|x_t^T, W) \exp \left( \sum_d \lambda_{sd} f_d(x_t) \right)}{\sum_s p_{\Lambda}(s_t|x_t^T, s_t) \exp \left( \sum_d \lambda_{sd} f_d(x_t) \right)} \right). \tag{6.29}
\]

This frame-based formulation of MMI is based on the FB probabilities in Section 3.1.3

\[
p_{\Lambda}(s|x_t^T, V) = \sum_{s_t \in W, s_t = s} \prod_{t \neq t} p(s_t|s_{t-1}) \exp \left( \sum_d \lambda_{sd} f_d(x_t) \right)
\]

\[
p_{\Lambda}(s|x_t^T, s_t) = \sum_V p_{\Lambda}(s|x_t^T, s_t, V). \tag{6.30}
\]

As usual, the forward/backward probabilities are calculated efficiently with the forward/backward algorithm, see e.g. [Schlüter & Macherey et al. 01]. If the dependency of the forward/backward probabilities on \( \Lambda \) is dropped, MMI in Equation (6.29) defines a frame-based MMI in Equation (6.28) with \( a_t(s) = p(s|x_t^T, s_t, W) \) and \( b_t(s) = p(s|x_t^T, s_t) \). In this case, the forward/backward probabilities are called context priors. They are computed on the initial model and then kept fixed during a number of training iterations. The training criterion is referred to as frame-based MMI using context priors. The context priors offer a principled way to consider some context and to smooth over competing states while keeping the advantages of the frame-based approach. This training criterion is an instance of the generalized training criterion in Equation (6.19) and thus, can be optimized with G-GIS.

LHMMs & minimum phone error (MPE). Minimum phone error (MPE) [Povey 04] was introduced in large vocabulary continuous speech recognition for the efficient error-based training, see Equation (3.13). Assume the string accuracy \( A(V, W) \) between hypothesis \( V \) and the correct hypothesis \( W \). MPE is defined as the expected accuracy

\[
F^{(MPE)}(\Lambda) = \sum_V p_{\Lambda}(V|x_t^T) A(V, W)
\]
where \( p_{\Lambda}(V|x^T) \) denotes an LHMM (see Section 6.4.3). Note that adding a constant to the accuracy (e.g. \( A(V, W) - \min_{V', W'}[A(V', W')] \geq 0 \)) does not change the gradient of \( F^{(\text{MPE})} \). Thus, we can assume non-negative accuracies without loss of generality. To bring Equation (5.8) into the general form in Equation (6.19), the training criterion is defined on word sequences running over the complete corpus rather than over single sentences, i.e., \( n \) is obsolete. Furthermore, set \( c = (V, s^T_1) \), \( a(V, s^T_1) = A(V, W) \), and \( b(V, s^T_1) = 1 \). Then, the MPE training criterion conforms with the generalized training criterion and thus, can be optimized with G-GIS. The constant \( F \) in Equation (6.24) for MPE and MMI coincide because the denominator is the same.

### 6.4.4 Refinements

Refinements that are compatible with the extension of GIS (Section 6.4.2) are discussed next, e.g. regularization and margin-based training.

**Regularization.** An additive regularization term based on the \( p \)-norm

\[
R_{pC}(\Lambda, \Lambda_0) = -\frac{C}{p} \sum_i |\lambda_i - \lambda_{0i}|^p
\]

(6.31)
can be incorporated into G-GIS. For \( p = 2 \), i.e., the Euclidean norm, the regularization term corresponds with a Gaussian prior with parameters \( C \in \mathbb{R}^+ \) (scaling) and \( \Lambda_0 = \{\lambda_{0i} \in \mathbb{R}\} \) (centers) [Chen & Rosenfeld 99]. The gradient of the regularization term can be written as

\[
\frac{\partial R_{2C}}{\partial (\Delta \lambda_i)}(\Lambda, \Lambda_0) = -C(\lambda_i - \lambda_{0i}) = -C(\Delta \lambda_i + \lambda'_i - \lambda_{0i}).
\]

(6.32)

The optimum updates \( \Delta \lambda_i = \lambda_i - \lambda'_i \) are the zeroes of the gradient of the auxiliary function in Lemma 40 including the gradient of the regularization term in Equation (6.32)

\[
N(\Lambda') - Q(\Lambda) \exp(F \Delta \lambda_i) - C(\Delta \lambda_i + \lambda'_i - \lambda_{0i}) = 0.
\]

In contrast to the auxiliary function without a regularization term, the zero needs to be determined by an iterative procedure, e.g. Newton’s method. The solution is unique because the expression is the derivative of a convex function. For \( p \neq 2 \), similar equations can be derived because the parameters are decoupled. Regularization with a Gaussian prior is comparable with I-smoothing used in discriminative training of GHMMs (Section 5.3.1).

**Margin.** The modified training criteria from Chapter 5 can be optimized with G-GIS. To do so, the weights \( a_n(c), b_n(c) \in \mathbb{R}^+ \) in Equation (6.19) are scaled with the margin term

\[
a_n(c) \leftarrow a_n(c) \exp(-\rho A(c, c_n))
\]

\[
b_n(c) \leftarrow b_n(c) \exp(-\rho A(c, c_n))
\]

while the other steps remain unchanged.
Improved iterative scaling (IIS). The idea of improved iterative scaling (IIS) [Berger & Della Pietra 96, Della Pietra & Della Pietra 97] is compatible with G-GIS. Here, this approach is not pursued further to keep the algorithm as direct and simple as possible.

LHMMs & MMI. Assume that G-GIS is used to optimize LHMMs with MMI. From Equation (6.27) follows that the constant $F$ scales with the number of time frames. This property of G-GIS is undesirable because it makes the step sizes overly pessimistic. The approximation of the context priors introduced in Section 6.4.3 avoids this effect. This section addresses the question under which conditions it is possible to relax this strict approximation to combine the advantages of frame-based and sentence-based MMI. Assuming that the context priors vary slowly from one iteration to the next, a slightly modified optimization algorithm can be derived.

Let $F^{(\star, \text{num})}$, $F^{(\star, \text{den})}$, and $F^{(\star)}$ denote the training criteria in Equations (6.20),(6.4),(6.19), respectively, for the setting in Section 6.4.3 (MMI for LHMMs) or the setting in Section 6.4.3 (frame-based MMI for LHMMs). Using the auxiliary parameters $\alpha, \beta, \gamma \in \mathbb{R}^+$, the following utility training criteria are defined

$$
F^{(\star, \text{num})}(\Lambda) = F^{(\star, \text{num})}(\Lambda) + \alpha \|\Lambda - \Lambda'\|_1 \\
F^{(\star, \text{den})}(\Lambda) = F^{(\star, \text{den})}(\Lambda) + \beta \|\Lambda - \Lambda'\|_1 \\
F^{(\star)}(\Lambda) = F^{(\star, \text{num})}(\Lambda) + F^{(\star, \text{den})}(\Lambda) - \gamma \|\Lambda - \Lambda'\|_1.
$$

The terms based on the $\ell_1$-norm denoted by $\|\Lambda - \Lambda'\|_1$ in the last equation can be arbitrarily distributed over the different positions, e.g.

$$
F^{(\text{MMI})}_{\alpha, \beta, \alpha + \beta}(\Lambda) = F^{(\text{MMI})}_{0,0,0}(\Lambda).
$$

Using these definitions, we prove the following lemma.

Lemma 41 (LHMMs&MMI). Assume some compact domain $\Lambda$. The log-context priors in Equation (6.30) are Lipschitz continuous in the variable $\Lambda$ with the Lipschitz constant $\epsilon > 0$. Then, $F^{(\text{frame})}_{0,0,2\epsilon/1}$ is a lower bound of $F^{(\text{MMI})}_{0,0,0} \equiv F^{(\text{MMI})}$ with contact in $\Lambda'$.

The restriction of the model parameters to some compact $\Lambda$ guarantees that the context priors are strictly positive. Thus, the log-context priors are well-defined and Lipschitz continuous. In practice, the use of some regularization (e.g. $\ell_2$-regularization), assures that this condition is satisfied without explicitly restricting the space of the model parameters. In general, the Lipschitz constant $\epsilon$ depends on $T$. Equation (6.34) allows us to introduce some correction term to bound the context priors.

Proof. Using the identity in Equation (6.34) with $\alpha = \beta = \epsilon / T$, it suffices to prove that

- $F^{(\text{frame, num})}_0$ is a lower bound of $F^{(\text{MMI, num})}_{\epsilon / T}$ with contact in $\Lambda'$;

- $F^{(\text{frame, den})}_0$ is a lower bound of $F^{(\text{MMI, den})}_{\epsilon / T}$ with contact in $\Lambda'$.
From these two auxiliary functions, the correctness of the lemma follows directly. To bound $\mathcal{F}_{\epsilon/T}^{(\text{MMI,den})}$ in Equation (6.33), the frame-based representation of MMI in Equation (6.29) is used with $b_i(s) = p_{\Lambda_i}(s|x^T_i \setminus x_i)$ and $b'_i(s) = p_{\Lambda'_i}(s|x^T_i \setminus x_i)$

$$T \cdot (\mathcal{F}_{\epsilon/T}^{(\text{MMI,den})}(\Lambda) - \mathcal{F}_{\epsilon/T}^{(\text{MMI,den})}(\Lambda'))$$

$$= - \sum_{t=1}^{T} \log \left( \frac{\sum_s b_i(s) \exp(\lambda^T_i f(x_i)) \exp(-\epsilon \|\Lambda - \Lambda'\|_1)}{\sum_s b'_i(s) \exp(\lambda^T_i f(x_i))} \right)$$

$$= - \sum_{t=1}^{T} \log \left( \frac{\sum_s b'_i(s) \exp(\lambda^T_i f(x_i)) \cdot b_i(s)}{\sum_s b'_i(s) \exp(\lambda^T_i f(x_i))} \right)$$

$$\geq - \sum_{t=1}^{T} \log \left( \frac{\sum_s b'_i(s) \exp(\lambda^T_i f(x_i))}{\sum_s b'_i(s) \exp(\lambda^T_i f(x_i))} \right)$$

$$= T \cdot (\mathcal{F}_0^{(\text{frame,den})}(\Lambda) - \mathcal{F}_0^{(\text{frame,den})}(\Lambda'))$$

The $\ell_1$-norm vanishes in the denominator because $\Lambda = \Lambda'$. Extending the terms in the numerator by $b'_i(s)$, we obtain the second identity. The lower bound follows from the inequality $\frac{b_i(s)}{b'_i(s)} \exp(-\epsilon \|\Lambda - \Lambda'\|_1) \leq 1$, which is trivial for $b_i(s) \leq b'_i(s)$. Otherwise, the inequality is a direct consequence of the Lipschitz continuity of the log-context priors

$$\log \frac{b_i(s)}{b'_i(s)} = \epsilon \|\Lambda - \Lambda'\|_1 = \log b_i(s) - \log b'_i(s) - \epsilon \|\Lambda - \Lambda'\|_1$$

$$\leq \epsilon \|\Lambda - \Lambda'\|_1 - \epsilon \|\Lambda - \Lambda'\|_1 = 0.$$ 

Furthermore, equality holds for $\Lambda = \Lambda'$. The bound for the numerator $\mathcal{F}^{(\text{MMI,num})}$ can be derived similarly. \qed

Define $\mathcal{A}_\Lambda^{(\text{frame})}$ to be the auxiliary function in Lemma 40 for the setting in Section 6.4.3 using context priors. Then, $\mathcal{A}_\Lambda^{(\text{frame})}(\Lambda) - \epsilon / T \|\Lambda - \Lambda'\|_1$ using context priors is a lower bound of $\mathcal{F}^{(\text{MMI})}$ with contact in $\Lambda'$ for sufficiently large $\epsilon$. The advantage of this approach is that $F = \max_i |\sum_i f(x_i)|$ is determined on the frame rather than the segment level, resulting in tighter bounds and thus faster convergence. The disadvantage of this approach is that the bound is not an auxiliary function as defined in Section 6.2.3 because the $\ell_1$-norm is not continuously differentiable. Thus, a fixed point does not necessarily imply a critical point of the training criterion. Apart from the different definition of $F$, the update rules remain unchanged. In case of independent frames, the context priors are constant, i.e., $\epsilon = 0$, and the original formulae for G-GIS are recovered. The additional term is negligible if $\epsilon / T \ll \frac{1}{\Delta \lambda}$ where $\Delta \lambda$ is the typical step size.

### 6.4.5 Convergence rate

The G-GIS update rules in Equation (6.23) lead to the growth transformation

$$\mathcal{G}^{(\text{G-GIS})} : \Gamma \rightarrow \Gamma, \Lambda \mapsto \Lambda + \frac{1}{F} (\log N_o(\Lambda) - \log Q_o(\Lambda))$$
where we use the vector notation with the addition and logarithm defined component-wise.

The Taylor expansion of the growth transformation around the critical point $\Lambda^{(\infty)}$ leads to

$$G^{(G-GIS)}(\Lambda) \approx \Lambda^{(\infty)} + M^{(G-GIS)}(\Lambda^{(\infty)})(\Lambda - \Lambda^{(\infty)})$$

(6.35)

with the convergence rate matrix $M^{(G-GIS)}(\Lambda^{(\infty)}) = I + \frac{1}{\tilde{\Lambda}} \text{diag}(N_a(\Lambda^{(\infty)}))^{-1} \left( \nabla N_a(\Lambda^{(\infty)}) - \nabla Q_b(\Lambda^{(\infty)}) \right)$. Here, we used $N_a(\Lambda^{(\infty)}) = Q_a(\Lambda^{(\infty)})$ in a critical point of the training criterion to simplify the expression. The Hessian matrix of $F^{(G-GIS)}$ in Equation (6.19) is denoted by $\nabla N_a(\Lambda^{(\infty)}) - \nabla Q_b(\Lambda^{(\infty)})$. This approximation leads to the inequality

$$\|\Lambda - \Lambda^{(\infty)}\|_{\infty} \leq \|M^{(G-GIS)}(\Lambda^{(\infty)})\|_{\infty} \cdot \|\tilde{\Lambda} - \Lambda^{(\infty)}\|_{\infty},$$

(6.36)

which describes the convergence rate of G-GIS. Similar ideas for GIS were presented in [Salakhutdinov & Roweis 03]. From the maximum norm follows that the convergence rate depends on the fundamental eigenvalue (i.e., the maximum absolute value of the eigenvalues) of the convergence rate matrix. This result is known as Ostrowski’s theorem [Ostrowski 60].

Like most other optimization algorithms, the convergence rate of G-GIS is linear. Moreover, the matrices $\nabla N_a(\Lambda)$ and $\nabla Q_b(\Lambda)$ are positive semidefinite and the Hessian matrix $\nabla N_a(\Lambda) - \nabla Q_b(\Lambda)$ is negative semidefinite around a local maximum. For GIS, the matrix $\nabla N_a(\Lambda)$ vanishes. This implies that G-GIS converges more slowly than GIS. For example, approximating the sum in the numerator in Equation (6.19) by the maximum summand will speed up the convergence.

### 6.4.6 Experimental Results

The proposed algorithm (G-GIS) is applied to the well-known United States Postal Service (USPS) database containing handwritten digits\(^2\) and to the German digit string speech recognition task SieTill. The presented experiments go beyond standard GIS because of the density indices or HMM state sequences, see Section 6.4.3 for further details. G-GIS is compared with Rprop [Riedmiller & Braun 93], QProp [Fahlman 88], or EBW [Macherey & Schlüter 04] (if suitable). Since all these optimization algorithms make use of exactly the same statistics of the data, estimation time per iteration is comparable. Thus, a comparable number of iterations implies comparable computation time.

**Handwritten digits (USPS).** The well-known USPS handwritten digit database consists of isolated and normalized images of handwritten digits taken from US mail envelopes scaled to 16 x 16 pixels. The database contains a separate training and test set, with 7,291 and 2,007 images, respectively\(^3\). One disadvantage of the USPS corpus is that no development test set exists, resulting in the possible underestimation of error rates for all of the reported results. Note that this disadvantage holds for almost all data sets available for image object recognition. The US Postal Service task is still one of the most widely used reference data sets for handwritten character recognition and allows fast experiments due to its small size. The test set contains a large amount of image variability and is considered to be a “hard” recognition task. Good

---

\(^2\)Thanks to Thomas Deselaers for providing the baseline systems and assisting me with the experiments.

\(^3\)Data available from ftp://ftp.kyb.tuebingen.mpg.de/pub/bs.
error rates are in the range of 2-3% and use advanced modeling techniques, e.g. deformation models [Keysers & Deselaers + 07].

**LMMs & MMI.** Here, we use log-linear mixture models (LMMs) with 16 components for each digit in combination with the gray-scale features augmented with Sobel-based derivatives, amounting to a total of 512 features. The model is optimized using MMI with $\ell_2$-regularization. Comparative results are shown in Figure 6.4 for different optimization algorithms (G-GIS, Rprop, QProp) and for two different initialization points (from scratch, ML estimate of associated Gaussian mixture model (GMM) [Heigold & Schlüter + 07]). The convergence speed (and thus the computation time) for G-GIS, Rprop, and QProp is comparable, although G-GIS tends to be slower than Rprop and QProp. This is not surprising because G-GIS is derived for the worst case scenario. Furthermore, G-GIS achieves the same test error rates as Rprop and QProp, see Table 6.1. This was to be expected because the optimization problem is the same and is only solved differently. For this simple example, the initialization of the model does not seem to be an issue.

![Figure 6.4: Comparison of different optimization algorithms (G-GIS, Rprop, QProp) for log-linear mixture models using MMI on USPS task. Upper: initialization from scratch. Lower: initialization with GMMs. Left: evolution of $F^{(MMI)}$ on training corpus. Right: evolution of error rate (ER) on test corpus. Note the different scaling of the x-axis for G-GIS (upper axis) and QProp/Rprop (lower axis).](image-url)
Table 6.1: Error rates (ER) on USPS test corpus for different optimization algorithms and initialization.

<table>
<thead>
<tr>
<th>optimization</th>
<th>ER [%] from scratch</th>
<th>ER [%] from Gauss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rprop</td>
<td>4.9</td>
<td>4.9</td>
</tr>
<tr>
<td>QProp</td>
<td>5.6</td>
<td>4.9</td>
</tr>
<tr>
<td>G-GIS</td>
<td>4.7</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Spoken digit strings (SieTill). The SieTill task consists of spoken digit strings [Eisele & Haeb-Umbach+ 96]. The recognition system is based on gender-dependent whole-word HMMs with 430 distinct states in total. The vocabulary consists of the German digits, including a pronunciation variant. The feature vectors consist of twelve cepstral features without temporal derivatives. They are included by the linear discriminant analysis (LDA), which is applied to five consecutive frames and projects the resulting feature vector to 25 dimensions. Both training and test corpus consist of about 5.5h audio data/21k spoken digits per gender.

LHMMs & frame-based MMI using context priors. The ML baseline system uses single Gaussians with globally pooled variances. The progress of conventional MMI training using the de-facto standard EBW [Macherey & Schlüter+ 04] is shown in Figure 6.5 for comparison. This is the typical performance of EBW we observe for GHMMs using globally pooled variances [Heigold & Wiesler+ 10]. First, the convergence is relatively slow, in particular compared with systems using untied variances [Macherey & Schlüter+ 04]. Second, the empirical iteration constants lead to well-defined GHMMs [Macherey & Schlüter+ 04, Povey 04, Axelrod & Goel+ 07] but not necessarily to an improvement of the training criterion. The latter is only guaranteed for sufficiently large iteration constants [Kanevsky 04, Axelrod & Goel+ 07]. Both [Kanevsky 04] and [Axelrod & Goel+ 07] do not make an explicit statement on what “sufficiently large” means in this context. More severely, it is not clear if empirical EBW converges to a critical point or if it converges at all. EBW may find better local optima than other gradient-based optimization algorithms in general. This does not seem to be the case in this example. Similarly, it has not been proved EBW finds better local optima than other gradient-based optimization algorithms in general. The Gaussian ML baseline model is used to initialize the log-linear model with first order features [Gunawardana & Mahajan+ 05] for further training with frame-based MMI using context priors. The posterior of the spoken digit string is obtained by marginalization over the HMM state sequences. Hence, standard GIS does not apply. The context priors are computed on word lattices and are recomputed after a certain number of training iterations (period). In Figure 6.5, G-GIS is compared with QProp and EBW. The word error rate (WER) for frame-based MMI (without context priors) is 3.1%. In contrast to EBW, G-GIS converges monotonically and smoothly to the same word error rate (Table 6.2). However, this appears to be at the expense of a considerably slower convergence: the computation time of G-GIS is 1000 times larger than for EBW. This is probably due to the fact that the MFCC features are basically unbounded, which drives the constant $F$ in Equation (6.27) to huge values even in the frame-based approach. This can be avoided by a suitable choice of the features as discussed next.
Figure 6.5: Comparison of different optimization algorithms (G-GIS, QProp, EBW) for log-linear models with frame-based MMI using context priors on male portion of SieTill, period=250 (G-GIS), 2 (QProp), 1 (EBW, i.e., conventional MMI), see text for explanation. Left: evolution of $F_{\text{frame}}$ on training corpus. Right: evolution of word error rate (WER) on test corpus. Note the different scaling of the $x$-axis for G-GIS (upper axis) and QProp (lower axis).

Table 6.2: Word error rates (WER) on SieTill test corpus for different optimization algorithms. Keep in mind that the error rates for the system using MFCCs and the system using cluster features are not directly comparable. The latter is a stand-alone log-linear system and thus, EBW cannot be used. The result for frame-based MMI (without context priors) is included for comparison.

<table>
<thead>
<tr>
<th>Optimization</th>
<th>WER [%]</th>
<th>MFCCs</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBW</td>
<td>2.8</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>QProp/Rprop</td>
<td>2.8</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>G-GIS</td>
<td>2.8</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>QProp (frame-based MMI)</td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

LHMMs & M-MMI. Consider the marginal likelihood $p(x)$. Here, this quantity is approximated by a GMM, $p(x) = \sum_i p(l)N(x|\mu_i, \Sigma)$. The priors $p(l)$, the clusters $\mu_i$, and the pooled covariance matrix $\Sigma$ are estimated in a preprocessing step. Then, the cluster features are defined as $f_l(x) = p(l)p(x|l)/\sum_{l'} p(l')p(x|l')$. Temporal context can be taken into account by a sliding window. See [Abdel-Haleem 06, Wiesler & Nußbaum-Thom+ 09] for further details on this type of features. The clustering features appear unusual in the view of GHMMs but may be more promising in log-linear modeling [Abdel-Haleem 06, Wiesler & Nußbaum-Thom+ 09]. The cluster features have the advantage of being bounded and to sum up to one, cf. the constant $F$. Thus, a higher convergence speed for G-GIS is expected. The gender-dependent LHMMs are jointly optimized with M-MMI (see Chapter 5 and Section 6.4.4). No approximations like for example the use of (pruned) word lattices or replacing the sum by the maximum are employed. The optimization problem is non-convex. This is why the LHMMs are initialized with some (suboptimal) frame-based MMI estimate. The training is then continued with M-MMI using $\ell_2$-regularization centered around this initial model. The regularization-like term $\|\Lambda - \Lambda'\|_1$ in Lemma 41 is ignored. This drastic step may be justified by the rather pessimistic step sizes...
6.5. Summary

We proposed two novel growth transformations in this chapter. First, the well-known GIS algorithm was extended to deal with hidden variables. This extension does not only apply to the MMI estimation of HCRFs but it also allows for the training of HCRFs using more refined training criteria, e.g. MPE in ASR. Hence, this generalized GIS can be considered the analog for log-linear discriminative models of EM used for generative models. The experimental results confirmed the theoretical properties of the proposed optimization algorithm. Moreover, the algorithm compared well with standard gradient-based optimization algorithms. The error rates are consistent with those of conventionally optimized systems. Second, a new growth transformation for Gaussian models was derived. The resulting update rules resemble the EBW update rules. In contrast to other types proof, our approach provides explicit finite iteration constants for Gaussian models.

Figure 6.6: Comparison of different optimization algorithms (G-GIS, Rprop) for LHMMs using (exact) MMI on complete SicTill task. Left: evolution of $F^{(MMI)}$ on training corpus. Right: evolution of word error rate (WER) on test corpus.

in Figure 6.6 and by the assumption of a weak transition model. Figure 6.6 suggests that this choice of features and assumptions can speed up G-GIS considerably. The word error rates for G-GIS and Rprop are the same, see Table 6.2.
Chapter 7

Convex Optimization using Log-Linear HMMs

Conventional discriminative training has proved to significantly improve maximum likelihood (ML) optimized acoustic models. To make it work well in practice, however, it involves much engineering work including the choice of the initialization to avoid spurious local optima, the tuning of parameters such as the scaling factors and the time distortion penalties, and many heuristics (e.g. the splitting of densities) and approximations (e.g. the word lattices). This makes it difficult not only to reproduce experiments but strictly speaking also to compare different algorithms due to spurious local optima. For this reason, a fool-proof training algorithm would be attractive. This chapter studies convex optimization based on the log-linear parameterization in speech recognition. Convex optimization techniques have the additional property that the global optimum is accessible. This topic has rarely been studied in the context of discriminative training in speech recognition [Abdel-Haleem 06, Sha & Saul 07a]. Experimental results are presented for a digit string recognition task [Heigold & Rybach 09] to investigate the feasibility and utility of this concept. Also, first results are shown for the European Parliament plenary speeches task.

7.1 Introduction

First, the notion of a “fool-proof” training algorithm is described in detail. A description of the convex training criteria\(^1\) is given in Section 7.2. Finally, the practical issues, to be checked in Section 7.3, are discussed.

7.1.1 Properties of fool-proof training

A “fool-proof” training algorithm is assumed to have the following properties:

- Well-definedness of global optimum.

---

\(^1\)Mathematically speaking, the training criteria are concave. Here, we will use the notion of convexity and concavity interchangeably.
• Uniqueness of global optimum. This implies that the result is independent of the initialization.
• Accessibility of global optimum in finite time. This issue addresses the question if the global optimum can be efficiently found in practice (cf. convex optimization).
• Well-posedness of optimization problem.
• Joint optimization of all model parameters. Some simplified training criteria (e.g. frame-based MMI) do not have this property.
• Small mismatch between training criterion and evaluation measure.

Such a training algorithm should be able to optimize all model parameters from scratch, without any tuning etc. and independent of the optimization algorithm and its parameters. Of course, the definition of a convex training criterion is not unique. Similar work can be found in literature. Examples include [Kuo & Gao 06] (focus on the choice of feature functions), [Abdel-Haleem 06] (no comparable training from scratch), and [Sha & Saul 07a] (GHMMs, no training from scratch). Here, the training criterion is based on M-MMI introduced in Chapter 5. The implementation reuses the transducer-based discriminative framework from Chapter 3.

7.1.2 Assumptions for convex optimization in speech recognition

The optimization of the entropy (MMI) for log-linear conditional random fields (CRFs) leads to a convex optimization problem [Lafferty & McCallum 01, Sutton & McCallum 07]. Hidden CRFs (HCRFs) are CRFs that allow for hidden variables in addition [Gunawardana & Mahajan 05]. They are closely related to Gaussian HMMs, see Chapter 4. The optimization problem for HCRFs is no longer convex. Besides the log-linear parameterization of the model and MMI as the training criterion, a few more assumptions need to be made to combine the advantages of CRFs (convexity) and HCRFs (model structure). First, assume that the HMM state alignment is known before the training and kept fixed during the training. Second, augmented features are used (cf. kernel trick) to avoid mixtures. In fact, the mixtures could be treated in a similar way as the HMM state alignment [Abdel-Haleem 06, Sha & Saul 07a]. This approach has not been implemented to limit the number of approximations and to avoid problems with the initialization of the density indices if starting from scratch. Under these assumptions, convex training criteria are derived, see Section 7.2.2.

7.1.3 Practical issues to be checked

The definition of a “fool-proof” training algorithm as discussed in Section 7.1.1 allows for the optimization of all model parameters from scratch in a principled way. Section 7.3 checks how well the theoretical concepts carry over to practice. Special attention will be paid to the following issues.

2 Although GHMMs and LHMMs are equivalent as shown in Chapter 4, the use of GHMMs [Sha & Saul 07a] increases considerably the complexity of the optimization algorithm due to the parameter constraints of GHMMs.
7.2. CONVEX OPTIMIZATION IN SPEECH RECOGNITION

Sensitivity to HMM state alignment? The key assumption is that the HMM state alignment is known and kept fixed during the training. Yet, the oracle alignment is not available in practice, and needs to be estimated. In general, the model used to generate the alignment is not related to the model to be estimated. This is the case if for example the discriminative model cannot be initialized with a corresponding GHMM as e.g. in [Abdel-Haleem 06, Sha & Saul 07a]. Thus, how sensitive is the performance to this (initial) alignment?

Correlation of training criterion and recognition error? The overall goal is the discrimination of different word sequences. To derive convex training criteria, it is assumed that the correct word sequence can be represented appropriately by a single HMM state sequence. This implies the discrimination of HMM state sequences belonging to the same word sequence. Also, the convex training criteria in Section 7.2 are all based on MMI. The loss function of MMI is not directly related to the recognition error, see Section 5.2.4. Thus, does the convex training criterion define a reasonable optimum?

Dependency on model initialization? According to the theory, the performance of the models should be independent of the initialization. Is this true in practice as well, or do the training algorithms suffer from numerical stability problems?

The goal of this chapter is not so much to find improved features for log-linear models [Abdel-Haleem 06, Kuo & Gao 06]. It rather focuses on the investigation of the utility and feasibility of convex training criteria using log-linear models in speech recognition. The experiments are performed on a simple, yet competitive model, which allows for a thorough experimental investigation of the above issues.

7.2 Convex Optimization in Speech Recognition

This section starts with the definition of the gender-specific models considered in this chapter. Convex training criteria defined on the frame and sentence level are then discussed.

7.2.1 Gender-specific log-linear models

Here, simple linear-chain CRFs (cf. Section 4.5.4 without language model) are considered [Gunawardana & Mahajan+ 05, Abdel-Haleem 06]. The model includes gender-dependent emission features and gender-independent transition features. Features to represent the language model are not used because the focus is on the recognition of digit strings.

In the following, \( x \in \mathbb{R}^D \) denotes a feature vector, \( s \) is an HMM state, and \( g \in \{\sigma, \varphi\} \) stands for the gender. For convenience, the (pseudo) emission model

\[
\Phi_{\Lambda_m}(x, s, g) = \exp \left( \alpha_{sg} + \lambda_{sg}^T x \right)
\]

(zeroth- and first-order features only) or

\[
\Phi_{\Lambda_m}(x, s, g) = \exp \left( \alpha_{sg} + \lambda_{sg}^T x + x^T \lambda_{sg} x \right)
\]
(zeroth-, first-, and all second-order features), and the (pseudo) transition model

$$
\Psi_{\Lambda_{\text{tdp}}}(s', s) = \exp(\alpha_{s's'})
$$

are introduced. The model parameters are $$\Lambda = \Lambda_{\text{em}} \cup \Lambda_{\text{tdp}}$$ with $$\Lambda_{\text{em}} := \{\{\alpha_{sg}\}, \{\lambda_{sg}\}\}$$ or $$\Lambda_{\text{em}} := \{\{\alpha_{sg}\}, \{\lambda_{sg}\}, \{\lambda_{sg}\}\}$$, and $$\Lambda_{\text{tdp}} := \{\alpha_{s's'}\}$$. The HMM state sequence $$s^T_1$$ is assumed to define the digit string uniquely such that the dependency on the digits can be dropped. This approach can be extended to more sophisticated features, e.g. [Kuo & Gao 06, Abdel-Haleem 06, Wiesler & Nußbaum-Thom+ 09]. This definition of the model leads to the decision rule

$$
\hat{s}^T_1 = \arg \max_{s^T_1} \left\{ \max_g \left( \prod_{t=1}^T \Psi_{\Lambda_{\text{tdp}}}(s_{t-1}, s_t) \Phi_{\Lambda_{\text{em}}}(x_t, s_t, g) \right) \right\}. \tag{7.1}
$$

As already mentioned, the best state sequence $$\hat{s}^T_1$$ is assumed to uniquely define the recognized digit string.

Before discussing the different training criteria for these models, the general problem of estimating gender-specific models in the discriminative framework is addressed.

### 7.2.2 Discriminative training of gender-specific models

The decision rule in Equation (7.1) requires that the scores of both genders are comparable. For ML, this is not an issue because the optimization problem decouples into the two gender-dependent optimization problems, i.e., the gender-specific models can be optimized separately

$$
\arg \max_{\Lambda_{\text{sg}} \cdot \Lambda_{\text{Q}}} \left\{ \prod_{r=1}^R p_{\Lambda_{\text{sg}}} \cdot \Lambda_{\text{Q}}(\lambda_{s1}^T r | s^T 1, g_r) \right\} = \arg \max_{\Lambda_{\text{sg}}} \left( \prod_{r,g_r = \text{sg}} p_{\Lambda_{\text{sg}}} \cdot \Lambda_{\text{Q}}(\lambda_{s1}^T r | s^T 1, g_r) \right) \cdot \arg \max_{\Lambda_{\text{Q}}} \left( \prod_{r,g_r = \text{Q}} p_{\Lambda_{\text{Q}}} \cdot \Lambda_{\text{Q}}(\lambda_{s1}^T r | s^T 1, g_r) \right)
$$

for segments $$r = 1, \ldots, R$$. If the models are optimized in the discriminative framework independently, the scores are no longer guaranteed to be comparable due to the invariance transformations in Section 4.3.4

$$
\arg \max_{\Lambda_{\text{sg}} \cdot \Lambda_{\text{Q}}} \left\{ \prod_{r=1}^R p_{\Lambda_{\text{sg}} \cdot \Lambda_{\text{Q}}}(\lambda_{s1}^T r | g_r, x^T r) \right\} \neq \arg \max_{\Lambda_{\text{sg}}} \left( \prod_{r,g_r = \text{sg}} p_{\Lambda_{\text{sg}} \cdot \Lambda_{\text{Q}}}(\lambda_{s1}^T r | g_r, x^T r) \right) \cdot \arg \max_{\Lambda_{\text{Q}}} \left( \prod_{r,g_r = \text{Q}} p_{\Lambda_{\text{Q}}}(\lambda_{s1}^T r | g_r, x^T r) \right)
$$

For this reason, the two gender-specific models need to be optimized jointly. This is in contrast to previous work [Macherey 10]. There, this issue is not considered critical because the discriminative training was initialized with ML optimized GHMMs.

The complexity of the combined training algorithm is roughly four times larger per iteration than for the isolated training of the gender-specific models. This increase in complexity arises
from the increased amount of training data (factor of two) and from the augmented summation space (another factor of two). In addition, the convergence rate is expressed in terms of some metric on the parameter space [Nocedal & Wright 99, pp. 28]. Thus, the convergence rate is the slower the more parameters are considered for the optimization.

7.2.3 Refinements to maximum mutual information (MMI)

Several refinements to MMI are considered here. First, \( \ell_2 \)-regularization is used

\[
R_C(\Lambda) := -\frac{C_{em}}{2} \sum_{s,g} \lambda_{sg}^2 - \frac{C_{idp}}{2} \sum_{s',s} \alpha_{s's'}^2.
\]

Furthermore, the posteriors can be scaled by some \( \gamma \in \mathbb{R}^+ \), and a margin term scaled with some \( \rho \in \mathbb{R}^+ \) can be incorporated into standard MMI. These modifications are implemented by substituting the original scores

\[
\prod_{t=1}^{T} \Psi_{A_{tdp}}(s_{t-1}, s_t) \Phi_{A_{em}}(x_t, s_t, g_t)
\]

by the scaled margin-scores

\[
\left( \exp(-\rho A(s^T_1, \hat{s}^T_1)) \prod_{t=1}^{T} \Psi_{A_{tdp}}(s_{t-1}, s_t) \Phi_{A_{em}}(x_t, s_t, g_t) \right)^\gamma.
\]

Here, \( A(\cdot, \cdot) \) denotes some accuracy between two strings, e.g. the Hamming accuracy in Section 3.7.1. The resulting variant of MMI is called modified/margin-based MMI (M-MMI). See Chapter 5 for further details.

Now, we are in the position to define the different variants of M-MMI used in Section 7.3.

7.2.4 Sentence-based M-MMI

We start with the non-convex lattice-based M-MMI training criterion (Chapter 3) and then, derive a convex formulation from this training criterion.

**Lattice-based M-MMI.** Conventional lattice-based M-MMI training uses word lattices \( D \) to approximate the normalization constant for the string posterior. In addition, the maximum approximation is assumed such that each hypothesis in the word lattice uniquely defines an HMM state sequence. An exemplary word lattice is shown in Figure 7.1. The numerator lattice \( N \) is the set of HMM state sequences representing the correct word sequence. These assumptions lead to the M-MMI training criterion

\[
\mathcal{F}^{(\text{lattice})}(\Lambda) = \sum_{r=1}^{R} \log \left( \sum_{s_t \in N_r} \prod_{t=1}^{T_r} \Psi_{A_{tdp}}(s_{t-1}, s_t) \Phi_{A_{em}}(x_t, s_t, g_r) \exp(-\rho \delta(s_t \in N_r)) \right) + R_C(\Lambda).
\]
The margin term fires if and only if the HMM state is in the numerator lattice at the time frame \(t\), i.e., \(s_t \in N_t\). The posterior is normalized over all HMM state sequences \(s^T_t\) in the denominator lattice and genders \(g\). The transition parameters can be estimated in this framework. This, however, was not done in this work, but they were tuned manually as usual.

This choice of the posterior results in a non-convex training criterion, both for GHMMs and HCRFs. This is due to the sum in the numerator of the string posterior, and the incomplete sum for the normalization constant in combination with realigning the hypotheses.

**“Fool-proof” M-MMI (convex formulation).** This conventional training criterion can be made convex, i.e., the HCRF is cast into a CRF, similar to [Abdel-Haleem 06, Sha & Saul 07a]. This is achieved by replacing the normalization constant by the sum over the complete set \(S\) of HMM state sequences, and by using a single HMM state sequence \(\hat{s}^T_t\) representing the correct hypothesis string in the numerator. The HMM state sequence \(\hat{s}^T_t\) is determined by some existing acoustic model, or initialized from the linear segmentation.

\[
\mathcal{F}^{(\text{fool-proof})}(\Lambda) = \sum_{r=1}^{R} \log \left( \prod_{t=1}^{T_r} \Psi_{\Lambda_{\text{adv}}}(\hat{s}_{t-1}, \hat{s}_t) \Phi_{\Lambda_{\text{cm}}} (x_t, \hat{s}_t, g_t) \exp(-\rho \delta(\hat{s}_t, \hat{s}_t)) \right) + \mathcal{R}_c(\Lambda). \tag{7.3}
\]

This training criterion is referred to as “fool-proof” M-MMI because it possesses all properties from Section 7.1.1.

This training criterion was implemented in our transducer-based discriminative framework (Chapter 3). A weighted finite-state transducer represents the complete set of valid HMM state sequences, which can be of different length.\(^3\) The edge weights are set to the transition scores. The emission scores are stored in another transducer, having a WFST state for each time frame.

\(^3\)Thanks to David Rybach for providing the HMM state networks for the fool-proof MMI training.
and having an edge in each WFST state for each HMM state. The denominator lattice is then obtained by composition of these two transducers. The margin transducer is treated in the same way, if necessary. The resulting transducer is similar to the network used for transducer-based search. For the training, however, duplicate hypotheses need to be avoided (log vs. tropical semiring). An essential difference from the lattice-based formulation is that the “fool-proof” training criterion discriminates between HMM state sequences even if they represent the same word sequence.

7.2.5 Frame-based M-MMI

Due to the summation over all HMM state sequences, the approach in Equation (7.3) is only feasible for small tasks (e.g. digit strings). For larger tasks, we adopt the hybrid approach to optimize the emission parameters in Equation (4.28). Here, log-linear models instead of neural networks [Robinson & Hochberg + 96] or support vector machines [Ganapathisraju 02] are taken as the static classifiers. All other parameters cannot be optimized in this approach. This simplification considerably speeds up the training. Similar to “fool-proof” MMI, the best HMM state sequence \( \hat{s}^T \) is assumed to be known and kept fixed during the training. The symbol posterior includes the HMM state prior \( p(s) \) (e.g. relative frequencies)

\[
F^{(\text{frame})} (\Lambda) = \sum_{r=1}^{R} \sum_{t=1}^{T_r} w(\hat{s}_r, g_r) \log \left( \frac{p(\hat{s}_t) \Omega_{\Lambda\text{em}}(x_t, \hat{s}_t, g_r) \exp(-\rho \delta(\hat{s}_t, \hat{s}_r))}{\sum_{g \in \{\mathcal{S}, \mathcal{Q}\}} \sum_s p(s) \Omega_{\Lambda\text{em}}(x_t, s, g) \exp(-\rho \delta(s, \hat{s}_t))} \right) + \mathcal{R}_C(\Lambda).
\]

This frame-based training criterion is convex but not “fool-proof” in the sense of Section 7.1.1, cf. the last two properties.

The experiments suggest that it is essential to down-weight silence/noise frames for accumulation, see the weights \( w(s, g) \in \mathbb{R}^+ \) in Equation (7.4). This is probably due to the high silence portion. In practice, setting the total silence weight to the average weight of all other states turned out to be a good (initial) choice. In fact, the parameters are not defined uniquely, see Section 4.3.4. For this reason, one of the states (e.g. the silence state) does not need to be explicitly estimated and can be arbitrarily set. This statement is only exact without regularization. Our experience is that the parameters (e.g. the time distortion penalties, language model scale) need to be badly retuned after the training.

Table 7.1 provides an overview of the different variants of MMI and their properties.

7.3 Model Training: Experimental Results

Different aspects (cf. Section 7.1.3) of the training criteria discussed in the previous section are studied on the German digit string recognition task SieTill, see A.1.1. The ultimate goal is the optimization of all model parameters from scratch (Table 7.3).
Table 7.1: Comparison of different variants of MMI and their properties.

<table>
<thead>
<tr>
<th>Property</th>
<th>Frame-based MMI</th>
<th>Lattice-based M-MMI</th>
<th>Fool-proof M-MMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-definedness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Uniqueness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Accessibility</td>
<td>✓</td>
<td>local optima</td>
<td>✓</td>
</tr>
<tr>
<td>Well-posedness</td>
<td>to be checked</td>
<td>to be checked</td>
<td>to be checked</td>
</tr>
<tr>
<td>Model parameters</td>
<td>emission</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>Small mismatch</td>
<td>to be checked</td>
<td>to be checked</td>
<td>to be checked</td>
</tr>
</tbody>
</table>

Table 7.2: Comparison of MMI-based training criteria for SieTill test corpus, simple setup (first-order features, transition parameters tuned manually), initialization with corresponding ML optimized GHMM.

<table>
<thead>
<tr>
<th>Model</th>
<th>Criterion</th>
<th>Convex</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHMM</td>
<td>ML</td>
<td>no</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>lattice-based M-MMI</td>
<td>no</td>
<td>2.7</td>
</tr>
<tr>
<td>log-linear model/HCRF/CRF</td>
<td>frame-based MMI</td>
<td>yes</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>frame-based M-MMI</td>
<td>yes</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>lattice-based MMI</td>
<td>no</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>lattice-based M-MMI</td>
<td>no</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>fool-proof MMI</td>
<td>yes</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>fool-proof M-MMI</td>
<td>yes</td>
<td>2.5</td>
</tr>
</tbody>
</table>

7.3.1 Effect of margin term

Preliminary studies were performed on a very simple setup to check several basic issues, e.g., the choice of the training criterion. We used the gender-specific model in Equation (7.2.1) with only first-order features. The transition parameters were kept fixed during the training, unless otherwise stated. The model was initialized with the associated GHMM to speed up the training. The results are summarized in Table 7.2. Unlike fool-proof MMI where the margin term appears to be essential for this setup, frame-based MMI does not benefit from the margin term.

To check the estimation of the transition features, the transition features were estimated from scratch, using the system optimized with M-MMI. The resulting error rate does not differ significantly from that in Table 7.2, i.e., the optimization works but the manually tuned values are already pretty close to the optimum.

These preliminary results suggest that convex optimization may help. It is essential to define a suitable training criterion to achieve good results. Here, the convex training criterion defined on the sentence level including a margin term performed best.

7.3.2 Dependency on model initialization

Next, it is checked if the convex training criteria produce the same word error rate for different model initializations. We used the model in Equation (7.2.1) with first- and second-order
7.3. MODEL TRAINING: EXPERIMENTAL RESULTS

---
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Figure 7.2: Progress of training criterion $\mathcal{F}$ vs. training iteration index for SieTill training corpus. Note that the lattice-based training criteria are scaled up by a factor of 1000.
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Figure 7.3: Progress of word error rate (WER [%]) vs. training iteration index for SieTill test corpus.

features, and the (global) transition features (for fool-proof MMI only). The single HMM state sequence representing the correct hypothesis is determined by some reasonable GHMM with a single globally pooled diagonal covariance matrix. The convergence behavior of the different training criteria is shown in Figures 7.2 and 7.3. The corresponding word error rates after convergence can be found in Table 7.3. In case of ML initialization (‘ML’), the ML optimized
Table 7.3: Impact of model initialization on word error rate (WER) for SieTill test corpus. The model includes first- and second-order features. In case of fool-proof MMI, the transition parameters are also optimized.

<table>
<thead>
<tr>
<th>Model (64 dns/mix)</th>
<th>Criterion</th>
<th>Initial alignment</th>
<th>Convex</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHMM</td>
<td>ML</td>
<td>from scratch</td>
<td>no</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>lattice-based M-MMI</td>
<td>ML</td>
<td>no</td>
<td>1.6</td>
</tr>
<tr>
<td>log-linear model/HCRF/CRF</td>
<td>frame-based M-MMI</td>
<td>from scratch</td>
<td>yes</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>lattice-based M-MMI</td>
<td>from scratch</td>
<td>yes</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>fool-proof M-MMI</td>
<td>from scratch</td>
<td>yes</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>frame-based M-MMI</td>
<td>yes</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.4: Frame-based MMI model training from scratch for different initial alignments with realignment, first- and second-order features.

<table>
<thead>
<tr>
<th>Model (64 dns/mix)</th>
<th>Criterion</th>
<th>Initial alignment</th>
<th>#Realign.</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHMM</td>
<td>ML</td>
<td>linear segmentation</td>
<td>16</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>lattice-based M-MMI</td>
<td>ML</td>
<td>30</td>
<td>1.6</td>
</tr>
<tr>
<td>log-linear model</td>
<td>frame-based MMI</td>
<td>linear segmentation</td>
<td>5</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>ML (1 dns/mix)</td>
<td>1</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ML (16 dns/mix)</td>
<td>2</td>
<td>1.9</td>
<td></td>
</tr>
</tbody>
</table>

GHMM baseline with globally pooled variances served as initialization.

The experiments in Table 7.3 suggest that fool-proof MMI can reliably estimate all model parameters from scratch. Moreover, the performance of the model is competitive with our best GHMM (64 densities/mixture, notably having over four times more model parameters than the log-linear model with first- and second-order features).

7.3.3 Correlation of training criterion and word error rate

Figures 7.2 and 7.3 suggest that the training criterion and the word error rate are sufficiently correlated for the task under consideration. A larger value of the training criterion (only comparable within the same training criterion), however, does not necessarily imply a lower word error rate, see lattice-based or fool-proof MMI.

7.3.4 Sensitivity to initial alignment & realignment

So far, we have assumed that a good initial alignment is known for training. Table 7.4 investigates the sensitivity of the word error rate to the initial alignment and realignments. Keep in mind that if allowing for realignments, the training criterion is no longer guaranteed to converge to the global optimum.
7.3. MODEL TRAINING: EXPERIMENTAL RESULTS

Table 7.5: Comparison of frame-based MMI (from scratch) and fool-proof MMI (initialized with frame-based MMI) for different window sizes, first- and second-order features.

<table>
<thead>
<tr>
<th>Window size</th>
<th>frame-based MMI</th>
<th>fool-proof MMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.9</td>
<td>1.5</td>
</tr>
<tr>
<td>11</td>
<td>1.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 7.6: Effect of higher-order features for SieTill test corpus, frame-based MMI (convex) vs. lattice-based MMI (non-convex).

<table>
<thead>
<tr>
<th>Feature order</th>
<th>#Parameters [k]</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0th/1st</td>
<td></td>
<td></td>
</tr>
<tr>
<td>✓ diagonal</td>
<td>11</td>
<td>3.0</td>
</tr>
<tr>
<td>✓ full</td>
<td>22</td>
<td>2.7</td>
</tr>
<tr>
<td>✓ full ✓</td>
<td>151</td>
<td>1.9</td>
</tr>
<tr>
<td>✓ full ✓</td>
<td>1,409</td>
<td>1.8</td>
</tr>
<tr>
<td>Gaussian HMM</td>
<td>715</td>
<td>ML</td>
</tr>
<tr>
<td></td>
<td></td>
<td>lattice-based M-MMI</td>
</tr>
</tbody>
</table>

7.3.5 Increased temporal context

Temporal context can be taken into account by a sliding window before the LDA. Can we improve on the above word error rates by increasing the window size while keeping the outgoing feature dimension fixed? Table 7.5 summarizes the results for frame-based and fool-proof MMI. The results suggest that frame-based and fool-proof MMI perform equally if a sufficient temporal context is considered. Otherwise fool-proof MMI appears to better compensate for the insufficient acoustic modeling. One might speculate if this is the same effect as studied in [Nádas & Nahamoo’ 88] for ML and MMI.

7.3.6 Feasibility and utility of higher-order features

The effect of higher-order features is studied on the SieTill and EPPS tasks.

German digit strings. The same setup as above and described in Appendix A.1.1 is used. Table 7.6 shows the effect of higher-order features (up to degree three) for frame-based MMI and conventional lattice-based MMI. The tuning of the regularization constant $C$ in Equation (7.2) is illustrated in Figure 7.4.

EPPS English. This task contains recordings from the European Parliament plenary sessions (EPPS). In contrast to SieTill, EPPS is a LVCSR task based on phoneme models represented by 3x2-states HMMs. The RWTH setup from the TC-STAR evaluation campaign 2006 is used [Lööf & Bisani’ 06b, Lööf & Bisani’ 06a]. The acoustic front end comprises MFCC features augmented by a voicing feature. Nine consecutive frames are concatenated and the resulting
Figure 7.4: Word error rate (WER, [%]) vs. regularization constant $C$ for SieTill test corpus, first- and second-order features, 50 Rprop training iterations with lattice-based M-MMI initialized with frame-based MMI.

The MFCC features are warped using a fast variant of the vocal tract length normalization (VTLN). The triphones are clustered using CART, resulting in 4,501 generalized triphone states. For recognition, a lexicon with 50k entries in combination with a 4-gram language model is used. The ML baseline system uses Gaussian mixtures with globally pooled variances. The corpus statistics is described in detail in Appendix A.1.3. For frame-based MMI, the weights $w(s)$ in Equation (7.4) were set to zero for silence and noise states to avoid annoying tuning of these parameters. According to the discussion in Section 7.2.5, this is not expected to restrict the model too much. The frame-based training of the acoustic model with only first-order features was initialized with the ML optimized GHMM using single densities. Adding higher-order features was done step by step. The sentence-based training was initialized with the corresponding frame-based MMI optimized acoustic model. The results are summarized in Table 7.7.

Higher-order features beyond degree three are not feasible. For larger tasks like for example EPPS, already the use of third-order features leads to unacceptably high training times while the second-order features are limited regarding WER. Additional (sparse) features were considered in [Wiesler & Nußbaum-Thom et al. 09].

### 7.4 Linear Feature Transforms in Log-Linear Framework

Linear discriminant analysis (LDA) [Häb-Umbach & Ney 92, Kumar & Andreou 98] has been established as an important means for dimension reduction and decorrelation in speech
Table 7.7: Word error rate (WER) on EPPS English test corpora, frame-based training with higher-order features of different degree.

<table>
<thead>
<tr>
<th>Model</th>
<th>Criterion</th>
<th>Feature order</th>
<th>#Prm. [k]</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>zeroth/first</td>
<td>second</td>
<td>Dev06</td>
</tr>
<tr>
<td>log-linear model</td>
<td>frame-based MMI</td>
<td>✓</td>
<td>diagonal</td>
<td>207</td>
</tr>
<tr>
<td></td>
<td></td>
<td>✓</td>
<td>full</td>
<td>410</td>
</tr>
<tr>
<td>HCRF</td>
<td>lattice-based M-MMI</td>
<td>✓</td>
<td>full</td>
<td>4,866</td>
</tr>
<tr>
<td>GHMM</td>
<td>ML</td>
<td>first+mixtures</td>
<td>207</td>
<td>29.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6,477</td>
<td>18.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>39,915</td>
<td>16.6</td>
</tr>
</tbody>
</table>

7.4.1 Log-linear representation of linear feature transforms

Assume that the linear feature transform is represented by the transformation matrix \( A = [a_{dd}] \in \mathbb{R}^{d \times D} \). Then, the feature vector \( x \in \mathbb{R}^D \) transforms into the feature vector \( y \in \mathbb{R}^d \) via \( y = Ax \). These transformed features can be plugged into the frame-based training criterion in Equation (7.4)

\[
\mathcal{F}^{\text{(frame)}}(\Lambda, A) = \sum_{r=1}^{R} \sum_{t=1}^{T_r} w(\hat{s}_r, g_r) \log \left( \sum_{\sigma \in \mathcal{C}, \varphi \in \mathcal{P}} \frac{p(\hat{s}_i) \exp(\alpha_{\hat{s}_i, g_r} + \lambda_{\hat{s}_i, g_r}^T A x_i)}{\sum_{s} p(s) \exp(\alpha_{s} + \lambda_{s}^T A x)} \right) \]

\[
= \sum_{r=1}^{R} \sum_{t=1}^{T_r} w(\hat{s}_r, g_r) \log \left( \sum_{\sigma \in \mathcal{C}, \varphi \in \mathcal{P}} \frac{p(\hat{s}_i) \exp(\alpha_{\hat{s}_i, g_r} + \sum_{d,d'} a_{dd'} \lambda_{dd'} A x_{id'})}{\sum_{s} p(s) \exp(\alpha_{s} + \sum_{d,d'} a_{dd'} \lambda_{sgd} x_{id'})} \right). \]

The regularization and margin terms have been ignored for the sake of simplicity. The \( d \)-th component of the feature vector \( x \) and the model vector \( \lambda_{sg} \) are denoted by \( x_d \) and \( \lambda_{sgd} \). If the model parameters \( \Lambda = \{\lambda_{sgd}, [\alpha_{sg}], [\alpha_{s}]\} \) are kept constant, then Equation (7.5) defines a log-linear model in the matrix coefficients \( [a_{dd}] \) associated with the abstract features \( \lambda_{sgd} x_{id'} \) (and vice versa). A similar model can be derived for the other training criteria in Section 7.2, e.g.
fool-proof MMI in Equation (7.3)

$$F^{(\text{fool-proof})}(\Lambda, A) = \sum_{r=1}^{R} \log \left( \prod_{t=1}^{T} \exp(\alpha_{s_{t-1}s_t} + \alpha_{s_{t}r} + \lambda_{s_{t}r}^T Ax_t) \right) \right).$$

(7.6)

This approach can be extended to mixtures, see Chapter 4. Unless the optimum density of a mixture is chosen in the numerator and kept fixed, the resulting training criteria are no longer convex. In fact, this is the same idea as used for the HMM state sequences.

### 7.4.2 Optimization

The model parameters $\Lambda$ and the feature transform $A$ can be optimized jointly as indicated by the arguments of the training criterion $F$ in Equations (7.5) and (7.6). The training criterion is convex if either $\Lambda$ or $A$ is kept constant. This suggests an alternating optimization strategy, i.e., optimize first $A$ for fixed $\Lambda$, then optimize $\Lambda$ for fixed $A$, etc.

The training criterion $F(\Lambda, A)$ is not convex in all parameters $(\Lambda, A)$. This shall be illustrated by means of a simplified model. Assume the model parameters $\Lambda = \{\lambda_1, \ldots, \lambda_S\} \in \mathbb{R}^{Sd}$. Then, the joint training criterion is equivalent to the training criterion of the unprojected log-linear model restricted to the subset

$$\Gamma := \left\{ \Lambda \in \mathbb{R}^{Sd} | \lambda_s = \sum_{i=1}^{d} a_{si}v_i \forall s, a_{si} \in \mathbb{R}, v_i \in \mathbb{R}^d \right\} \subset \mathbb{R}^{Sd}.$$

The training criterion would be convex if the restriction $\Gamma$ were a convex set, i.e.,

$$\forall \Lambda, \Lambda' \in \Gamma \Rightarrow p\Lambda + (1-p)\Lambda' \in \Gamma, \forall p \in [0, 1],$$

or equivalently

$$p \sum_{i=1}^{d} a_{si}v_i + (1-p) \sum_{i=1}^{d} a'_{si}v'_i = \sum_{i=1}^{d} a''_{si}v''_i, \forall p \in [0, 1]$$

(7.7)

for all $s$ and suitable $a''_{si} \in \mathbb{R}, v''_i \in \mathbb{R}^d$. This condition is not true in general. Figure 7.5 shows an example for a model with $C = 3, D = 2, d = 1, p = 0.5$. The subset $\Gamma$ is non-convex because $\lambda''(1), \lambda''(2), \lambda''(3)$ are not in a linear subspace of $\mathbb{R}^2$ (i.e., on a line) as required in Equation (7.7).

### 7.4.3 Experimental results

The proposed log-linear framework for estimating linear feature transforms is compared with standard LDA. Note that a different feature extraction (size of sliding window for LDA increased...
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Figure 7.5: Example for non-convex subset $\Gamma$.

Table 7.8: Comparison feature transform in log-linear framework with LDA for SieTill test corpus.

<table>
<thead>
<tr>
<th>Feature transform</th>
<th>Acoustic model</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>frame-based</td>
</tr>
<tr>
<td>1 dns/mix</td>
<td>LDA</td>
<td>ML</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMI</td>
</tr>
<tr>
<td></td>
<td>MMO</td>
<td>3.5</td>
</tr>
<tr>
<td>16 dns/mix</td>
<td>LDA</td>
<td>ML</td>
</tr>
<tr>
<td></td>
<td>MMO</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>MMO</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>MMO</td>
<td>1.6</td>
</tr>
</tbody>
</table>

from 5 to 11) is used for the next experiments such that the results cannot be directly compared with the above mentioned results.\footnote{Thanks to Muhammad Ali Tahir for running the experiments.}

The proposed approach is compared with standard LDA, both for ML and MMI optimized acoustic models. The matrix $A$ consists of a projection and a rotation in the feature space. Strictly speaking, the latter is not used for the dimension reduction although it can have a substantial impact on ML optimized Gaussian models with diagonal covariance matrices. In the discriminative setting, the rotation is redundant because it can be implicitly represented by the model parameters $\lambda_{fg}$. Thus, a potential improvement is only due to the projection, \textit{i.e.}, finding a better affine feature subspace. Table 7.8 shows the results for the non-alternating optimization approach. The alignment for frame-based MMI was taken from a conventional ML optimized single Gaussians system with globally pooled variances. The matrix $A$ was optimized from scratch for frame-based MMI while lattice-based MMI was initialized with the LDA matrix. An example of the alternating optimization is given in Figure 7.6.
7.4.4 Discussion

A new estimation algorithm for (projecting) linear feature transforms was introduced. It can be used in a preprocessing step similar to LDA or directly on the best model like fMPE [Povey & Kingsbury+ 05]. The results on a German digit string recognition task suggest that the proposed training algorithm works but does not achieve better word error rates than standard LDA.

This experimental finding needs to be confirmed on large vocabulary continuous speech recognition tasks. LDA fails [Katz & Meier+ 02, Schlüter & Zolnay+ 06] if applied to large, linearly dependent feature spaces. How does the proposed algorithm behave in this degenerate situation? Finally, this log-linear framework can and will be applied to other feature transforms, e.g. fMPE [Povey & Kingsbury+ 05] or speaker adaptive training [Lööf & Schlüter+ 07].

7.5 Limitations of Convex Optimization using Log-Linear Models

A couple of limitations of the above mentioned approach to convex optimization in speech recognition are discussed next. First, an obvious deficiency of the above shown approach to convex optimization in speech recognition is that the HMM state alignment is assumed to be known and kept fixed during the training. To avoid this restriction, the HMM structure might be incorporated into the feature functions of the CRF. Second, another shortcoming of the discussed approach might be that it is based on MMI, which might be not the training criterion of choice (see Section 5.2.4). In particular, the approach cannot be extended to error-based
training criteria for log-linear models. This follows directly from the next lemma.

**Lemma 42.** Assume a strictly convex function $F : \mathbb{R}^D \to \mathbb{R}$, $\Lambda \mapsto F(\Lambda)$ with $F \in C^1$. Then, the function $F$ is not bounded above.

**Proof.** Due to the convexity of the function $F$, the first-order approximation of $F$ around any point $\Lambda_0 \in \mathbb{R}^D$ is a global underestimator [Boyd & Vandenberghe 04, pp.69], i.e.,

$$F(\Lambda_0) + \nabla F(\Lambda_0)^\top (\Lambda - \Lambda_0) \leq F(\Lambda), \quad \forall \Lambda \in \mathbb{R}^D.$$ 

The strict convexity of $F$ guarantees that there is some $\Lambda_0 \in \mathbb{R}^D$ such that the gradient is non-zero, i.e., $\nabla F(\Lambda_0) \neq 0$. This implies that the underestimator is not bounded above and thus, $F$ is also not bounded above. □

Error-based training criteria refer to training criteria that are bounded above and below, e.g. MPE but not MMI. Recall that the log-linear model parameters are unconstrained, i.e., $\Lambda \in \Gamma = \mathbb{R}^D$ for some $D$.

**Corollary 43.** No error-based training criterion $F \in C^1$ exists for log-linear models.\(^5\)

Furthermore, convexity cannot be achieved by warping the training criterion in a suitable way, $g(F)$. This is because the warping $g$ can only add zeroes to the gradient, as can be seen directly by applying the chain rule. These results do not imply that convex error-based training criteria do not exist. However, such a training criterion cannot be based on the log-linear parameterization. According to [Ben-David & Simon 01], error-based training including a margin can be solved efficiently (i.e., is not NP-hard).

### 7.6 Summary

Convex optimization using log-linear HMMs was investigated for a digit string recognition task. Convex optimization problems both, on the sentence and the frame level, were defined. They showed good performance and stable convergence at the same time. Assuming some (good) initial state alignment, the training criterion defined on the sentence level was used to estimate successfully all model parameters from scratch. Our observation is that a carefully optimized but relatively simple setup can achieve good performance, comparable with conventional training criteria and state-of-the-art Gaussian HMMs. This might be a good starting point for adding more sophisticated features (e.g. higher-order features, posterior features) to refine the acoustic model. Of course, this is only a first step towards convex optimization in speech recognition. More effort needs to be spent on the incorporation of these ideas into large vocabulary speech recognition. Frame-based MMI, although tending to perform slightly worse than sentence-based MMI in general, offers a quick and robust way to setup a discriminative (baseline) model, similar to ML in case of generative models.

\(^5\)Thanks to Simon Wiesler for the technical elaboration of this proof.
Chapter 8

Scientific Contributions

The aim of this work was to investigate log-linear techniques for string recognition. The focus was thereby on refined acoustic models in automatic speech recognition (ASR). A log-linear modeling framework for speech recognition was developed. It resulted in the following contributions that cover different aspects of a training algorithm:

**Equivalence relations for Gaussian and log-linear HMMs in ASR.** Conventional speech recognition systems are based on Gaussian HMMs. These are constrained models because of the Gaussian parameter constraints, the local normalization constraints of HMMs, the directed dependencies *etc.* Do these constraints reduce the flexibility of the Gaussian HMMs compared with the unconstrained log-linear HMMs? This thesis established equivalence relations for Gaussian and log-linear HMMs. The simpler and more direct parameterization of log-linear models may be more suitable for numerical optimization and may simplify the optimization algorithms. A comprehensive experimental comparison of Gaussian and log-linear HMMs was presented in this thesis, including LVCSR tasks trained on up to 1,500h audio data. The experimental results are in a good agreement with our theoretical expectations.

**Margin-based training for LVCSR (M-MMI/M-MPE).** Large margin classifiers are well-studied training algorithms in statistical machine learning. This thesis presented a unifying framework to incorporate a margin term into the conventional training criteria (*e.g.* MPE), allowing for efficient margin-based training in LVCSR. The resulting training criteria for HCRFs were shown to be closely related to support vector machines (SVMs) using an appropriate loss function. The proposed modified training criteria were used to directly evaluate the utility of the margin concept for string recognition, including examples from ASR, part-of-speech tagging, and handwriting recognition. The benefit from the additional margin term clearly depends on the training conditions. For simple tasks like for example spoken digit string recognition or handwriting recognition, overfitting is an issue, and more than $\geq 75\%$ of the total discriminative improvement is typically due to the margin term. For more complex tasks like for example LVCSR, the additional margin term is less important. Less than $25\%$ of the total discriminative
improvement is typically due to the margin term, compared with the best state-of-the-art systems.

**Optimization with growth transformations (hiddenGIS).** The numerical optimization of the training criteria is an issue. Compared with standard optimization algorithms, growth transformations have the advantage to increase the training criterion in each iteration, to converge and to be parameter-free. An example of this concept is the generalized iterative scaling (GIS) that is used to optimize conventional CRFs using MMI. GIS does not apply to many extensions and variants of CRFs considered within this work. This thesis proposed an extension of GIS to hidden variables (e.g. HCRFs) and different training criteria (e.g. MPE). The effectiveness of the proposed optimization algorithm was tested on an optical character recognition (OCR) and a digit string speech recognition task. The extension of GIS performs equally well as conventional gradient-based optimization algorithms (e.g. Rprop) in terms of the error rate. The experimental results suggest that the convergence is reasonably fast for bounded feature functions (OCR task) whereas it can be rather slow in case of basically unbounded feature functions (e.g. MFCC features in speech recognition).

**Full model training from scratch using convex optimization.** Conventional speech recognition systems optimize and tune the different components in several independent steps. The discriminative training, for example, is performed in a postprocessing step. In addition, the training criteria are non-convex and thus, cannot guarantee to reach the global optimum. This approach is considered suboptimal because the outcome depends on the initialization and requires much engineering work. This thesis investigated the potential of convex training criteria with preferably no parameters to be tuned. Such training criteria would allow the model training of all model parameters from scratch in a principled way. On a digit string recognition task, competitive error rates were achieved.

**A transducer-based discriminative framework.** A general and flexible implementation speeds up the development of refined training algorithms (e.g. margin-based training) across different tasks (ASR, part-of-speech tagging, handwriting recognition). This was realized by a transducer-based approach in this work.

Gradient-based optimization of unified training criterion with expectation semiring. The unified training criterion facilitates the comparison and implementation of different training criteria. To the author’s best knowledge, no efficient solution is known to compute the gradient of the unified training criterion. The gradient can be written in terms of the abstract covariance of two acyclic WFSTs. This thesis proposed an algorithm to calculate efficiently this quantity, using the standard forward/backward algorithm in combination with the expectation semiring. Besides this application, the proposed algorithm will be a nice feature of any probabilistic WFST library. Our transducer-based discriminative framework is based on this novel algorithm. The flexible implementation facilitated greatly the development and testing of refined training criteria, e.g. the margin-based training criteria mentioned above.
Minimum word error training with exact word error (exactMWE). In ASR, the exact word error is usually considered to be the optimum loss function for training. For efficiency reasons, error-based training criteria like for example minimum word error (MWE) use an approximate metric or \(N\)-best lists instead. How good are these approximations?

In this thesis, a transducer-based approach was chosen to compute the exact word errors on word lattices. The quality of the approximate word error was then assessed by performing MWE using the exact word errors. The experiments on a small LVCSR task suggest that the approximation to the word error in MWE is sufficiently good in the context of error-based training.

In summary, the theoretical contributions in Chapter 4 and Chapter 5 lead to a unified view of three major technologies in pattern recognition: Gaussian HMMs, log-linear HMMs, and SVMs as illustrated in Figure 8.1. This unification is not concerned with practical questions like for example how to optimize the training criteria. The investigation on convex optimization (Chapter 7) and the extensions of GIS (Chapter 6) address two issues on numerical optimization of practical relevance. The proposed transducer-based framework (Chapter 3) is sufficiently flexible and efficient to evaluate the proposed concepts and algorithms on a variety of string recognition tasks.

Carrying the above ideas to the extreme, would allow for margin-based training in speech recognition with a parameter-free optimization algorithm that guarantees to increase the training criterion in each iteration (see Section 6.4.6). In case of MMI, it converges to the global optimum.
Chapter 9

Outlook

Log-linear techniques are an emerging field in speech recognition. The present thesis can touch only a few issues. Further work needs to be done to promote log-linear techniques in speech recognition and to take full advantage of this framework. Potential questions that remain open and may serve as starting point for future research include (without any claim of being complete):

Choice of feature functions. Log-linear models are feature-based, i.e., all the information comes in through the feature functions. Hence, the choice of feature functions is essential in the log-linear modeling approach. Simple features derived from the conventional features in speech recognition (e.g., MFCC features) were used within this work. In the future, the development of more refined features will be along two main directions [Yu & Deng+ 09, Wiesler & Nußbaum-Thom+ 09]. On the one hand, more refined generic “kernel” features need to be found. On the other hand, more flexible features modeling additional dependencies and knowledge sources need to be investigated to overcome the limitations of conventional HMM-based acoustic models [Ma & Lee 07, Heigold & Li+ 09, Zweig & Nguyen 09]. The example in Figure 9.1 suggests that human language processing may go beyond the conventional sequential modeling approach.

Fool-proof training algorithm. The outcome of existing training algorithms of HMMs depends on the initialization and many heuristics. A few convex optimization problems for HMMs have been proposed so far. All of them, however, ignore the alignment problem, i.e., assume that the alignment is known beforehand and kept fixed. Can we overcome this limitation by using log-linear models and suitably defined feature functions [Schölkopf & Tsuda+ 04]?

Unsupervised discriminative training. This thesis studied the optimization of direct models in the supervised mode. In many applications (e.g., speaker adaptation), the unsupervised (re-)estimation of the models is required. Refined training algorithms need to be developed to make the log-linear approach competitive in practical applications, see e.g. [Sindhwani & Keerthi 06, Li 07].
CHAPTER 9. OUTLOOK

Feature transforms. The integrated estimation of linear feature transforms was investigated in this thesis. This approach might be extended to non-linear feature transforms using the kernel trick [Schölkopf & Smola 99] or neural networks, for instance.
Appendix A

Corpora and Systems

This annex summarizes the information about the different corpora and systems used in this work. The corpora and systems are separated by task.

A.1 Speech Recognition

Experiments were carried out on a variety of different speech recognition corpora and systems. In contrast to most other state-of-the-art speech recognition systems found in the literature, we use a globally pooled diagonal variance matrix. This allows us to produce rather good ML baselines consisting of a fairly high number of densities. The systems are evaluated on independent test corpora for which manually transcribed reference transcriptions are available. We adopt the common word error rate (see Section 3.7 for the definition of the Levenshtein distance) for the evaluation of the speech systems.

A.1.1 Continuous digit strings

The experiments for continuous digit string recognition reported in this work have been performed on the SieTill corpus [Eisele & Haeb-Umbach 96] for continuously spoken German digits recorded over the telephone line from adult speakers. The vocabulary comprises the ten German digits plus the pronunciation variant ’zwo’ for ’zwei’. The statistics on the corpora are summarized in Table 6.2. Male and female speakers are represented equally.

The recognition system is based on a one-pass decoder design. Details on the baseline acoustic modeling are summarized in the following. In previous work, the two gender-dependent models were optimized independently. This simplification is exact for ML models. In the discriminative framework, however, this can lead to problems in recognition because the scores from the two genders are not guaranteed to be comparable. For this reason, the two gender-independent acoustic models are optimized together (Section 7.2.2).

Acoustic modeling: SieTill corpus.

- telephone line recorded German digits;
Table A.1: Statistics for speech corpora.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>#Sentences</th>
<th>#Words [k]</th>
<th>Audio data [h]</th>
<th>Silence portion [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SieTill</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train</td>
<td>12,948</td>
<td>43</td>
<td>11.3</td>
<td>55</td>
</tr>
<tr>
<td>Test</td>
<td>13,114</td>
<td>43</td>
<td>11.4</td>
<td></td>
</tr>
<tr>
<td>NAB-20k</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train</td>
<td>37,474</td>
<td>642</td>
<td>81.4</td>
<td>26</td>
</tr>
<tr>
<td>Dev</td>
<td>310</td>
<td>7</td>
<td>0.8</td>
<td>18</td>
</tr>
<tr>
<td>Eval</td>
<td>316</td>
<td>8</td>
<td>0.9</td>
<td>18</td>
</tr>
<tr>
<td>NAB-60k</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train</td>
<td>67,000</td>
<td>660</td>
<td>91.6</td>
<td>30</td>
</tr>
<tr>
<td>Eval06</td>
<td>726</td>
<td>29</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>Eval06</td>
<td>742</td>
<td>30</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>Eval07</td>
<td>644</td>
<td>27</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>EPPS En</td>
<td>Train 230h</td>
<td>206,000</td>
<td>2,200</td>
<td>13</td>
</tr>
<tr>
<td>Train 1500h</td>
<td>1,300,000</td>
<td>15,500</td>
<td>1,534</td>
<td></td>
</tr>
<tr>
<td>Dev07</td>
<td>1,700</td>
<td>45</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Eval06</td>
<td>1,300</td>
<td>37</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>Eval07</td>
<td>1,600</td>
<td>42</td>
<td>2.9</td>
<td></td>
</tr>
</tbody>
</table>

- 11 whole word HMMs;
- per gender 214 states plus 1 for silence, no state tying;
- HMM segments with 2 identical emission distributions;
- Gaussian mixture densities;
- pooled diagonal covariances;
- 12 MFCC features;
- LDA on 5 adjacent input frames ($5 \times 12 = 60$ input features), which are reduced to 25 output features.

A.1.2 Read speech

In this work, American English read speech is investigated on the Wall Street Journal (WSJ) corpora. The WSJ corpora are composed of business journal texts, which are read by American journalists [Pallett & Fiscus+ 93, Pallett & Fiscus+ 95, Kubala 95] and recorded under clean conditions. The WSJ data has been collected by the National Institute of Standards and Technology (NIST) under the Advanced Research Projects Agency (ARPA) human technology research program.

The WSJ0 training corpus consists of approximately 15 hours of speech. In addition, the November ’94 NAB training corpus consists of the 84 speakers of the above WSJ0 corpus plus the 200 additional speakers of the WSJ1 corpus, leading to a total of approximately 81
hours of speech. Recognition systems are available for vocabularies of 20k and 65k words, for which the evaluation is performed on the NAB November ’94 H1 development test corpus. The development corpus is composed of approximately 49 minutes of speech from 20 speakers. The corpus statistics is given in Table A.1. The out-of-vocabulary (OOV) rate is 2.6% (NAB 20k) and 0.7% (NAB 65k) on the combined Dev/Eval corpus.

Recognition system: Nov. ’94 NAB.

- vocabularies:
  - 19,978 words plus 2,434 pronunciation variants (NAB 20k),
  - 64,736 words plus 5,234 pronunciation variants (NAB 65k);
- trigram language model with perplexity (PP):
  - \[ PP_{Dev} = 125, \quad PP_{Eval} = 137 \] (NAB 20k),
  - \[ PP_{Dev} = 146, \quad PP_{Eval} = 144 \] (NAB 65k);
- 3 × 2-states HMMs;
- 7,000 decision tree-based triphone states plus one silence state;
- across-word acoustic model;
- mixtures with a total of 412k Gaussian densities;
- one pooled diagonal covariance;
- 16 MFCC features plus first temporal derivatives and second derivative of the energy;
- LDA on 3 adjacent input frames \(3 \times 33 = 99\) input features), which are reduced to 33 output features.

A.1.3 European Parliament plenary speech (EPPS)

This task contains recordings from the European Parliament plenary sessions (EPPS). Again, the corpus statistics can be found in Table A.1. The training is only done on the transcribed data. The Dev06, Eval06, and Eval07 corpus are made up of 41, 41, and 50 different politicians and interpreters, respectively. The experiments are evaluated on these corpora via the NIST scoring toolkit\(^1\). The lexicon is derived from the British English example pronunciation dictionary (BEEP). Using this dictionary, statistical grapheme-to-phoneme conversion models [Bisani & Ney 03] are trained and used to produce pronunciations for words not covered by the original lexicon [Lööf & Bisani\(^+\) 06b, Lööf & Bisani\(^+\) 06a, Lööf & Gollan\(^+\) 07].

\(^1\)http://www.nist.gov/speech/tools/
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Recognition system: EPPS En.

- vocabulary: 52k words;
- 4-gram language model: $PP_{Dev06} = 96$, $PP_{Eval06} = 106$, $PP_{Eval07} = 110$;
- $3 \times 2$-states HMMs;
- across-word acoustic model;
- 4,501 mixtures with a total of 830k Gaussian densities;
- 16 MFCC features + 1 voicing feature;
- warped with fast variant of VTLN;
- LDA on 9 adjacent input frames ($9 \times 17 = 153$ input features) which are reduced to 45 output coefficients;
- SAT/CMLLR.

A.1.4 Mandarin broadcasts

1,534h of broadcast news (BN) and broadcast conversations (BC) of speech data collected by LDC are used for the training. The corpus includes data from the Hub4 and TDT4 corpora and from the first three years of the GALE project (releases P1R1-4, P2R1-2, P3R1). For the development cycle of the system, a 230h subset of the corpus has been created. The subset contains the HUB4 corpus (30h), 100h of BN and 100h of BC from the four releases of the first year of the GALE project. Table A.1 offers detailed statistics for the corpora used. For the final systems we use the GALE 2007 development corpus (Dev07) for tuning and the GALE 2006 (Eval06) and GALE 2007 evaluation corpus (Eval07) for testing. The three corpora used are manually segmented and provided by LDC. In addition, the training transcripts were preprocessed by UW-SRI as described in [Venkataraman & Stolcke'04]. The NIST scoring toolkit is used for evaluation. The RWTH Mandarin LVCSR system follows a common approach for Mandarin LVCSR systems and uses word-based toneme pronunciation models [Plahl & Hoffmeister'08, Plahl & Hoffmeister'09]. The language model used in this work was kindly provided by UW and SRI. It is the pruned 4-gram language model used in the GALE 2007 summer evaluation [Hoffmeister & Plahl'07, Plahl & Hoffmeister'08, Plahl & Hoffmeister'09].

Recognition system: BNBC Cn 230h.

- vocabulary: 60k words;
- 4-gram language model ($PP_{Dev07} = 367$, $PP_{Eval06} = 636$);
- $3 \times 1$-states HMMs;
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- across-word acoustic model;
- 4,501 mixtures with a total of 1,100k Gaussian densities;
- 16 MFCC features;
- warped with fast variant of VTLN;
- LDA on 9 adjacent input frames (16 × 9 = 144 input features), which are reduced to 45 output coefficients;
- 1 tone feature including first and second derivatives;
- SAT/CMLLR.

Recognition system: BNBC Cn 1500h.

- vocabulary: 60k words;
- 4-gram language model (PP_{Dev07} = 367, PP_{Eval06} = 636);
- 3 × 1-states HMMs;
- across-word acoustic model;
- 4,501 mixtures with a total of 1,200k Gaussian densities;
- 16 PLP features + 1 voicing feature;
- warped with fast variant of VTLN;
- window over 9 consecutive frames;
- plus 1 tone feature including first and second derivatives;
- augmented with 32 neural network (NN) features [Hwang & Peng+ 07, Chen & Zhu+ 04, Hermansky & Ellis+ 00b];
- dimension reduction of input features ((16 + 1)×9 + 3 + 32 = 188) to 80 output coefficients by means of SAT/CMLLR.

A.2 Part-of-Speech Tagging

Part-of-speech tagging is the process of extracting the smallest units of meaning (concepts) out of a given input sentence. Adopting the approach in [Ramshaw & Marcus 95], part-of-speech tagging transforms a sequence of words $x_1^N = x_1, \ldots, x_N$ into a sequence of tags $c_1^N = c_1, \ldots, c_N$. The task of part-of-speech tagging is illustrated in Figure A.1. In this work, CRFs are used to implement part-of-speech tagging. The best models include lexical features considering the two nearest neighbors, bigram tagging features, capitalization features, prefix and suffix features
of length four, and a sentence end feature. The experiments are evaluated on the respective development and test sets for the three corpora via the NIST scoring toolkit. As error criterion we use the well-known concept error rate (CER), which is defined as the ratio of the sum of deleted, inserted and confused concepts (not tags, see Figure A.1) and the total number of concepts in all reference strings. Substitutions, deletions and insertions are calculated using a Levenshtein-alignment between a hypothesis and a given reference concept string. NULL tokens are deleted from hypothesis and reference transcription before scoring.

A.2.1 French Media

The so-called Media corpus is a state-of-the-art corpus especially designed for the evaluation of spoken language understanding systems [Devillers & Maynard 04]. It covers the domain of the reservation of hotel rooms and tourist information and the incorporated concepts have been designed to match this task. There is e.g. a concept for a hotel name or a room type. The corpus is divided into three parts: a training set, a development set and an evaluation set. Within this corpus, modes and specifiers are also manually annotated. The experiments carried out in this thesis can be directly compared with the so-called relaxed-simplified condition within the Media/Evalda project. Here, some specifiers are dropped and thus, the resulting data is not as sparse. The corpus statistics is given in Table A.2. The best model comprises 1.7M feature functions [Hahn & Lehnen 08, Hahn & Lehnen 09].

Tagging system: French Media.

- vocabulary: 2,210 words and 99 concepts;
- lexical features, bigram concept features, word part features (capitalization, suffixes).

A.2.2 Polish

The data for the Polish corpus has been collected at the Warsaw Transportation call-center [Marasek & Gubrynowicz 08]. Also as part of the LUNA project, the manual annotation of these human-human dialogs has been performed [Mykowiecka & Marasek 07]. This corpus covers the domain of transportation information like e.g. transportation routes, itinerary, stops, or fare reductions. Three subsets have been created using the available data.
Table A.2: Statistics for part-of-speech tagging corpora. The vocabulary counts refer to the number of concepts or words observed in the corpus and covered by the vocabulary.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Data</th>
<th>Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Tokens</td>
<td>#NULL tokens</td>
</tr>
<tr>
<td></td>
<td>Words</td>
<td>Concepts</td>
</tr>
<tr>
<td>French</td>
<td>Train</td>
<td>12,908</td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>1,259</td>
</tr>
<tr>
<td></td>
<td>Eva</td>
<td>3,005</td>
</tr>
<tr>
<td>Polish</td>
<td>Train</td>
<td>8,341</td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>2,053</td>
</tr>
<tr>
<td></td>
<td>Eva</td>
<td>2,081</td>
</tr>
</tbody>
</table>

subsets. It is the first SLU database for Polish. The corpus statistics is summarized in Table A.2.

- Tagging system: Polish.
  - vocabulary: 4,081 words and 195 concepts;
  - lexical features, bigram concept features, word part features (capitalization, prefixes, suffixes).

### A.3 Handwriting Recognition

At some points in this work, complex algorithms are tested on “simple” image recognition tasks rather than on the more complex speech recognition tasks.

#### A.3.1 Isolated digits

The well-known United States Postal Service (USPS) handwritten digit database consists of isolated and normalized images of handwritten digits taken from US mail envelopes scaled down to 16x16 pixels. The database contains a separate training and test set with 7,291 and 2,007 images, respectively.\(^2\) One disadvantage of the USPS corpus is that no development test set exists, resulting in the possible underestimation of error rates for all of the reported results. Note that this disadvantage holds true for almost all data sets available for image object recognition. The US Postal Service task is still one of the most widely used reference data sets for handwritten character recognition and allows fast experiments due to its small size. The test set contains a large amount of image variability and is considered to be a “hard” recognition task. Good error rates are in the range of 2-3% and use advanced modeling techniques, e.g.

\(^2\)Data available from ftp://ftp.kyb.tuebingen.mpg.de/pub/bs
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Figure A.2: IFN/ENIT corpora splits used in 2005 and 2007.

deforamation models [Keysers & Deselaers+ 07].

Recognition system: USPS.

• vocabulary: 10 digits;
• gray-scale features augmented with Sobel-based derivatives, amounting to 512 features;
• 10 GMMs, each with 16 densities.

A.3.2 Isolated town names

The IFN/ENIT database [Pechwitz & Maddouri+ 02] contains Arabic handwriting. The database is divided into four training folds with an additional fold for testing [Märgner & Pechwitz+ 05]. The current database version (v2.0p1e) contains a total of 32,492 Arabic words handwritten by more than 1,000 writers, and has a vocabulary size of 937 Tunisian town names. Additionally, the submitted systems to the ICDAR 2007 competition [Märgner & Abed 07] are trained on all datasets of the IFN/ENIT database and evaluated for known datasets. Here, we follow the same evaluation protocol as for the ICDAR 2005 and 2007 competition (see Figure A.2). The corpus statistics for the different folds can be found in Table A.3.

Without any preprocessing of the input images, simple appearance-based image slice features \( X_t \) are extracted at every time step \( t = 1, \ldots, T \). These features are augmented by their spatial derivatives in horizontal direction \( \Delta_t = X_t - X_{t-1} \). In order to incorporate temporal and spatial context into the features, 7 consecutive features in a sliding window are concatenated, which are then reduced by a PCA transformation matrix to a feature vector \( x_t \). A character-based lexicon is used to represent the town names [Dreuw & Heigold+ 09].

Recognition system: IFN/ENIT.

• vocabulary: 937 town names;
• appearance-based image slice features augmented with first spatial derivatives;
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Table A.3: Statistics for handwriting corpora, a, b, c, d, and e are the different folds of the IFN/ENIT database.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>#Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Digits</td>
</tr>
<tr>
<td></td>
<td>#Towns</td>
</tr>
<tr>
<td></td>
<td>#Frames</td>
</tr>
<tr>
<td>USPS</td>
<td></td>
</tr>
<tr>
<td>train</td>
<td>7,291</td>
</tr>
<tr>
<td>test</td>
<td>2,007</td>
</tr>
<tr>
<td>IFN/ENIT</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>6,537</td>
</tr>
<tr>
<td></td>
<td>451,860</td>
</tr>
<tr>
<td>b</td>
<td>6,710</td>
</tr>
<tr>
<td></td>
<td>459,446</td>
</tr>
<tr>
<td>c</td>
<td>6,477</td>
</tr>
<tr>
<td></td>
<td>451,524</td>
</tr>
<tr>
<td>d</td>
<td>6,735</td>
</tr>
<tr>
<td></td>
<td>451,466</td>
</tr>
<tr>
<td>e</td>
<td>6,033</td>
</tr>
<tr>
<td></td>
<td>404,489</td>
</tr>
</tbody>
</table>

- PCA on 7 adjacent slices, projected down to 30 dimensions;
- 121 characters (“monophones”) to represent town names, including silence;
- 361 HMM states modeled by 36k Gaussian densities with globally pooled variances, model length estimation (MLE) for character-dependent model lengths as proposed in [Dreuw & Jonas+ 08, Dreuw & Rybach+ 09].
Appendix B

Symbols and Acronyms

In this appendix, all relevant mathematical symbols and acronyms which are used in this thesis are defined for convenience. Detailed explanations are given in the corresponding chapters.

B.1 Mathematical Symbols

$\alpha_c$ log-linear model parameter associated with feature function $f_r(x, c) = \delta(c, \gamma)$

$A(\cdot, \cdot)$ accuracy between two strings, e.g. phoneme accuracy

$A(\cdot, \cdot)$ auxiliary function

$c$ class $c$

$c_{sl}$ mixture weight of a Gaussian distribution in a Gaussian mixture model (GMM) where $s$ is the state and $l$ is the index of the Gaussian distribution

$\text{const}(x)$ function that does not depend on variable $x$

$D$ dimension of acoustic feature vector

$\delta(i, j)$ Kronecker delta, equals one for $i = j$, and zero otherwise

$\text{det}, |\cdot|$ determinant of a matrix

$E(\cdot, \cdot)$ error between two strings, e.g. word error

$f$ smoothing function in unified training criterion

$f_i(x, c)$ feature function $f_i : \mathbb{R}^D \times \mathbb{Z} \to \mathbb{R}$ in log-linear models

$G(\cdot)$ growth transformation

$I$ unity matrix

$l$ density index of a mixture
$l(\cdot)$  
loss function

$\lambda_i$  
model parameter associated with feature function $f_i$ in a log-linear model

$\lambda$  
vector of log-linear model parameters, $\lambda := (\lambda_1, \ldots)$

$\Lambda$  
set of model parameters, e.g. $\Lambda = \{\lambda\}$ in case of log-linear models

$\mu$  
mean of a Gaussian distribution

$N, N_r, M$  
number of words in a speech segment

$\mathcal{N}(x|\mu; \Sigma)$  
Gaussian distribution with mean vector $\mu$ and with covariance matrix $\Sigma$

$p(s_t|s_{t-1}, W)$  
first-order transition probability given the spoken word sequence $W$ (transition model)

$p(s)$  
HMM state prior

$p_t(s_t = s|X, W)$  
posterior of HMM state $s$ at time frame $t$ given acoustic observation vectors $X$ and word sequence $W$ (FB probability)

$p_t(s_t = s|X \setminus x_t, W) := p_t(s_t = s|X, W)/p(x_t|s_t)$ (context prior)

$p(w|h)$  
language model probability of a word $w$ given the history $h$

$p(W|X)$  
posterior for the spoken word sequence $W$ given the acoustic observations $X$

$p(W), p(w_1^N)$  
prior for a word sequence (language model)

$p(X), p(x_1^T)$  
probability for the acoustic observations (evidence)

$p(X|W), p_\Lambda(X|W)$  
probability for the acoustic observations $X$ given the word sequence $W$ (acoustic model)

$p(X, S|W)$  
joint probability for the acoustic observations $x_1^T$ and sequence of Hidden Markov Model states given the word sequence $w_1^N$

$r$  
index of speech segment

$R$  
number of speech segments

$s$  
HMM state

$s_1^T, S$  
HMM state sequence

$\sigma^2$  
variance of a Gaussian distribution

$\Sigma$  
covariance matrix of a Gaussian distribution

$t, \tau$  
time frame index

$T$  
number of time frames in a segment
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\[ \top \] transpose of a vector or matrix

\[ \textbf{tr}, \text{trace} \] trace of a matrix

\[ w, v \] word indices

\[ w_1^N, v_1^M, W, V \] word sequence, e.g. \( w_1^N = w_1 w_2 \ldots w_N \)

\[ x_t^T, X \] sequence of acoustic observation vectors, e.g. \( x_t^T = x_1, x_2, \ldots, x_T \)

\[ x \] feature vector

\[ x_t \] feature vector at time frame \( t \)

\[ F(\Lambda) \] objective function \( F : \mathbb{R}^{|A|} \mapsto \mathbb{R} \) (training criterion), to be maximized

\[ \circ \] composition of two WFSTs
B.2 Acronyms

- **ASR**  Automatic Speech Recognition
- **CART**  Classification And Regression Tree
- **CER**  Concept Error Rate
- **CMLLR**  Constrained Maximum Likelihood Linear Regression
- **CRF**  Conditional Random Field
- **EBW**  Extended Baum Welch
- **EM**  Expectation Maximization
- **EPPS**  European Parliament Plenary Sessions
- **FB**  Forward Backward
- **FST**  Finite State Transducer
- **GALE**  Global Autonomous Language Exploitation
- **GD**  Gradient Descent
- **GIS**  Generalized Iterative Scaling
- **GHMM**  Gaussian HMM
- **GMM**  Gaussian Mixture Model
- **HCRF**  Hidden CRF
- **HMM**  Hidden Markov Model
- **LDA**  Linear Discriminant Analysis
- **LHMM**  Log-linear HMM
- **LM**  Language Model
- **LMM**  Log-linear Mixture Model
- **LUNA**  spoken Language Understanding in multilingual communication systems
- **LVCSR**  Large Vocabulary Speech Recognition
- **MBR**  Minimum Bayes Risk
- **MCE**  Minimum Classification Error
- **MFCC**  Mel Frequency Cepstral Coefficients
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi Layer Perceptron</td>
</tr>
<tr>
<td>MMI</td>
<td>Maximum Mutual Information</td>
</tr>
<tr>
<td>MPE</td>
<td>Minimum Phoneme Error</td>
</tr>
<tr>
<td>MWE</td>
<td>Minimum Word Error</td>
</tr>
<tr>
<td>NAB</td>
<td>North American Business</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>OCR</td>
<td>Optical Character Recognition</td>
</tr>
<tr>
<td>PAC</td>
<td>Probably Approximately Correct</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PLP</td>
<td>Perceptual Linear Prediction</td>
</tr>
<tr>
<td>PP</td>
<td>Language Model Perplexity</td>
</tr>
<tr>
<td>Rprop</td>
<td>Resilient Propagation</td>
</tr>
<tr>
<td>RWTH</td>
<td>Rheinisch Westfälische Technische Hochschule</td>
</tr>
<tr>
<td>SAT</td>
<td>Speaker Adaptive Training</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TC-STAR</td>
<td>Technology and Corpora for Speech to Speech Translation</td>
</tr>
<tr>
<td>TDP</td>
<td>Time Distortion Penalty</td>
</tr>
<tr>
<td>USPS</td>
<td>US Postal Service</td>
</tr>
<tr>
<td>VTLN</td>
<td>Vocal Tract Length Normalization</td>
</tr>
<tr>
<td>WER</td>
<td>Word Error Rate</td>
</tr>
<tr>
<td>WFST</td>
<td>Weighted FST</td>
</tr>
<tr>
<td>WSJ</td>
<td>Wall Street Journal</td>
</tr>
</tbody>
</table>
Bibliography


# Curriculum Vitae

## Personal Information

<table>
<thead>
<tr>
<th>Name</th>
<th>Georg Heigold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of birth</td>
<td>April 22, 1974</td>
</tr>
<tr>
<td>Place of birth</td>
<td>Lucerne, Switzerland</td>
</tr>
<tr>
<td>Nationality</td>
<td>Swiss</td>
</tr>
</tbody>
</table>

## Education

<table>
<thead>
<tr>
<th>Year</th>
<th>Institution</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1981 – 1987</td>
<td>Primary school in Reussbühl, Switzerland</td>
<td></td>
</tr>
<tr>
<td>1987 – 1994</td>
<td>Secondary school in Reussbühl, Switzerland (Matura)</td>
<td></td>
</tr>
<tr>
<td>1995 – 2000</td>
<td>B.A. &amp; M.A. in Physics, ETH Zurich, Switzerland</td>
<td>major fields: solid state physics, neutron scattering minor field: probability and statistics</td>
</tr>
</tbody>
</table>

## Working Experience

<table>
<thead>
<tr>
<th>Year</th>
<th>Institution</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000 – 2003</td>
<td>De La Rue International Limited, Berne, Switzerland</td>
<td>Software developer (document security group)</td>
</tr>
<tr>
<td>2004 – 2009</td>
<td>Chair of Computer Science 6 (Human Language Technology and Pattern Recognition, RWTH Aachen University</td>
<td>Research assistant and Ph.D. student (statistical speech recognition)</td>
</tr>
<tr>
<td>Summer 2008</td>
<td>Internship at Microsoft research Redmond lab</td>
<td></td>
</tr>
</tbody>
</table>