Superspreading is the greatly enhanced spreading of aqueous solutions of trisiloxane surfactants on hydrophobic substrates, is of great interest in fundamental physics and technical applications. Despite numerous studies in the last 20 years, the superspreading mechanism is still not well understood, largely because the molecular scale cannot be resolved appropriately either experimentally or using continuum simulations. The absence of molecular-scale knowledge has led to a series of conflicting hypotheses based on different assumptions of surfactant behavior. We report a series of large-scale molecular dynamics simulations of aqueous solutions of superspreading and non-superspreading surfactants on different substrates. We find that the transition from the liquid–vapor to the solid–liquid interface is smooth for superspreading conditions, allowing direct adsorption through the contact line. This finding complements a study [Karapetsas et al., J. Fluid Mech., 2011, 670, 5–37], which predicts that superspreading can occur if this adsorption path is possible. Based on the observed mechanism, we provide plausible explanations for the influence of the substrate hydrophobicity, the surfactant chain length, and the surfactant concentration on the superspreading phenomenon. We also briefly address that the observed droplet shape is a mechanism to overcome the Huh–Scriven paradox of infinite viscous dissipation at the contact line.

1 Introduction

Superspreading is the ultra-rapid wetting of aqueous droplets on hydrophobic substrates enabled by trisiloxane surfactants. Dependent on the substrate hydrophobicity, the chain length of the hydrophilic tail, and the surfactant concentration, superspreading is maximized for intermediate values of all of these factors, and vanishes if any factor deviates too far from its optimum. Notably, the surfactant concentration for maximal spreading rates occurs just below a bulk-phase transition from surfactant vesicles to lamellar phases.1–8 Superspreading is the only known mechanism, with the possible exception of voltage-induced spreading,9 that can lead to rapid spreading.10 It is therefore highly relevant to both fundamental physics, because of the violation of typically known spreading laws, and to industrial applications, because of the need to optimize the effect and to develop alternative superspreading agents, as current superspreading agents are known to be toxic.11 While the phenomenon has been extensively studied in the last 20 years by numerous groups from both industry and academia, it is still not understood how or why trisiloxane surfactants facilitate superspreading.3–5

Spreading dynamics of droplets can often be described by a power law,

\[ r \propto t^\alpha, \]

where \( r \) is the base radius of the droplet, \( t \) is the time, and \( \alpha \) is the spreading exponent characterizing the spreading regime, which results from a balance of driving and refraining forces and depends on the underlying physics.10 For small droplets, the driving force is typically differences in surface free energies, whereas the refraining force can vary. After depositing a droplet on a substrate, the spreading passes through different regimes. Right after deposition, the refraining force is inertia; the spreading exponent in this regime is \( 1/5 \leq \alpha \leq 1/2 \).12 After a characteristic time that depends on the droplet size and fluid properties, the spreading decelerates and the droplet enters a second regime, in which the refraining force is viscous dissipation at the contact line. Lubrication theory and the no-slip
boundary condition between the substrate and the droplet predict the Huh–Scriven paradox of logarithmically diverging viscous dissipation at the contact line.\(^{10,13}\) Obviously, these approximations must break down at the contact line because such a result conflicts with the observed spreading of droplets. However, this finding illustrates why the region near the contact line is important for the viscous spreading regime.

Various models have been proposed to overcome the singularity at the contact line, the most commonly used of which are the hydrodynamic model (HDM) and molecular kinetic theory (MKT). In the HDM, singularities at the contact line are avoided by allowing slip.\(^{10,14}\) In MKT, contact-line motion is described via molecular jumps.\(^{15}\) The models predict different spreading exponents: HDM and MKT predict \(z_{3D,HDM} = 1/10\) and \(z_{3D,MKT} = 1/7\) in three dimensions, and \(z_{2D,HDM} = 1/7\) and \(z_{2D,MKT} = 1/5\) in two dimensions.\(^{10,16}\) The 3D spreading exponent for the HDM corresponds to the most frequently observed spreading exponent and matches “Tanner’s law.”\(^{10,17}\)

Recently, Wang et al.\(^{18}\) showed that aqueous solutions of trisiloxane surfactants on hydrophobic substrates pass through the regimes described above. They observed two major differences between superspreading and non-superspreading solutions of trisiloxane surfactants. First, in the viscous spreading regime, the spreading exponent of non-superspreading surfactants agreed with Tanner’s law, with \(z \approx 1/10\). For the superspreading surfactant, the spreading exponent was slightly larger, with a value of \(z \approx 1/7\). The authors concluded that the HDM describes non-superspreading wetting well, while the underlying mechanism for superspreading case in the viscous regime is closer to the MKT. Second, while spreading remained in the viscous regime for non-superspreading surfactants, superspreading droplets entered a third spreading regime, the superspreading regime. In their study, spreading exponents in this regime were \(0.25 \leq z \leq 0.5\). Other authors have measured similar or larger spreading exponents for this regime.\(^{19}\)

While there is a debate about the relevant mechanisms of superspreading, there is a consensus that different effects pertain at both the micro- and macroscales. At the macroscopic scale, Marangoni stresses are the most frequently cited driving forces for superspreading, although other influences are also mentioned.\(^ {4,5,20}\) At the microscale, several molecular mechanisms have been proposed.\(^ {19,21–25}\) Apart from the theory of Kabalnov,\(^ {22}\) which attributes superspreading to large negative spreading coefficients facilitated by vesicle formation, the contact-line region of the droplet is commonly considered crucial for superspreading. Specifically, theories or models that explain superspreading are based on various assumptions: for instance, that vesicles unzip at the contact line,\(^ {21}\) that a thick precursor stabilized by vesicles is formed,\(^ {23}\) that surfactants diffuse rapidly to the three-phase contact line from the bulk,\(^ {19}\) that surfactants adsorb directly from the liquid–vapor interface to the solid–liquid interface,\(^ {24}\) or that surfactants form a bilayer that precedes the droplet.\(^ {25}\)

For most proposed molecular mechanisms, it is unclear exactly how the hindrance of rapid spreading because of extreme viscous dissipation at the contact line should be resolved. However, Karapetsas et al.\(^ {24}\) showed in computational fluid dynamics simulations that the extreme dissipation can be overcome and superspreading can occur if Marangoni stresses arise and are maintained during spreading. In their study Marangoni stresses and surfactant concentrations gradients resulted from surfactants being both soluble and being able to adsorb directly through the contact line from the liquid surface to the solid–liquid interface. While the solubility of trisiloxane surfactants is well-known, it is unclear how direct adsorption through the contact line works; formation of a bilayer ahead of the droplet has been hypothesized.\(^ {24}\) The study proves that superspreading can be facilitated by Marangoni stresses but does not provide evidence for how these stresses develop and are maintained. The underlying molecular mechanisms remain subject to speculation.

As suggested by Maldarelli,\(^ {26}\) molecular dynamics (MD) simulations are required for further insights into the molecular mechanisms of superspreading. In 2001, McNamara et al.\(^ {27}\) reported spreading simulations of simple model molecules. They observed that surfactants can enhance wetting and that the contact-line region can exhibit a smooth transition instead of a sharp edge. The finding that surfactants can enhance wetting, especially when interactions between the substrate and the hydrophobic part of the surfactant are strong, is confirmed in simulations by Kim et al.\(^ {28}\) MD simulations directly connected to superspreading have already been performed by Shen et al.\(^ {29}\) and Halverson et al.\(^ {30}\) Shen et al. studied the effect of the surfactant shape using simple Lennard-Jones (LJ) model surfactants and found that T-shaped surfactants increase spreading velocities compared to linear ones. Moreover, the formation of bilayers was discovered, even though the model was relatively simple and the simulation contained only \(\approx 10^4\) beads. The study by Halverson et al. used larger droplets and surfactant models that were supposed to be more realistic. However, their simulations disagreed with experiment because the model for the trisiloxane surfactant was inaccurate.\(^ {31}\)

Finally, in a recent MD study using a coarse-grained potential, formation of precursor bilayers was observed for the spreading of aqueous solutions of trisiloxane surfactants.\(^ {32}\) The coarse-grained model’s capability of representing surfactant–water mixtures are demonstrated in the ESI of ref. 32. However, there it is also reported that the interaction energy of the trisiloxane head and the substrate was \(\varepsilon_{CM} > 1.4k_B\) and \(\varepsilon_{D-CM} > 1.4k_B\); the exact values were not reported. These values are much greater than the value of \(\varepsilon_{CM} = 0.78k_B\) and \(\varepsilon_{D-CM} = 0.39k_B\) which would have been consistent with the rest of their model. The greatly increased attraction between the substrate and the hydrophobic part of the surfactant of course promotes contact between the trisiloxane head group and the substrate, which in their simulations manifests in the formation of bilayers. It is thus possible that their observation is an artefact caused by the modifications of the force field, and thus not reflective of the actual behavior of superspreading droplets.

We report large-scale MD simulations of water droplets laden with different trisiloxane and alkyl ethoxylate surfactants on various substrates. Simulations were performed with molecular
models that we developed for application to the superspreading problem.\textsuperscript{33} We cover different conditions that correspond to superspreading and non-superspreading scenarios in experiment. Specifically, we cover substrates from too hydrophilic to too hydrophobic substrates and surfactants from too short to too long, an intermediate state in which superspreading occurs in experiment, and a reference simulation with alkyl ethoxylate surfactants. We emphasize that although the simulations are large-scale for an MD framework, the simulated droplets are still nanoscopic. Because superspreading involves macroscopic effects, namely Marangoni stresses, we cannot hope to capture the effect directly in our simulations. However, the molecular mechanisms underlying superspreading can be resolved on the nanoscale and are accessible from our simulations.

In Section 2, we describe the simulation setup and the methods used to analyze the simulations. In Section 3, we report a smooth contact-line transition for simulations at superspreading conditions similar to that observed by McNamara et al.\textsuperscript{27} The relation of this mechanism to the Huh–Sciven paradox\textsuperscript{13} is briefly addressed and the relevance to superspreading is discussed in Section 4. The observed mechanism complements the simulation study by Karapetsas et al.\textsuperscript{24} and allows plausible explanations for the complex dependency of the superspreading mechanism on the surface energy of the substrate and the size of the surfactants. We offer our conclusions in Section 5.

2 Methods

2.1 Simulation setup

We performed MD simulations with cylindrical droplets of aqueous solutions of different surfactants on different polymer substrates. Simulations were carried out in a three-dimensional domain with periodic boundary conditions in each dimension. The substrate was parallel to the xy-plane and the axis of the cylinder was in the y-direction. The cylindrical droplet shape was maintained using the periodic boundary condition in the y-direction. Simulations of cylindrical droplets are computationally less intensive than those of spherical droplets and avoid effects caused by line tension. Based on the work of Halverson et al.\textsuperscript{10} where only minor differences were observed between cylindrical and spherical geometries in simulations of surfactant-enhanced wetting, we expect the usage of cylindrical instead of spherical droplets on simulation results to be of minor importance. A few properties, however, such as the spreading exponent, depend on the droplet geometry and must be translated between simulation and experiments that are usually performed with spherical droplets.\textsuperscript{16}

The interaction of all materials are described with our recently developed molecular model,\textsuperscript{33} which combines the TIP4P/2005 water model\textsuperscript{14} with quantum-chemistry based models for the surfactants and substrates.\textsuperscript{35–38} This all-atom model uses fixed charges for Coulomb interactions and Lj and Buckingham potentials for van der Waals (vdW) interactions. Parameters for the water–surfactant and water–substrate vdW interactions were empirically optimized to reproduce structural, energetic, and dynamic properties of simple model molecules and then validated in simulations of surfactants at the water surface.\textsuperscript{33}

Simulations were performed with three different polymer substrates: polypropylene (PP), poly(ethylene oxide) (PEO), and polytetrafluoroethylene (PTFE). These different substrates include a substrate that is too hydrophobic (PTFE), one that is just right (PP),\textsuperscript{39} and another that is too hydrophilic (PEO) for superspreading. While spreading experiments with trisiloxane-laden water droplets on PEO are not available, the small contact angle of around 20° indicates that the material is too hydrophilic for superspreading.\textsuperscript{3,40} To prepare the substrates, monodisperse polymer chains with $n_{\text{mon,PP}} = 101$, $n_{\text{mon,PEO}} = 50$, or $n_{\text{mon,PTFE}} = 101$ monomers were used to create amorphous bulk configurations with the polymer builder of the MAPS platform.\textsuperscript{41} The size of the box was 50 Å × 80 Å × 30 Å. The number of chains were $n_{\text{PP}} = 30$, $n_{\text{PEO}} = 34$, and $n_{\text{PTFE}} = 31$. The bulk systems were equilibrated in the NPT ensemble at a pressure of 1 atm with variable box dimensions only in the z-direction. The simulation was run for 1 ns at 500 K, was then cooled down to 300 K within 1 ns and run for another nanosecond at 300 K. Afterwards, periodic boundary conditions were removed in the z-direction, the box length in z-direction was extended and the simulation was run for another 1.5 ns. The resulting slabs had a thickness of approximately 30 Å and were used to generate substrate materials for the spreading simulations. The resulting surfaces are atomistically smooth and have no patterns or significant mesoscale roughness that would impact the spreading behavior. We expect the effect of roughness on the atomistic scale to be of minor importance. The labels in the figures and tables below describing simulations on different substrates correspond to the polymer abbreviations introduced above.

We ran simulations with trisiloxane surfactants with $n = 3$, $n = 6$, and $n = 11$, and alkyl ethoxylate surfactants with $n = 6$ and $m = 11$ (see Fig. 1). The simulations are labeled T3, T6, T11, and CE, respectively. This choice of surfactants covers trisiloxane surfactants that are too long, too short, and just right for superspreading\textsuperscript{6} and one additional surfactant for comparison. Starting structures for the droplets were generated by creating a

![Fig. 1: Left: alkyl ethoxylate and right: trisiloxane surfactants. The hydrophilic part of both surfactants is a poly(ethylene oxide) chain. The horizontal line separates the hydrophilic and the hydrophobic parts of each surfactant. Red circles label the central atoms used in the analysis.](image-url)
cytosol from equilibrated bulk configurations of water. Surfactants were added to the surface to generate a fully covered droplet. Because trisiloxane surfactants are soluble, surfactants were added to the interior of the droplet to have a surfactant weight fraction \( w_s \approx 0.02 \) in the droplet interior in trisiloxane simulations, which is both well above the critical aggregate concentration of \( w_s \approx 3 \times 10^{-5} \) and the critical wetting concentration of \( w_s \approx 3 \times 10^{-3} \) for the onset of superspreading as defined and measured for T6 surfactants with an OH end group in ref. 42 and 43, as well as far into the superspreading regime, as shown in ref. 7.

Afterwards, simulations of the surfactant-laden droplet were equilibrated for 1 ns in the \( NVT \) ensemble at 300 K. To obtain fully covered droplets, we generated starting structures with different numbers of surfactant molecules at the interfaces. After equilibration, the shape of the droplets was examined. Droplets with overcrowded surfaces could easily be identified by the strong deviation from a circular droplet shape at the end of the equilibration period. Droplets with maximum surfactant concentration at the surface with only small deformations of the droplet were used in the spreading simulations.

Equilibration simulations were performed with Nosé–Hoover thermostats and barostats.\(^4^4\)\(^4^6\) The damping factors were set to \( \tau_T = 100 \) fs for the thermostat and \( \tau_p = 1000 \) fs for the barostat. Integration was performed with a four-stage, multiple-timesstep rRESPA algorithm,\(^4^7\) with a factor of two difference in the frequency of force evaluations between adjacent levels. Bonded interactions were evaluated in the innermost stage with a timestep of 0.5 fs. On the second level, we evaluated pair interactions within 6.0 Å, with interactions smoothly shifted to zero beginning at 4.5 Å. On the third level, pair interactions up to a distance of 10.0 Å were computed, with the potential shifted to zero starting at 8.0 Å. Long-ranged interactions were computed on the outermost level.

The initial configurations for the spreading simulations were assembled from the pre-equilibrated polymer slabs and droplets. The starting configurations for the spreading simulations are depicted in Fig. 2 for the different surfactants. The droplet radius for the T11 simulation was chosen to be larger because the surfactant was larger. We also note that although the droplet diameter for this surfactant was larger, fewer molecules can exist at the interface for this surfactant, because of the overlap of the hydrophobic tails resulting from the strong curvature of the nanoscale droplet. Further details on the simulation setup and the computational effort of the simulations is given in the ESI.

The choice of the thermostat can influence the simulation results in non-equilibrium simulations such as the spreading simulations reported here. Specifically, Heine et al.\(^4^9\) showed that spreading velocities can be affected by the thermostat, which is why we performed our simulations with two different thermostatting strategies. In the first approach, labeled LN below, the lower 5 Å of the substrate were held rigid, while the region from 5 Å to 10 Å was coupled to a Langevin thermostat\(^5^0\) to serve as an energy sink. The rest of the droplet was integrated using Newtonian dynamics. In a second approach, labeled NH below, the lower 5 Å of the substrate were also held rigid. The rest of the material was very weakly coupled to a Nosé–Hoover thermostat with damping factor \( \tau_T = 10 \) ps. Because of the relatively large system size with \( \approx 3 \times 10^9 \) particles and the large coupling constant \( \tau_p \), the thermostat has a negligible effect on the dynamics.\(^4^5\)

We used the PPPM algorithm to compute both long-range electrostatics\(^5^1\) and dispersion\(^5^2\)\(^5^3\) interactions in all simulations. Settings for the PPPM were as suggested in ref. 53. In spreading simulations, we used a two-stage rRESPA, with a factor of two between the inner and outer timesteps. The inner timestep, on which bonded and pair interactions up to 7.0 Å were computed, was 1 fs. Nonbonded interactions on the inner level were shifted to zero between 6.5 Å and 7.0 Å. Long-ranged interactions were computed on the outer level. All simulations were performed with the LAMMPS MD package with in-house modifications described in ref. 33. Videos of the simulation setup and an example of the spreading process are given in the ESI.

2.2 Analysis

Here, we describe the methods used in our analysis. In addition to properties reported here, we computed velocity fields and local temperatures. Results obtained for these quantities are given in the ESI.

2.2.1 Droplet geometry and spreading exponents. The base width of a droplet is the width of the solid–liquid contact area. Although the lower area of the droplet is not a circle in our simulations, we will in the following use the commonly used term “base radius” \( r \) for half of the base width. For the droplet simulations reported here, several challenges need to be overcome to compute the base radius. First, as the polymer substrate is flexible and amorphous, its surface is not as planar as those of crystalline substrates. Hence, a definition of the exact position \( z_{\text{base}} \) of the surface is not obvious. Second, if there are precursors or feet close to the three-phase contact line,
the shape of droplets can deviate from their macroscopic spherical or cylindrical cap shapes. In an MD simulation, which can resolve such deviations in the droplet shape, the base radius of the droplet right at the substrate surface is thus not necessarily comparable to the value reported in experiments.

The base radius \( r \) is computed in two steps. In the first step, we define the position of the solid–liquid interface \( z_{\text{base}} \). A histogram of the density of the water and surfactant molecules is computed with a \( 1\,\text{Å} \) wide grid in the \( x \) and \( z \) dimensions using a procedure similar to that of ref. 54. The densities are averaged over \( 10\,\text{ps} \), a time scale long enough to obtain data that is not too noisy, but also short enough to avoid distortion of the data because of changes in droplet shape that occur on much larger time scales. From the density histogram, the droplet domain is determined. Because the vapor phase is almost empty and the interface has a steep density gradient, the domain can be simply defined according to the density: any bins whose density is larger than 10 percent of the maximum density is considered “inside” the droplet. Bins considered inside the droplet but next to a vapor element are considered boundary elements. Next, we compute a histogram of the \( z \) position of the boundary elements. For small values of \( z \), the histogram has a peak which results from the flat surface close to the substrate. The position of the peak is used as the base position \( z_{\text{base}} \) of the droplet. The procedure of defining \( z_{\text{base}} \) is illustrated in Fig. 3.

In the second step, we use a method similar to that suggested by Halverson et al. to compute the base radius \( r \). As base radius, we use half the width of a rectangular cuboid that contains a fraction \( p \) of all atoms within a distance \( h \) from the base position \( z_{\text{base}} \) of the droplet. We tried different values for \( h \) and \( p \) and found that results, especially for the spreading exponent, are insensitive to these parameters. In the following, we report results for \( h = 10\,\text{Å} \) and \( p = 0.99 \).

Different spreading regimes were determined from log–log plots of the base radius over time. The spreading exponents were determined from fitting straight lines to the linear regimes of the log–log data.

The height \( h_d \) of the droplet is defined as the difference between the highest boundary element of the droplet and the base position of the droplet. If we assume that the droplet is a cylindrical cap, the contact angle \( \theta \) can be computed from

\[
h_d = \frac{r(1 - \cos \theta)}{\sin \theta}.
\]

To examine the macroscopic droplet shape we fit the droplet boundary to a circle. In the fit, we include only points of the boundary farther than 50 Å from the base position \( z_{\text{base}} \). This still leaves a sufficiently large fraction of the droplet to be included in the fit while eliminating the influence of the base region of the droplet. We note that strong deviations of the spherical droplet shape were observed in previous superspreading studies. This deviation, however, occurs in the superspreading regime and is possibly related to inertia and effects caused by surface tension gradients, neither of which can be captured in nanoscopic simulations. A circular fit is thus applicable, as is also visible from Fig. 3 and will be briefly validated later in Section 3.2.

### 2.2.2 Interfacial surfactant concentration.
Surfactants are considered adsorbed at the interfaces if their central atom (defined in Fig. 1) is within 15 Å of the droplet boundary. Among these surfactants, those whose central atom is within 15 Å of the substrate are classified as adsorbed to the solid–liquid interface, whereas the others are classified as adsorbed to the liquid–vapor interface. All other surfactants are considered as not adsorbed but in the interior of the droplet. The value of 15 Å was chosen because it gives a reasonable separation of the different regions, as shown in Fig. 3. The total surface area of the droplet is approximated by the number of border elements. The size of the bottom area is approximated by the number of border elements of the droplet less than 15 Å above the base position; the rest of the droplet surface is classified as part of the liquid–vapor interface. The surfactant concentration at the solid–liquid interface \( \Gamma_{\text{sl}} \) is the number of surfactants at the interface divided by the size of the interface.

### 2.2.3 Moment-based surface analysis of the droplet shape.
Differences in droplet shape at the contact line were quantified using a two-step approach based on image analysis. First, we use the binary Mumford–Shah segmentation model to define the location of the droplet interface. Next, we apply the moment-based analysis algorithm for implicit surfaces of Berkels et al. to locally classify the surface of the droplets. The entire process is illustrated in Fig. 4.

We use the binary Mumford–Shah segmentation functional

\[
E(\rho_c, \rho_v, \Omega_c) = \int_{\Omega_c} (\rho - \rho_c)^2 \, dA + \int_{\Omega_v} (\rho - \rho_v)^2 \, dA + \eta \text{Per}(\Omega_c),
\]

where \( \rho \) is the histogram of the local densities of the droplet (cf. Section 2.2), \( \rho_c \) and \( \rho_v \) are the constant densities of the condensed and vapor phase, \( \Omega \) is the computational domain, \( \Omega_c \) and \( \Omega_v \) are the domains of the condensed and vapor phase, and \( \text{Per}(\Omega_c) \) is the perimeter of \( \Omega_c \) in \( \Omega \), which is essentially the length of the interface between the condensed

---

**Fig. 3** Analysis steps. Left: simulation snapshot. Second from left: density, with a circular fit defined from the boundary elements, and a horizontal line at \( z_{\text{base}} \). Middle: boundary elements. Second from right: position of the center surfactant atoms given in Fig. 1. The atoms are labeled according to whether they are classified as at the liquid surface (blue), solid–liquid interface (red), or in the bulk (black). Right: histogram of the \( z \) position of the boundary elements. \( z_{\text{base}} \) is the \( z \) position of the highest peak.
and vapor phase. The interface of the system is defined by minimizing eqn (3) with respect to $\rho_e$, $\rho_v$, and $\Omega_e$. The last term in the functional is a penalty term; $\eta$ is a parameter that controls the weight of this term and can be adjusted to control the smoothness of the generated segmentation. Large values of $\eta$ lead to smaller interfaces by smoothening edges. We used $\eta = 0.005 \text{ g } \text{Å} \text{cm}^{-3}$ because it provided smooth droplet shapes while preserving the shape of the droplet well. For the minimization with respect to the set $\Omega_e$, the unconstrained convex reformulation proposed in ref. 58 is used. The resulting convex minimization problem is solved using a first-order primal–dual algorithm.\textsuperscript{59} For fixed $\rho_e$ and $\rho_v$, we can find a global minimizer of the non-convex binary segmentation problem. The Mumford–Shah segmentation was performed with the quocmesh library.\textsuperscript{60}

The contour of the computed condensed phase is classified using a moment-based surface analysis. The zero moment shift of the boundary of the object $\Omega_e$ is defined as $M^0_0[\Omega_e](x)$

$$M^0_0[\Omega_e](x) = \frac{1}{\pi \varepsilon^2} \int_{B(x)} d_{\Omega_e}(y)(y - x)dy, \quad (4)$$

where $x$ is a point on the boundary of $\Omega_e$, the integral is performed over a disk $B(x)$ centered at position $x$ with radius $\varepsilon$, and $d_{\Omega_e}(y)$ is the signed distance function of $\Omega_e$. The distance function gives the Euclidean distance of any point in the image to the boundary of the object. The signed distance function is equal to the distance function with the difference that it is defined as positive outside the object and as negative inside the object. The surface classifier $C(x)$ is defined from the surface moment as

$$C(x) = g_{\beta}(\|M^0_0[\Omega_e](x)\|/\varepsilon^2), \quad (5)$$

where

$$g_{\beta}(t) = \frac{1}{1 + \beta t^2}. \quad (6)$$

Smaller values of $C(x)$ correspond to flatter regions close to a position $x$ on the surface, $C(x)$ can thus be used to locally characterized the surface. We note that $g_{\beta}$ monotonically maps $\|M^0_0[\Omega_e](x)\|/\varepsilon^2$ into the interval (0,1). The use of this function is motivated in ref. 57. The function or the included parameter $\beta$ only scale the results and do not qualitatively change them. The only parameters that qualitatively influences the results is the radius of the disk $\varepsilon$, which defines the order of magnitude on which the surface should be characterized. The value of $\varepsilon$ should therefore be chosen similar to the magnitude of the feature that is to be identified. Results below are therefore reported for $\varepsilon = 20 \text{ Å}$, being approximately the size of local radius at the contact line for the PP, T6 simulation. The value of $\beta$ in $g_{\beta}$ is set to 20. Further details are given in the ESL.\textsuperscript{†}

An example of the moment-based surface analysis and important features of the resulting classifier are briefly visualized in Fig. 5. Based on the surface classifier, it is possible to discriminate edges and smooth regions. The regions at the lower left and at the upper center are identified as edges. The smooth region at the lower right can be discriminated from the sharp edges. Another important feature of the classifier is that the difference between small angles, such as in the lower left of the image, and wider angles, such as in the upper center, is recognized. The latter effect has important implications for the application of this method to our results, because the classifier is influenced by the contact angle $\theta$ of the droplet.

3 Results

3.1 Spreading regimes and exponents

We first comment on the absolute value of the base radius over time. At first glance, the upper part of Fig. 6, which shows the base radius $r$ of the droplet as a function of time in a log–log representation of the LN simulations, suggests that the droplet covered with alkyl ethoxylate surfactants spreads more rapidly than the superspreading droplet, because the base radius $r$ is larger at any given time. However, the base radius depends on several quantities, such as the total volume of the droplet (eqn (1) is just a proportionality condition). Moreover, deviations from a perfect circular droplet shape, as seen in Fig. 2, can distort the spreading velocities in the inertial regime. Consequently, the base radius of the alkyl ethoxylate-laden droplet is larger than the base radius of the trisiloxane-laden droplet. In contrast to the base radius, the spreading exponent $\alpha$ in the viscous regime is not influenced by these effects but arises from the underlying physics. It is thus the quantity that best describes the spreading. That $\alpha$ is larger for the simulation with the superspreader shows that the droplet spreads faster than in the non-superspreading simulations.

The spreading exponents observed in the different simulations and the time intervals of the different spreading regimes are given in Table 1. Similar to experimental observations, the spreading passes through several regimes. The first regime is characterized by large spreading exponents. The spreading
The exponent in this regime is similar to the inertial regime in macroscopic experiments,\(^{12}\) although the transition time between the first and the second regime occurs for larger characteristic inertial times \(t_c \approx \frac{t_c^r}{\sqrt{g}}\), where \(r\) is the liquid density, \(R\) is the initial radius of the droplet, and \(\gamma\) is the surface tension of the liquid. For macroscopic droplets, the transition time is \(t \approx t_c^{12}\) whereas in our simulations the transition time is \(t \approx 100t_c\) with \(t_c \approx 10\) ps. This large difference is potentially caused by the small length scales in our simulations compared to experiments, or could result from using cylindrical droplets instead of the spherical droplets used in experiments.

The second regime is the viscous regime, characterized by a lower spreading exponent. For this second regime, linear fits used to determine the spreading exponent are shown in Fig. 6. The measured data are approximately on a straight line in this regime. At later times in the LN simulations, spreading slows down and the curves level off. In this third regime the surfactant concentration at the interfaces decreases. Moreover, because of the thermostating strategy, the temperature strongly increases in LN simulations. As a result, the driving force for spreading weakens.

The third regime is a result of the simulations being performed at the nanoscale; a connection to the macroscale is difficult and further investigation of this regime is unlikely to enhance understanding of superspreading. For the inertial regime, no relevant differences were found between superspreading and non-superspreading surfactants.\(^{18}\) For the second, viscous regime, however, significant differences between superspreading and non-superspreading solutions were observed.\(^{18}\) The behavior of droplets and especially the spreading exponents in this regime are thus of interest here. Because of the nanoscale domain and cylindrical geometry of our simulations, it is clear that not all experimental features can be reproduced. The spreading exponent in the viscous regime, however, should mainly depend on microscopic features. We therefore expect that we should at least be able to approximately reproduce experimental findings.

For the viscous regime, we find that the spreading exponent for the superspreading surfactant is greater than the spreading exponent for the non-superspreading solution in LN simulations. However, comparing the spreading exponents observed by Wang et al.\(^{18}\) with ours, and considering the different geometries (spherical in experiment and cylindrical in simulation), the spreading exponents in the LN simulations appear to be too large: Wang et al. observed spreading exponents \(\alpha \approx 1/7\) for superspreading and \(\alpha \approx 1/10\) for non-superspreading.
solutions, which corresponds to the MKT and the HDM. We therefore would expect to find exponents of $\alpha \approx 1/5$ and $\alpha \approx 1/7$. However, the observed spreading exponents are larger (cf. Table 1).

When examining the temperature of the LN simulations, we noticed that during the simulation the temperature increased by more than 100 K, indicating that the heat sink in the Langevin region was insufficient to absorb the heat generated by dissipation, or the heat could not be transported sufficiently fast to the heat sink. This motivated the NH simulations, in which most of the particles are weakly coupled to a Nosé–Hoover thermostat. In these simulations, the temperature did not increase during the simulation despite the weak coupling. Because we did not expect to recover the superspreading regime in our simulations, NH simulations were stopped when the viscous regime was sufficiently well-developed to determine spreading exponents. The base radius as a function of time is given as log–log data in the middle image of Fig. 6; the lower image of Fig. 6 shows the data of the viscous regime translated to highlight the differences between the curves. Lines from the fit to determine the spreading exponent are also shown.

For the NH simulations, results are in much better agreement with experimental data.$^{18}$ The spreading exponent is smallest for the alkyl ethoxylate surfactant ($\alpha \approx 0.14$); for trisiloxane surfactants with tails too long or too short or where the substrate is too hydrophobic for superspreading, the spreading exponent is $\alpha \approx 0.17$. Considering the inherent noise, the results for these non-superspreading scenarios are in reasonable agreement with the HDM, such as the experiments by Wang et al.$^{18}$ with non-superspreading solutions of trisiloxanes on PP substrates. Given that also their results had some deviations from the perfect $\alpha = 1/10$ behavior, the agreement between our simulations and their experiments is satisfying for these non-superspreading cases. For the superspreading case, with the T6 surfactant on the PP substrate, the measured spreading exponent is slightly above 0.2, in reasonable agreement with MKT and therefore also in agreement with experimental results.$^{18}$ For the PEO substrate, for which no experimental data is available, the spreading exponent is also slightly above 0.2. In summary, the trend that the droplet at superspreading conditions has a higher spreading exponent in the viscous regime is reproduced in the NH simulations, with the only exception being the PEO substrate.

To explore the source of this discrepancy, we note that, as discussed above, differences in spreading exponents suggest that different physical processes underlie the spreading. The reason for the increased spreading exponent for the superspreading case will be discussed in Section 3.2, whereas the differences in the physical behavior for the PEO simulation compared to the other simulations are addressed here. As described in the introduction, the PEO substrate is hydrophilic and water has an affinity for this substrate. As a result, in our simulations, water diffused to the substrate at the contact line and surfactants desorbed from the substrate, as shown in Fig. 7. This desorption of surfactants or even depletion of surfactants close to the contact line was not observed in any other simulation, as can be seen from the surfactant concentration at the substrate $\Gamma_{sl}$ decreasing much less rapidly for all other substrates compared to PEO. We therefore suggest that the increased spreading exponent is a result of water diffusing to the contact line region. It is unclear, however, how exactly this process increases the spreading exponent. Because the depletion of surfactants at the contact line caused by water diffusing to the droplet edge occurs on nanoscopic time and length scales, it is unclear whether this increased spreading exponent can be reproduced in experiments.

3.2 Droplet shape

As outlined in the introduction, a molecular understanding of phenomena at the contact line is of great interest to better understand superspreading. Snapshots of the droplets of the different NH simulations with the circular fit to the droplet shape are depicted in Fig. 8. MD simulations with simple model molecules by Shen et al.$^{29}$ suggested that bilayers might form in spreading droplets with trisiloxane surfactants. In our larger, more realistic simulations, however, it is immediately apparent that neither a bilayer nor a precursor forms. Likewise, feet are not visible, which argues against superspreading hypotheses based on precursor formation. These results also show that the approximation of the droplet shapes with cylindrical caps is reasonable.

We continue with the results obtained with the moment-based surface analysis. The differences between some of the
non-superspreading cases compared to the superspreading case are immediately visible from Fig. 9, which shows the surface of the final snapshot of the viscous regime of each simulation color coded with the surface classifier $C(x)$. For the simulations at non-superspreading conditions with short surfactants (PP, T3), the alkyl ethoxylate surfactant (PP, CE), and the too-hydrophilic surface (PEO, T6), the leading edges of the droplet are much sharper. For the remaining cases (PP, T11 and PTFE, T6), the difference compared to the superspreading case (PP, T6) is not readily visible from Fig. 9. It will be shown below that the difference for the PP, T11 case cannot be well detected from Fig. 9 because of the difference in sampled contact angles.

To demonstrate the differences between the observed shapes more quantitatively, we analyze how the shape evolves over the simulation time. For each simulation snapshot in the viscous spreading regime, we determine the maximum value of the surface classifier $C_{\text{max}}$ at the left and right corners. These values are plotted in Fig. 10 versus the macroscopic contact angle $\theta$ determined from eqn (2). In each subfigure, we include data for the superspreading case and one non-superspreading case to permit direct comparison. The bright and dark shades of the colors corresponds to the values obtained at the left and right edge, respectively. $C_{\text{max}}$ is plotted over $\theta$ because $\theta$ has an impact on $C_{\text{max}}$, as briefly described in Section 3. Note that the time is implicitly included in Fig. 10, because with increasing simulation time, $\theta$ decreases; points in the diagram that are further to the left are therefore on average from later simulation times than those to the right. Because of the noise in the results, the values in Fig. 10 are cloud points. In the chosen representation, data points obtained from droplets with smoother edges lie on average below those with sharper edges.

Differences can also be seen for the too-large surfactant (PP, T11). Because the contact angles for this case were sampled mainly at larger values compared to all other simulations, the distinction is less obvious. Considering, however, that the surface classifier tends to grow with decreasing contact angle, the observed results suggest that a difference also exists here. The only case where the results obtained with the superspreading case and the non-superspreading case cannot be distinguished is the too-hydrophobic substrate (PTFE, T6). In agreement with Fig. 9, one edge of this droplet seems to be sharper than what is observed at superspreading conditions, whereas the other is smoother. The unequal shape of the left and right contact-line region for this simulation might be a result of simulation noise or contact line pinning caused by inhomogeneity of the substrate.

To summarize the results, the surface classifier shows that the contact line transition for the superspreading droplet is smooth. For non-superspreading conditions, except the case...
where the substrate is too hydrophobic, the transition from the droplet to the substrate is sharper. At conditions where the substrate is too hydrophobic, a distinction from the super-spreading case was not possible.

4 Discussion

Two remarkable features of the simulation at superspreading conditions are that the contact line lies behind the circular fit and that the transition from the liquid–vapor to the solid–liquid interface is smooth. This unusual mechanism, to our knowledge, has previously been observed only in the model LJ surfactant study of McNamara et al.\textsuperscript{27} This transition removes the sharp edge at the contact line and can thus overcome the Huh–Scriven paradox.\textsuperscript{13} It may therefore possibly explain why the spreading exponent in the viscous regime is greater for this case in experiment and our simulation.

As mentioned above, Karapetsas et al.\textsuperscript{24} showed that super-spreading can occur if direct surfactant adsorption through the contact line is possible and surfactants are soluble. While the latter condition is known to be fulfilled for trisiloxane surfactants, the direct adsorption mechanism remained obscure. The smooth transition from the liquid–vapor to the solid–liquid interface explains how direct adsorption through the contact line can work, as sketched in Fig. 11. This smooth contact-line transition can therefore potentially be the molecular mechanism of superspreading. This figure also contains snapshots demonstrating that the suggested mechanism has indeed been observed in simulations. In the following, we will discuss why this smooth transition was observed in simulation at superspreading conditions and relate this to the complex dependencies of the superspreading mechanism on the surface energy of the substrate and the surfactant chain length.

The smooth transition between the interfaces requires a strong bending of the droplet surface close to the contact line.
This bending is associated with an energy penalty and will thus only occur if the penalty is compensated for by an energetically favorable feature. We hypothesize that this feature is the existence of an unbroken surfactant aggregate at the interfaces; the existence of these aggregates for superspreading trisiloxane surfactants was shown by Ritacco et al.\textsuperscript{61} on planar interfaces. That the smooth transition only occurs for the superspreading scenario at intermediate values of the chain length of the surfactant is a logical consequence of this hypothesis. Although we cannot measure the existence of these aggregates from our simulation output, the existence of stable aggregates that connects the vapor–liquid and the solid–liquid interface is the only mechanism that we can think of that provides a reasonable explanation for the smoothing of the contact line.

The chain length of the surfactants affects the energy penalty associated with the bending of the interface and the stability of the aggregates. For too-long surfactants, the hydrophilic parts overlap and repel each other when the interface is bent, which is why this state is energetically unfavorable and surfactant aggregates will break up. For too-short surfactants, aggregates at the interface are not formed, as shown experimentally in ref. 61. Thus, intermediate values for the chain length are best to facilitate the smooth transition at the contact line.

For surfaces that are too hydrophilic, like PEO, the adsorption of the surfactant is unfavorable because the surface prefers contact with water. This can be seen from the surfactant density at the solid–liquid interface in Fig. 7, which shows that the surfactant concentration on the PEO substrate drops more rapidly than on the other substrates, indicating that surfactants desorb from the interface or are repelled by water close to the contact line, which will break the surfactant aggregates.

For the simulations with a substrate that is too hydrophobic, our simulations suggest that the transition from the liquid–vapor interface is smooth, and thus the fast adsorption through the contact line is in principle possible. That the path can occur, however, does not necessarily mean the surfactants will take this path to adsorb rapidly onto the substrate: Surfaces with low surface energies, such as PTFE, have weak interactions not only with water, but also with the surfactants. Adsorption on these surfaces is thus not very favorable. A possible explanation could also be that our model is not sufficiently accurate for that substrate.

The contact-line mechanism at superspreading conditions observed in this study does not explain why spreading rates are greatest for intermediate surfactant concentrations, or more precisely, why spreading rates are maximal right before a phase transition from vesicles to lamellar phases inside the droplet. This is unrelated to the mechanism at the contact line, but is related to how fast surfactants can be transported from the bulk to the interfaces. In the vesicular solution, surfactant transport accelerates with increasing surfactant concentration; however, when surfactants are in lamellar phases, the surfactants must pass through a phase transition before they can adsorb to the interfaces. Thus, surfactant transport to the interfaces is slower above the phase transition.

5 Conclusions

We report large-scale MD simulations of surfactant-enhanced spreading of aqueous solutions of different trisiloxane and alkyl ethoxylate surfactants on PP, PEO, and PTFE substrates with force fields specifically optimized to study spreading problems.\textsuperscript{33} We cover simulation setups in which superspreading occurs in experiment, as well as simulations at various conditions that are unfavorable for superspreading, namely that the surfactant is too short or too long; the substrate is too hydrophilic or too hydrophobic, or because the surfactant does not belong to the general class of superspreading agents.

To have simulation conditions as close to macroscopic experiments as possible, we examine two different thermostatting strategies. In both approaches, the lower part of the substrate is held rigid. In one approach, most of the dynamics are described by Newton’s equations of motion and only parts of the substrate are controlled with a Langevin thermostat, whereas in the second approach the entire simulation—except the rigid part—is weakly coupled to a Nosé–Hoover thermostat. In simulations with Langevin and Newtonian dynamics, heat transfer to the heat sink in the Langevin region is insufficient to maintain a constant droplet temperature. As a result, the observed spreading rates are in disagreement with experiments. With the second approach, however, temperature is conserved and agreement with experimental observations for the spreading exponents is achieved. The main difference between our simulations and experiments is that the transition between inertial and viscous spreading was shifted to larger multiples of the characteristic inertial time $\tau_i$.

Under superspreading conditions, we observed a smooth transition at the contact line. This smooth transition removes the sharp edge typically encountered in spreading droplets and thus can overcome the Huh–Scriven paradox. This offers an explanation for the greater spreading exponent observed in the viscous regime at superspreading conditions. An increased spreading exponent was also observed for aqueous solutions of trisiloxane droplets on a PEO substrate too hydrophilic for superspreading. The increased spreading exponent for this simulation might be a result of water adsorbing to the substrate close to the contact line.

While our simulations are apparently too small to capture Marangoni stresses and therefore cannot directly observe superspreading, our simulation results provide insight about mechanisms at the contact line. The absence of bilayers, precursors, or feet casts doubt on the majority of proposed superspreading hypotheses. In contrast, at superspreading conditions the droplet is bent inwards at the contact line and the transition of the liquid–vapor to the solid–liquid interface is smooth. This smooth transition allows direct surfactant adsorption through the contact line and in this way provides an explanation for the superspreading mechanism.\textsuperscript{23} Based on this mechanism, we provide plausible explanations for the complex dependency of superspreading on the substrate hydrophobicity, the surfactant chain length, and the surfactant concentration.

The simulation results reported here show a molecular mechanism at the contact line that potentially enables the fast
wetting kinetics of superspreading and illustrates why the effect is not observed under conditions far from the optimum. However, the results reported here do not explain the difference between conditions that both lead to superspreading, such as between two different substrates on which superspreading can occur or different surfactants, such as trisiloxane surfactants with $n = 5$ and $n = 6$. Moreover, because of the larger length and time scales involved in Marangoni flows, the superspreading regime is not captured directly in our simulations. Further modeling to bridge the involved scales will be required to obtain a full understanding of all details of superspreading. Coarse-graining can provide further information on the role of vesicles and phase behavior. To fully capture the effect, however, accurate hybrid continuum and molecular simulation approaches that can cover both the molecular and the continuum scales will be required.\textsuperscript{3,62}
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