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Summary

The present work deals with production induced defects in CIGS thin film modules which can deteriorate the electrical performance of the module. The motivation of this work is to both find ways how these defects can be diagnosed, e.g. in a quality control in the production site, and to gain a better understanding of the actual defect influence on the voltage and current in the surrounding of the defect. Thus, I investigate the use of electroluminescence and thermography as diagnostic tools to detect and identify common defects occurring in CIGS production.

I begin this work with a study of the CIGS production process and list potential defect origins for relevant production steps. In order to allow an experimental investigation of defects, I intentionally implement them into CIGS photovoltaic modules in a real CIGS production site environment. The defect implementation includes e.g. interrupted P1, P2, and P3 scribing lines for the monolithic series connection, as they can be caused by faulty scribing tools, and changes in the normal CIGS layer structure, as they can be caused by local contamination. Furthermore, I vary the geometry of the implemented defects. I characterise the implemented defects with microscope, electroluminescence (EL), and dark lock-in thermography (DLIT) measurements. EL and DLIT are chosen as they are spatially resolved measurements and therefore allow a comparatively fast investigation of a complete module. In addition to the defect measurements, I implement a software that is based on the principle of network simulation model and allows to model and simulate the implemented defect types in a CIGS module. The software models the CIGS module with a network, that consists of equivalent circuits of a solar cell and resistances, and translates the network into a non-linear system of equations that are solved. Finally, I investigate methods to repair an incomplete insulation of the Mo back contacts of two neighbouring cells.

The measurements on defects yield that P1, P2, and P3 scribing defects have characteristic EL and DLIT patterns. I show that the scribing defects can be reliably identified by these patterns if the length of the scribing line interruptions is sufficiently resolved in the EL and DLIT images. The explanation of the characteristic EL and DLIT patterns of scribing defects is facilitated by the simulation software that yields the voltage distribution, which can explain the EL images, and the current flow, which can explain the DLIT images.

With regard to the simulation software itself, I present an alternative solving approach for
the non-linear system of equations, that differs from the standard Newton-Raphson procedure and allows a scaling behaviour of the simulation duration with the number of equations close to the linear optimum.

Moreover, EL measurements of point defects with implemented abnormal layer sequences show that the i-ZnO/CdS buffer layer combination has a shunt mitigating effect. From comparison of various point defect types I conclude that the CdS has during chemical bath deposition a surface smoothing effect and fills up cavities and holes in the CIGS absorber. I suggest that this surface smoothing allows the sputtered i-ZnO to form a uniform and unbroken layer, and thus prevent shunting contact between the front and back electrode. In contrast, when I remove the CdS layer locally, the point defects show strong shunting in EL and DLIT measurements if the defect implementation has caused sharp edges or flakes at the Mo or CIGS layer.

Furthermore, Cu-rich debris is a potential contamination during CIGS co-evaporation, where it can fall down from the Cu evaporation source onto the module. For Cu-rich debris I find that its position within the cell determines whether it can be reliably identified by EL and DLIT measurements. Cu-rich debris on the P1 line evokes among all defects a unique EL brightness pattern, which I explain by the simulation software as an overlay of a P1 defect with two shunting defects, one located in each of the neighbouring cells.

Eventually, I develop two repair processes for defective Mo back contact insulation (P1 line). The first process is a thermal repair which uses thermally induced mechanical stress to create insulating fractures at the defect position. The second process is an electrical repair, where an applied current melts and evaporates remaining conductive Mo at the defect position, which finally results in an insulation, too.

To draw a conclusion, the present work contributes to the understanding and diagnostics of production induced defects in Cu(In,Ga)Se₂ photovoltaic thin film modules, and in case of the P1 scribing defects even shows ways how they can be repaired.
Zusammenfassung


Die Messungen an Defekten ergeben, dass P1-, P2- und P3-Strukturierungsfehler charakteristische EL und DLIT Muster hervorrufen. Ich weise nach, dass Strukturierungsfehler anhand dieser Muster verlässlich identifiziert werden können, sofern die Länge der Strukturierungslinienunterbrechungen in den EL- und DLIT-Bildern ausreichend aufgelöst wird.
Die Erklärung dieser EL- und DLIT-Muster der Strukturierungsfehler wird durch die Simulationssoftware erleichtert, welche die Spannungsverteilung ermittelt, die wiederum das EL-Bild zu erklären vermag, und welche den Stromfluss ermittelt, welcher wiederum das DLIT-Bild zu erklären vermag.


Abschließend entwickelte ich zwei Reparaturverfahren für die fehlerhafte Isolierung von Molybdänrückkonkaten (durch die P1-Linie). Das erste Reparaturverfahren ist thermisch bedingt und verwendet thermisch induzierte, mechanische Spannung um isolierende Risse an der Defekttelle zu erzeugen. Das zweite Reparaturverfahren ist elektrisch bedingt und beruht darauf, dass an der Defekttelle ein angelegter Strom das leitfähige Molybdän aufschmilzt und verdampft.

Zusammenfassend kann man sagen, dass die vorliegende Arbeit einen Beitrag dazu leistet, produktionsbedingte Fehler in Photovoltaikdinschichtmodulen auf Basis von Cu(In,Ga)Se$_2$ zu verstehen, sie zu detektieren und identifizieren, und sie im Falle von P1 Strukturierungsfehlern sogar zu reparieren.
Chapter 1

Introduction

The first silicon-based p-n junction solar cell, which was developed in 1954 at the Bell Telephone Laboratories by Chapin and his colleagues Fuller and Pearson [1], marked the starting point of a world wide photovoltaic research activity. Since then research and development have achieved astonishing progress in terms of device efficiency, durability, and cost reduction, and made photovoltaics become a technology that reliably provides clean and renewable energy at the beginning of the 21st century. The intensive research in photovoltaics has lead to a diversity of used materials and working principles [2]. The material compound which consists of copper (Cu), indium (In), gallium (Ga), and selenide (Se), and forms the CIGS absorber, is among those materials. CIGS solar cells have competitive record efficiencies above 20% on both glass substrates [3, 4], and flexible substrates [5], which has lead to CIGS large scale production in recent years.

In analogy to other photovoltaic technologies, CIGS module efficiencies are lower than cell efficiencies. In CIGS this is on the one hand caused by the currently used monolithic series connection of the cells with its cell connection and electrode insulation at each cell transition, which reduces the active solar cell area in comparison to a single cell measurement. Furthermore, it is more difficult to reach a homogeneous layer deposition on a large module scale than on a small laboratory cell scale. Usually, many laboratory cells of 1 cm x 1 cm size are produced and the best is picked in order to achieve a record. This is more difficult in case of modules with cells of 0.4 cm x 120 cm, where there are cell areas with better and worse electrical performance, and finally the latter deteriorates the total cell performance. Additionally, defects can affect the module efficiency. Defects can originate e.g. from contamination that occurs in rough production site environments, or faulty production equipment. One example for faulty production equipment is if the mechanical or laser scribing for the insulation of the front and back electrodes at the cell transitions is insufficient. In that case the neighbouring cells can be shunted. In order to minimise these production induced defects, it is essential to monitor both the parameters of the production equipment and the module quality. In a good quality control there are diagnostic tools that reliably
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detect and identify defects so that the responsible production equipment and processes can be re-adjusted and the defect source can be eliminated.

In the present work I investigate the use of electroluminescence and thermography as diagnostic tools to detect and identify various common production induced defects. For the testing and evaluation of the defect diagnostics I need a comprehensive set of defects, which is why I deliberately implement defects that can theoretically occur during CIGS module production. These intentionally implemented defects include interruptions of each of the scribing lines that are required for the monolithic series connection. Furthermore, these intentionally implemented defects include abnormalities in the CIGS layer structure, as they for instance occur when one layer (or a combination of layers) is locally missing or has been damaged. I investigate all these defects with spatially resolved electroluminescence and thermography measurements, and search for a correlation between a defect type and its appearance in the measured images. In many cases either electroluminescence or thermography, or the combination of them respectively, yields a characteristic pattern that allows a reliable identification of the defect type. Owing the nature of a defect, that is here an abnormality of either the normal monolithic series connection or the normal layer structure within the cell, the observed characteristic defect patterns are caused by abnormal current flows and voltage distributions, which in some cases makes it impossible to intuitively explain the occurring defect patterns. To overcome this issue and gain a better understanding of the resulting defect appearance in the measurements, I implement a software that is based on the principle of the network simulation model \[6\]. This software allows to model and simulate the current flow, voltage distribution, electroluminescence image, and thermography image of a module containing defects, and therefore can explain the observed characteristic defect patterns in the measured images.

After a short introduction into the structure and working principle of both a single CIGS cell and a CIGS module in Chapter 2 I present in Chapter 3 an overview of the CIGS production process and discuss potential defect origins.

The two measurement techniques electroluminescence and thermography, which I apply for the defect diagnostics, are introduced in Chapter 4. For each measurement technique I show the physical fundamentals, the general measurement setup, and the measurement practice i.e. the measurement parameters and sample preparation.

Chapter 5 introduces the software which I have implemented in this thesis and which is based on the principle of the network simulation model. Beginning with an introduction into the structure of the network, I show how its single elements are calculated and how I vary the network density in dependence of the defect position. Special attention is paid to the setting of the network’s non-linear system of equations, as I present an alternative solving approach in contrast to the standard Newton-Raphson procedure. Eventually, I verify my simulation by comparing it with the tool developed in \[6\].
I describe the implementation of both defects in scribing lines and in the CIGS layer sequence in Chapter 6. The quantitative EL analysis of the defective CIGS layer sequence sheds light on the role of the i-ZnO/CdS buffer combination. In contrast, the defective scribing lines are measured with both EL and DLIT, and additionally need to be modelled and simulated in the network simulation model in order to explain the measurements.

Based on the knowledge of the actual defect mechanism, which is gained in Chapter 6, I show the defect diagnostics consisting of detection and identification of defects in Chapter 7. In contrast to the measurements in Chapter 6, in Chapter 7 I additionally take into account the influence of the measurement resolution, defect geometry, defect position, and interaction between defects. Most of the defects can be identified either by EL or DLIT, or the combination of them.

Finally, I dedicate Chapter 8 to the repair of the incomplete insulation between the Mo back electrodes of two neighbouring cells. First, I present an inherent thermal repair that I have discovered to occur during CIGS co-evaporation. Furthermore, I show how this thermal repair can be applied intentionally in order to optimise the repair process. Second, I show an electrical repair that I have developed, and which is equally efficient as the thermal repair but additionally provides information like defect position and defect number per defective cell insulation within a fully automatised setup.
Chapter 2

CIGS Cells and Modules

"The purpose of this chapter is to introduce briefly the working principle of a CIGS solar cell and module."

2.1 Introduction

In the following, both the CIGS cell and module structure are introduced. With regard to the CIGS cell working principle, the role of each layer is discussed in Chapter 2.2. The CIGS cell's equivalent circuit and the corresponding current-voltage curve is shown. It is explained briefly how the components of the equivalent circuit can be measured in experiments. Similarly, the CIGS module is introduced in Chapter 2.3 with its equivalent circuit and current-voltage curve. The knowledge of these fundamentals is necessary in order to understand the network simulation model (NSM) in Chapter 5 and the experiments on defects in Chapters 6 and 7.

2.2 CIGS Cells

2.2.1 Structure

Figure 2.1(a) depicts a CIGS solar cell with its (i) soda lime glass substrate, (ii) molybdenum (Mo) back contact, (iii) copper-indium-gallium-diselenide (CIGS) absorber, (iv) cadmium-sulfide (CdS) and (v) intrinsic zinc oxide (i-ZnO) as buffer layers, (vi) aluminium doped zinc oxide (ZnO:Al) front contact, (vii) sealing polymer foil and (viii) the soda lime front glass. The role of each layer is briefly introduced in the following with regard to the solar cell working principle. In contrast, the role of each layer with regard to the manufacturing process is introduced in Chapter 3.
Figure 2.1: Schematic CIGS cell structure and chalcogenide absorber structure. (a) The CIGS cell consists of 8 components: The soda lime glass substrate, the Mo back contact, the p-type CIGS absorber, the n-type CdS layer, the i-ZnO layer, the ZnO:Al front contact, the encapsulation foil and the front glass. The incident light enters the cell through the front glass. (b) Band diagram of a CIGS cell. In the p-type CIGS absorber the incident photon generates an electron-hole pair. The electron is excited from the valence band \(E_V\) to the conduction band \(E_C\).

(i) Substrate:
The substrate is formed by 3 mm thick soda lime glass. With a Young’s modulus of \(E_{\text{glass}} = 72\ \text{GPa}\) [7] the glass substrate allows the CIGS module to withstand mechanical stress in an outdoor environment (hail, snow).

(ii) Back Contact:
The back contact is formed by 1 \(\mu\text{m}\) thick molybdenum (Mo). The Mo back contact is highly conductive with a resistivity of \(\rho = 54 \times 10^{-9}\ \Omega\text{m}\) in order to reduce voltage loss within the cell and module, respectively. Moreover, Mo reflects 60% of the incident light within the wavelength range of \(\lambda = 500 – 1000\ \text{nm}\) [8] which increases the light path through the CIGS absorber and therefore increases the light absorption [8, 9].

(iii) p-type Absorber:
The p-type absorber is formed by a 2 \(\mu\text{m}\) thick \(\text{Cu(In}_{1-x}\text{Ga}_x)\text{Se}_2\) composition with \(x \approx 0.3\). In the absorber the absorption of incident photons creates electron-hole pairs. The electron is excited from the valence band into the conduction band and leaves a hole behind as shown in (b). CIGS is a direct bang gap semiconductor. Thus, there is neither phonon emission nor phonon absorption required for the excitation of the electron to the conduction band [2]. The CIGS absorber has typically a band gap of \(E_{G,\text{CIGS}} \approx 1.15\ \text{eV}\) for \(x \approx 0.3\) [11] which is the parameter for cells with highest efficiencies [11]. The band gap can be adjusted by the Ga/(In + Ga) ratio in the range of \(E_{G,\text{CIGS}} = 1.04...1.67\ \text{eV}\) [10, 12, 13], where it is mainly the conduction band \(E_C\) that is increased [14].

(iv) n-type CdS Layer:
The n-type of the heterojunction is formed by a 50 nm thick cadmium sulphide (CdS) layer.
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The CdS has a band gap of $E_{G,\text{CdS}} \approx 2.42 \text{ eV}$ [13] and forms a heterojunction [16-18] with the CIGS absorber [19-21].

(v) i-ZnO Layer:
The intrinsic zinc oxide (i-ZnO) layer on the CdS layer has a thickness of 50 nm and a resistivity of $\rho = 2.5 \times 10^6 \text{ }\Omega\text{m}$ [22]. It prevents electrical inhomogeneities from deteriorating the solar cell performance [21-23], leads to a higher reproducibility in the CIGS production [24] and increases the cell’s resistivity to damp-heat stress [25].

(vi) Front Contact:
The front contact is formed by a 1 µm thick aluminium doped zinc oxide (ZnO:Al) window layer. With its Al dopant, the ZnO:Al is electrically conductive ($\rho = 9 \times 10^{-6} \text{ }\Omega\text{m}$) and at the same time highly transmissive in the interesting wavelength region up to about 1100 nm [11].

(vii) Encapsulation Foil:
An ethylene vinyl-acetate (EVA) foil is used to encapsulate the CIGS cell and module, respectively. The EVA foil improves the mechanical stability, acts as electrical insulation, protects the module against corrosion as a moisture barrier, and prevents contamination from entering the module [26-28].

(viii) Front Glass:
The front glass provides the same mechanical stability as the substrate glass does. It is light-transmissive and allows the incident light to enter the CIGS cell / module.

2.2.2 Equivalent Circuit

Two possible equivalent circuits of a CIGS cell, as shown in Figure 2.1, are depicted in Figure 2.2 [11].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{equivalent_circuits.png}
\caption{Equivalent circuits of a CIGS solar cell. (a) Two-diode model with series resistance $R_S$ and parallel resistance $R_P$. (b) Simplified one-diode model.}
\end{figure}

The conversion of photons into electric charge carriers within the CIGS solar cell is represented by the current source and its photo-current density $J_{ph}$ in both circuits (a) and (b). Generally, for a good solar cell performance, the highest possible $J_{ph}$ is desired, which is given by

$$J_{ph} = q \int \phi(\lambda) [1 - R(\lambda)] \text{IQE}(\lambda) d\lambda,$$

(2.1)
where \( q \) is the electron charge, \( \phi(\lambda) \) is the wavelength dependent photon flux per time and area, \( R(\lambda) \) is the wavelength dependent reflection, and \( \text{IQE}(\lambda) \) is the wavelength dependent internal quantum efficiency defined as

\[
\text{IQE}(\lambda) = \frac{\text{charge carriers collected at the cell’s contacts}}{\text{photons absorbed in the solar cell}.} \quad (2.2)
\]

Figure 2.2 (a) shows the ideal two-diode model of a solar cell without parasitic resistors. It consists of two diodes \( D_1 \) and \( D_2 \) and yields the following term for the solar cell’s \( J-V \) curve

\[
J = J_{\text{ph}} - J_{01} \left\{ \exp \left( \frac{qV}{n_{id,1}k_B T} \right) - 1 \right\} - J_{02} \left\{ \exp \left( \frac{qV}{n_{id,2}k_B T} \right) - 1 \right\} - \frac{V + JR_S}{R_P}, \quad (2.3)
\]

where \( J_{01} \) and \( J_{02} \) respectively are the dark saturation current densities, and \( n_{id,1} \) and \( n_{id,2} \) respectively are the diode ideality factors of the two diodes, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. The two-diode model takes into account that the diode ideality factor \( n_{id} \) is voltage dependent. For high junction voltages, the recombination in the solar cell is dominated by the quasi-neutral regions and the ideality factor comes close to \( n_{id,1} = 1 \), which is represented by \( D_1 \). In contrast, for low junction voltages, the recombination in the solar cell is dominated by the space-charge region and the ideality factor comes close to \( n_{id,2} = 2 \), which is represented by \( D_2 \). Consequently, \( J_{01} \) represents the dark saturation current density due to the recombination in the quasi-neutral regions, and \( J_{02} \) represents the dark saturation current density due to the recombination in the space-charge region of the p-n-junction [2, 29].

Nonetheless, for a good solar cell with a small \( J_{02} \) it is a common and sound assumption to neglect diode \( D_2 \) [2]. The resulting equivalent circuit is shown in Figure 2.2 (b) where only one diode, namely \( D_3 \) is used, and the correspondent \( J-V \) curve can be described by

\[
J = J_{\text{ph}} - J_{03} \left\{ \exp \left( \frac{qV}{n_{id,3}k_B T} \right) - 1 \right\} - \frac{V + JR_S}{R_P}. \quad (2.4)
\]

In contrast to the two-diode model, the one-diode model requires to apply an ideality factor \( n_{id,3} \) between 1 and 2. Thus, in order to describe a CIGS cell correctly, the ideality factor needs to be determined experimentally. It is shown in [2] how the saturation current density \( J_{03} \), the ideality factor \( n_{id,3} \), the series resistance \( R_S \), and the parallel resistance \( R_P \) can be extracted from the \( \log(J_{SC}) \) plotted versus \( V_{OC} \) (where both the short circuit current density \( J_{SC} \) and the open circuit voltage \( V_{OC} \) are measured for varying illumination intensities). The resistor \( R_P \) represents detrimental shunt paths in the solar cell that bypass the diode. For a good solar cell performance a high \( R_P \) is desired. The influence of a reduced \( R_P \) on the solar cell performance is discussed in detail in Chapters 6 and 7. The resistor \( R_S \) represents the series resistance in the solar cell. For a vertical current flow in the CIGS cell, the ZnO:Al contact, i-ZnO buffer layer, CdS buffer layer, CIGS absorber, Mo contact, as well as the
interfaces between each of the five layers contribute to $R_S$. Generally, a low $R_S$ is desired in order to reduce the parasitic voltage loss. Figure 2.3 shows a measured current-voltage curve under illumination (red, solid) and in the dark (blue, dashed) and the power (orange, dotted) for the illuminated case.

**Figure 2.3:** Illuminated and dark current-voltage curve of a CIGS cell. Current density $J$ on cell area $A_{cell} = 120 \text{ cm} \cdot 0.4 \text{ cm} = 48 \text{ cm}^2$ is shown as function of cell voltage $V$. The dark curve is approximately shifted by the short circuit current density $J_{SC}$. The orange, dashed curve shows the power $P = UJA_{cell}$ for the illuminated case. Current density $J_{MPP}$ and voltage $V_{MPP}$ in the maximum power point span the gray rectangle. Short circuit current density $J_{SC}$ and open circuit voltage $V_{OC}$ span the black rectangle. The fill factor $FF$ is the ratio of gray to black rectangle.

For the illuminated (red, solid) curve, the short circuit current density $J_{SC}$ at $V = 0 \text{ V}$ and the open circuit voltage $V_{OC}$ at $J = 0 \text{ mA/cm}^2$ are labelled. For an ideal solar cell ($R_P \to \infty$) one can resolve Eq. (2.4) for $V_{OC}$ by

$$V_{OC} = \frac{k_B T}{q} \ln \left( \frac{J_{SC} + J_{\infty}}{J_{\infty}} \right). \quad (2.5)$$

At the maximum power point (MPP), there is $P_{MPP} = V_{MPP}J_{MPP}A_{cell}$. Obviously, the gray rectangle cannot exceed the black one because $V_{MPP} < V_{OC}$ and $J_{MPP} < J_{SC}$ is always valid (in both the short circuit and the open circuit there is $P = 0 \text{ W}$ ). The "squareness" of the $J$-$V$ curve can be regarded as figure of merit as the resulting power $P$ will increase the closer the gray rectangle comes to the black one. The fill factor $FF$ quantifies this figure of merit by

$$FF = \frac{V_{MPP}J_{MPP}}{V_{OC}J_{SC}} = \frac{P_{MPP}}{V_{OC}J_{SC}}. \quad (2.6)$$
Figure 2.3 shows that a realistic $R_s \neq 0$ and $R_p \neq \infty$ deteriorate the fill factor $FF$. An increasing $R_s$ causes a decreasing slope (abs. value) around $V_{OC}$, and a decreasing $R_p$ causes an increasing slope (abs. value) around $J_{SC}$ (both is indicated by the green arrows). The most important figure of merit is the cell’s conversion efficiency $\eta$, given by

$$\eta = \frac{P_{MPP}}{P_{opt}} = \frac{FF \cdot V_{OC} \cdot J_{SC}}{P_{opt}},$$

(2.7)

where $P_{opt}$ is the incident light power.

### 2.3 CIGS Modules

In a CIGS module there are multiple CIGS solar cells connected in a monolithic series connection. In Figure 2.4 the combined schematic layer structure and equivalent circuit of a CIGS thin film module, consisting of three cells, is contained. The ZnO:Al front contact of each cell is connected with the Mo back contact of the adjacent cell. Furthermore, the front and back contacts of neighbouring cells need to be insulated in order to prevent short circuits between the cells. Insulation of the Mo back contacts of neighbouring cells is called P1 scribing (Chapter 3.2.4) and is performed after the Mo sputtering (Chapter 3.2.3). Here the letter "P" stands for process and the index "1" stands for the first performed scribing process. The P2 scribing is needed to create a channel through which the ZnO:Al front contact can be deposited onto the Mo back contact. The P3 scribing is needed to insulate the ZnO:Al front contacts of neighbouring cells. The positions of the P1, P2 and P3 scribing lines are shown in Figure 2.4.

The monolithic series connection requires to extend the equivalent circuit of a solar cell by the three resistances $R_{Mo}$, $R_{ZnO:Al}$ and $R_c$, as shown in Figure 2.4. In contrast to the CIGS cell, where for the sake of simplicity a solely vertical current flow can be assumed, the module current flows from left to right in Figure 2.4 through both the front and back contact of each cell. The module current $J_{\text{module}}$ is schematically shown in the right cell of Figure 2.4 with the red arrows. Thus, the resistances $R_{Mo}$ and $R_{ZnO:Al}$, as introduced by the front and back contacts, are regarded within the equivalent circuit of the CIGS thin film module. $R_c$ represents the contact resistance between the front and back contact. In analogy to Eq. (2.4), the $J$-$V$ curve of a CIGS module can be described by

$$J_{\text{module}} = J_{ph} - J_0 \left\{ \exp \left( \frac{qV_M}{\eta_d k_B T} \right) - 1 \right\} - \frac{V_M + JR_S^*}{R_p^*},$$

(2.8)

In contrast to Eq. (2.4), here the series resistance $R_s^*$ additionally takes into account the sheet resistances of the front and back contact layers ($R_{ZnO:Al}$ and $R_{Mo}$) due to lateral current flow through the contacts, the contact resistances $R_c$ and the connection resistance.
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Figure 2.4: Monolithic series connection in CIGS thin film modules. The insulation of cells is done by a P1 (Mo back contact) and P3 (ZnO:Al front contact) scribing. For contacting the front contact and back contact, a P2 (CIGS absorber and buffer layers) scribing is performed. For an illuminated module, the resulting current $I_{\text{module}}$ is shown. The contact resistance between front and back contact is regarded by $R_C$. The sheet resistances of the front and back contact layers are taken into account by $R_{\text{ZnO:Al}}$ and $R_{\text{Mo}}$. The connection between active solar cell layers and external module junction box is represented by $R_M$. $V_M$ is the external module voltage.

$R_M$. The parallel resistance $R_p$ additionally takes into account insufficient insulation by the P1 and P3 lines, insufficient laser edge insulation, and defects within the cells, of course. Furthermore, the module voltage $V_M$ is now given by the sum of $i$ single cell output voltages by

$$V_M = \sum_{i=1}^{n} V_i, \quad (2.9)$$

where $n$ is the number of cells in the module.
Chapter 3

Origins of CIGS Defects

"The purpose of this chapter is to introduce the defects that I investigate within this thesis with regard to their origin in the CIGS production."

3.1 Introduction

The key topic of this thesis is the detection and identification of defects in CIGS thin film modules. It is essential to define the field of interest in a first step as the general term defects spans a wide range. In this thesis I explicitly deal with defects that are introduced by realistic and imperfect mass production equipment. Thus, most of the defects that are investigated within this thesis can be avoided on a laboratory scale - which is the case when it comes to world record efficiency CIGS solar cells [3]. However, the existence of the investigated defects is mainly owed to the circumstance that in mass production the criterion of solar cell quality is competing with the criterion of profitability. The competition of these two criteria eventually leads to a trade-off that affects any photovoltaic large scale production site. For instance, due to cost reasons there is no clean room environment in a CIGS production site which introduces many pollution related defects.

Because mass production is the background of the investigated defects, in this Chapter the defects are introduced in the order of the manufacturing processes which evoke them. I label the defects which I investigate by identification numbers from $D-1$ to $D-6$. Furthermore, I name variations of defects. This is because defects can occur in multiple variations, e.g. a contamination on the glass, which has the ID $Mo-01$, can cause a hole only in the Mo back contact layer or in any of the following layers, too (as is shown in Chapter [3.2.3]). Hence, five variations of $D-1$ may exist which is why I name them from $Mo-01$ to $Mo-05$.

Table 3.1 provides an overview of all defects and their variations which are investigated in this work. The first column presents the manufacturing processes in which the defects occur. The second column shows the defect IDs that I use in this work to refer to the defects.
<table>
<thead>
<tr>
<th>Process</th>
<th>ID</th>
<th>Defect</th>
<th>Origin(s)</th>
<th>Variations</th>
<th>Details</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo sputtering</td>
<td>D1</td>
<td>Holes in Mo and following layers</td>
<td>Contamination on glass &amp; Mo fracture due to insufficient adhesion</td>
<td>Mo-01, Mo-02, Mo-03, Mo-04, Mo-05</td>
<td>Introduction</td>
<td>3.2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Quantitative EL Analysis</td>
<td>6.2.4</td>
</tr>
<tr>
<td>P1 scribing</td>
<td>D2</td>
<td>P1 interruption</td>
<td>Tilted or polluted laser setup &amp; damaged or polluted glass</td>
<td></td>
<td>Simulation</td>
<td>6.3.4.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Detection &amp; Identification</td>
<td>7.2</td>
</tr>
<tr>
<td>CIGS evapor.</td>
<td>D3</td>
<td>Cu-rich shunt path</td>
<td>Debris of Cu evaporation source</td>
<td></td>
<td>Introduction</td>
<td>3.2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Simulation</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>D4</td>
<td>Holes in CIGS and following layers</td>
<td>Contamination on Mo</td>
<td>CIGS-06, CIGS-07, CIGS-08, CIGS-09</td>
<td>Introduction</td>
<td>3.2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Quantitative EL Analysis</td>
<td>6.2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Detection &amp; Identification</td>
<td>7.5</td>
</tr>
<tr>
<td>P2 scribing</td>
<td>D5</td>
<td>P2 line interruption</td>
<td>Mechanical wear of the graver</td>
<td></td>
<td>Introduction</td>
<td>3.2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Detection &amp; identification</td>
<td>7.3</td>
</tr>
<tr>
<td>P3 scribing</td>
<td>D6</td>
<td>P3 interruption</td>
<td>Mechanical wear of the graver</td>
<td></td>
<td>Introduction</td>
<td>3.2.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Simulation</td>
<td>6.3.4.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Detection &amp; identification</td>
<td>7.4</td>
</tr>
</tbody>
</table>

**Table 3.1:** Investigated defects. 1<sup>st</sup> column shows affected processes, 2<sup>nd</sup> column presents the used defect ID in this work, 3<sup>rd</sup> column contains the defect descriptions, 4<sup>th</sup> column names potential defect origins, 5<sup>th</sup> column lists possible variations, 6<sup>th</sup> and 7<sup>th</sup> list the chapters that contain introductions, measurements or simulations of the correspondent defects in this work. Throughout this thesis Table 3.1 can be used for orientation.
3.2 CIGS Thin Film Module Production

In this chapter each production step which is needed for creating the monolithic series connection, as shown in Figure 2.4, is briefly introduced. Whenever it is possible, defects that can typically occur within the shown production steps are introduced. If it is one of the defects that I have investigated within this thesis then I mention its ID and point to the correspondent Chapter where it is discussed.

3.2.1 Soda Lime Glass Production

The production of the substrate glass and the window glass is not integral part of the CIGS production site, at least not nowadays. Defects occurring during glass production are typically impurities like bubbles in the glass or scratches as result of damages. The consequences mainly affect the P1 laser scribing where the laser beam must pass the substrate glass. Incomplete P1 scribing as a result of glass impurities is discussed in Chapter 3.2.4.

3.2.2 Glass Washing

Cleaning of the glass substrate before Mo deposition onto the soda-lime glass is generally assumed to be necessary for avoiding defects [30-33]. The cleaning removes contaminations that can cause holes within the Mo and following layers. This scenario is introduced in Chapter 3.2.3 as defect D-1 in detail. Furthermore, contaminations can lead to faulty P1 scribing which is introduced in Chapter 3.2.4 and labelled as D-2. In this thesis the glass has been washed with demineralised water and lint-free brushes. There are alternative cleaning methods, e.g. consisting of multiple cleaning steps and even pre-sputtering processes, which have been presented in [34, 35].

3.2.3 Molybdenum Sputtering

The Mo back contact is usually deposited on soda lime glass using direct current (DC) magnetron sputtering with a metal Mo target in an argon (Ar) gas environment [8, 34, 36, 37]. Usually, the Mo is deposited as a bilayer [11, 34, 38, 39] with each layer fulfilling a different requirement: The first layer needs to provide good adhesion to the glass substrate which is achieved with an Ar pressure of approximately 13 mTorr [34]. The second layer is deposited onto the first layer with a lower Ar pressure of about 3 mTorr [34] which leads to a low resistivity of about $\rho = 54 \times 10^{-9} \, \Omega \text{m}$ at a thickness of 900 nm of the second layer. In contrast, the first layer has a resistivity that is about ten times higher. As the first layer is only needed for good adhesion to the glass it is made only 100 nm thick.
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The different Ar pressures during Mo sputtering cause different film stresses within the Mo. As shown in Figure 3.1(a), the film stress within the Mo changes from tensile to compressive for falling pressures at about 8 mTorr. The change in Mo film stress is a potential defect origin for the P1 laser scribing process as it makes the minimum required laser peak fluence $F_{\text{Peak, min}}$ (laser spot energy density in Joule/cm$^2$ [40]) increase significantly by 20% as shown in Figure 3.1(b) [41]. The P1 scribing must remove both Mo layers. In order to reduce loss of active solar cell area the P1 line is scribed as thin as necessary for sufficient insulation of two neighboring Mo back contacts [23] (current P1 thicknesses are about 50 µm [42]). For obtaining a thin P1 line the smallest required laser peak fluence $F_{\text{Peak, min}}$ is applied. If due to fluctuations in the Mo sputtering process the required laser peak fluence is higher than the applied one, then the P1 laser scribing can be incomplete. P1 defects and further potential defect origins are discussed more detailed in Chapter 3.2.4.

![Figure 3.1: Mo film stress as origin of P1 defects. (a) Mo film stress changes from tensile to compressive for falling pressures at about 8 mTorr. (b) Minimum required laser peak fluence $F_{\text{Peak, min}}$ increases significantly at change from tensile to compressive stress. An abrupt change in $F_{\text{Peak, min}}$ can lead to incomplete P1 scribing lines.](image)

**D-1**: Holes in Mo and following layers can be caused by contamination on the glass substrate. Contaminations on the glass, as a result of insufficient glass washing, can cause holes both in the sputtered Mo layer and in the following layers which is shown in Figure 3.2 schematically. In (a) a defect free layer sequence is given as a reference. In (b) a contamination is schematically depicted which can prevent a proper Mo sputtering. The contamination is exemplified by a globular defect with a diameter of 10 µm (height of the Mo layer is about 1 µm). Images (b) - (f) just give a schematic view of the possible defect mechanism as the exact shape and size of the defect can strongly vary. If the contamination in (b) falls off or is washed off before the CIGS co-evaporation, a hole only within the Mo layer can remain. I experimentally investigate the situation shown in (b) in Chapter 6.2 and name this case of D-1 as Mo-01.
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Figure 3.2: Schematic drawing of possible holes originating from contamination on glass (defect D). (a) Defect free layer sequence. (b) Hole in Mo layer, named as Mo-01. (c) Hole in Mo and CIGS layer, named as Mo-02. (d) Hole in Mo, CIGS and CdS layer, designated as Mo-03. (e) Hole in Mo, CIGS, CdS and i-ZnO layer, named as Mo-04. (f) Hole in all layers, described as Mo-05. Situations (c) - (f) are shunt paths through the absorber and shed light on the isolating role of the CdS and i-ZnO buffer layers. Layer thickness is not drawn to scale for the sake of visibility.

If the contamination from (b) remains at the same position during CIGS co-evaporation then a situation as shown in (c) can occur where both the Mo and CIGS layer contain a hole. For this case the contamination must be heat-resistant (thus, remains practically solid) for CIGS deposition temperatures \( T > 600 \) °C which makes Mo splinters (Mo debris resulting from P1 scribing) and glass splinters (glass damage due to transport) the most likely candidates. I study the situation where the contamination falls off after CIGS deposition in Chapter 6.2 experimentally and name this case of D as Mo-02.

Assuming that the contamination remains at the same position till CdS chemical bath deposition (CBD), as shown in (d), then the three subsequent layers Mo, CIGS and CdS can locally contain a hole. For this case a sufficient adhesion between contamination and glass is required as the CBD is capable of rinsing off contaminations during its initial phase, the so called incubation phase (0 - 30 seconds) [11]. Within this incubation phase there is practically no CdS growth but surface contaminations on the CIGS absorber like Na2O/NaOOH, Na2CO3 and Ga2O3 are removed effectively [11]. The experimental investigation of the case where the contamination falls off after CBD is presented in Chapter 6.2 and I label this case of D as Mo-03.

In the event that the contamination remains till i-ZnO sputtering, a situation as shown in (e) can occur where the Mo, CIGS, CdS and i-ZnO layer can contain a hole. I explore the situation where the contamination falls off after i-ZnO sputtering experimentally in Chapter 6.2 with the defect ID D and its variation Mo-04.
In case the contamination remains on the glass substrate even until the ZnO:Al is sputtered, then the situation shown in (f) can occur where all layers contain a hole at the same position. The experiments that shed light on the situation shown in (f) are contained as variation Mo-05 of D1 in Chapter 6.2.

The actual growth progress can differ significantly from those shown in Figure 3.2. For instance, uninterrupted CIGS or ZnO:Al layers can occur, covering the contamination, if the contamination size or form is negligible compared to the correspondent layer thickness. Thus, the main benefit of Chapter 6.2 is to gain general knowledge about how the presented situations in (b) - (f) influence the voltages and currents in a solar cell. In contrast, Chapter 6.2 does not cover any possible permutation of defective layers because I assume an upwards directed error propagation as the most likely case. For example, an upwards directed error propagation excludes the Mo layer and the i-ZnO layer to be defective at the same position, while the CIGS and CdS layers in between are defect free - this is unlikely if they have the same defect origin.

### 3.2.4 P1 Scribing

Within this thesis the Mo was scribed by a laser from substrate side through the glass as shown in Figure 3.3. The laser pulse travels through the glass, as the glass is transparent for the applied laser wavelength of \( \lambda = 532 \text{ nm} \) [41], and irradiates the interface between glass and Mo. The applied laser pulse duration is \( t_{\text{pulse}} = 300 - 800 \text{ ps} \) at a feed range of \( v_{p1} = 1 - 2 \text{ m/s} \). The laser pulse overlap is \( o_{p1} \approx 20\% \) at a laser pulse width of about \( w_{p1} \approx 45 \mu\text{m} \).

In [42] the laser scribing process has been described as a process consisting of three steps: In a first step, the interface between the glass substrate and the Mo film absorbs the optical laser pulse energy which leads to a steep temperature increase at the interface. In a second step, the steep temperature increase causes local melting and evaporation of the Mo layer. In a third step, the strain caused by the partial evaporation at the substrate/film interface leads to fractures in the Mo layer where the Mo preferably is ablated. Any deviation from the aforementioned laser parameters \( (\lambda, t_{\text{pulse}}, v_{p1}, o_{p1}, w_{p1}) \) can eventually cause an insufficient Mo laser scribing.

In the following I discuss three P1 defect sources (i-iii) which are relevant for industrial practice. (i) P1 scribing equipment contains movable parts, among which are the lenses for laser guiding. If tilting of the setup due to motion (acceleration and deceleration) causes the lenses to leave their initially calibrated positions, then the required laser focus can be lost. (ii) Furthermore, the machines for P1 scribing in photovoltaic production sites are not operated in a clean-room environment due to cost reasons. This leads to pollution on the lenses which can either cause laser beam absorption or change the reflectivity of the lenses, finally resulting in an interrupted P1 scribing process as well. (iii) The above
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The introduced three step P1 laser ablation process [42] demonstrates the need for an obstacle free light path through the glass substrate to the substrate/Mo interface. Therefore, the glass substrate itself can cause incomplete P1 scribing if it locally forms an obstacle for the laser beam.

Figure 3.3: P1 defects due to laser beam obstacles in or on the glass. The first column schematically illustrates the interruption of the P1 scribing line for cases (a)-(e). Second column shows microscope images of the obstacles. Third column contains microscope images of the correspondent interrupted P1 lines. (a) Contamination within glass. (b) Bubble within glass. (c) and (d) show scratches within or on the glass. (e) Contamination on glass.
Figure 3.3 (a.1) shows schematically how a laser beam is either absorbed, scattered, reflected or deflected by a contamination within the glass. (a.2) shows the microscope image of the contamination and (a.3) contains the microscope image of the resulting laser line interruption. In contrast to the contamination which causes Mo-01 - Mo-05, a contamination within the glass cannot be avoided by the glass washing (Chapter 3.2.2). These contaminations originate from the float glass production [43]. Bubbles within the glass can be a further obstacle for the laser beam as shown in (b.1)-(b.3). A detailed discussion of bubbles in float glass is given in [43] where bubbles are described as inclusions of atmospheric gases during the initial phase of batch melting, or decomposition of batch components, in the float glass production. Additionally, scratches on or within the glass can form an obstacle for the laser beam as shown in (c.1)-(c.3). Scratches can either occur during float glass production [43] or during transport in a photovoltaic production line. In (c.1)-(c.3) reflection and scattering are the main mechanisms to interrupt the laser beam. However, the main mechanism can also be deflection as shown for the scratch in (d.1)-(d.3). The only obstacle that can be prevented within a production site by glass washing is contamination on the glass surface as shown in (e.1)-(e.3). Most of the contamination that I have observed is point-like as shown in (e.3). Nonetheless, it can also be stripe-like contamination which is mainly caused by the substrate transport on polluted roles.

**D-2: P1 scribing line interruption** is therefore the second defect that I investigate within this thesis. It occurs due to the aforementioned defect sources (i)-(iii). The influence of D-2 on currents and voltages is shown both experimentally and by modelling in a network simulation model in Chapter 6.3. Furthermore, the detection and identification of D-2 in EL and DLIT measurements is introduced in Chapter 7.2.

### 3.2.5 Mo Washing

After P1 scribing the substrate is washed again with demineralized water and lint-free brushes. At this stage the most likely pollutions are Mo splinters that have been ablated as a result of the P1 scribing process. Alternative cleaning methods have been presented in [44].

### 3.2.6 CIGS Absorber Deposition

In the present work the CIGS absorber has been deposited by the process of co-evaporation. Co-evaporation means that the elements Cu, In, Ga and Se are evaporated simultaneously [11, 45, 46] and the chalcogenide formation takes place directly out of the gas phase. A detailed discussion of the chemical, physical, and technical background of the co-evaporation and its derivations can be found in [11].
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For the identification of defects it is relevant that a top-down coating configuration has been used. In the top-down configuration the substrate is placed on a moving carrier which passes the evaporation sources that are positioned above it. The top-down configuration allows to exceed the glass transition temperature of about 560 °C \(^{[13]}\) as the soft glass is held by the carrier and cannot fall down. This allows to operate up to 700 °C which has been reported to be a key to a higher homogeneity of the absorber layer (both laterally and vertically) and enhances the open circuit voltage \(V_{OC}\) \(^{[13]}\). In contrast, the bottom-up coating configuration (where the glass substrate is held above the deposition sources) does not allow to exceed the glass transition temperature.

**D-3 Accumulated debris of the evaporation source** falling down onto the substrate is a significant disadvantage of the top-down configuration as described in \(^{[11]}\). Cu-rich debris from the Cu evaporation source is most detrimental due to its high conductivity. Figure 3.4 shows a microscopic image of two Cu-rich contaminations close to each other.

![Microscopic image of two Cu-rich contaminations](image)

**Figure 3.4:** Microscope image of two Cu-rich contaminations (defect D-3) which have fallen onto the substrate during CIGS co-evaporation.

The microscope image is recorded from glass side. By applying destructive EDX material analysis to the phenomenon shown in Figure 3.4 I have found that it mainly consists of Cu. The Cu-rich contaminations typically appear like water drops within the surrounding Mo back contact (yellow surrounding). Furthermore, Figure 3.4 provides ground for speculation that the Cu-rich contamination should have a temperature at least close to the melting point of Mo (which is 2896 °C \(^{[47]}\)) as it obviously penetrates the Mo layer. I could not observe any damage of the glass substrate at the positions where the Cu-rich debris was located. In Chapter 7.6 I show how Cu-rich debris can be detected and identified.

**D-4 Holes in CIGS and following layers** are the second type of defect that I investigate with regard to the CIGS deposition process. During CIGS co-evaporation contamination (Mo or glass splinters) can lead to holes in the deposited CIGS absorber and following layers. Assuming upwards directed error propagation (in the same way as I introduced it before for D-1), holes in the CIGS layer can lead to situations as shown in Figure 3.5.
Figure 3.5: Schematic drawing of holes originating from a contamination on the Mo layer, which is indicated by green colour (defect $D_{44}$). (a) Hole only in the CIGS absorber named as CIGS-06. (b) Hole in CIGS and CdS layer, named as CIGS-07. (c) Hole in CIGS, CdS and i-ZnO layer, named as CIGS-08. (d) Hole in CIGS and all following layers: CIGS-09. Situations (a)-(c) represent shunt paths through the absorber and shed light on the isolating role of the CdS and i-ZnO buffer layers. Layer thickness not drawn to scale for the sake of visibility.

Figure 3.5 (a) depicts a contamination on the Mo layer that can cause a hole in the evaporated CIGS layer if it is heat-resistant at temperatures above 600 °C (see discussion in $D_{44}$). The experiments on the case as shown in (a), where the contamination falls off after CIGS deposition, is subject of discussion in Chapter 6.2 and the correspondent name for this variation of $D_{44}$ is CIGS-06.

If the contamination from (a) remains during CdS chemical bath deposition (CBD) as well (see comments on necessary adhesion in $D_{44}$), then a situation as shown in (b) can occur. I study the situation in (b), where the contamination falls off after CBD, experimentally and show the results in Chapter 6.2 for the variation CIGS-07 of defect type $D_{44}$.

Assuming that the contamination from (b) that does not fall off after CBD, a hole in the layer sequence of CIGS, CdS, and i-ZnO can occur as shown in (c). The situation shown in (c) includes that the contamination falls off after i-ZnO sputtering, which I experimentally investigate in Chapter 6.2 under CIGS-08.

Finally, in the event that the contamination remains through all following deposition processes at the same position, then a defect type as shown in (d) can occur. In this case the CIGS, CdS, i-ZnO, and ZnO:Al layers are all locally missing which I study with my experiments on variation CIGS-09 of defect type $D_{44}$ in Chapter 6.2.

Note that the shown figures only schematically illustrate the creation of the point defects Mo-01 - CIGS-09, while the reality can include a much higher complexity of geometries. However, the shown local deteriorations of the layer structure will allow to gain specific knowledge about the shunt mitigating role of the i-ZnO/CdS buffer combination.
3.2.7 CdS Chemical Bath Deposition

Apart from forming the n-type, the CdS layer plays an important role in preserving a high carrier lifetime in the CIGS absorber. CIGS films that are exposed to air show a significant degradation of the carrier lifetime $\tau_{\text{CIGS}}$. It has been reported in [48] that storing a module after CIGS deposition for 24 hours reduces the lifetime from $\tau_{\text{CIGS}} = 100\ \text{ns}$ to $\tau_{\text{CIGS}} = 2\ \text{ns}$. The degradation has been explained in [48] by oxidation of the CIGS surface leading to high surface recombination. The strong lifetime degradation in CIGS can be avoided by deposition of CdS as soon as possible after CIGS deposition. It has been suggested in [48] that CIGS surface passivation is the underlying effect. Once the CdS layer is deposited, the module can be stored for months without further lifetime degradation.

During chemical bath deposition (CBD) the substrate is immersed into a tank which contains the chemical solution consisting of thiourea, Cd salt and ammonia. The solutions, their molecular formula, their concentration within the solution of the tank and their purpose are listed in Table 3.2.

Table 3.2: Sources and precursors of CBD. The following sources with the given concentrations are used for CBD of CdS on standard CuIn$_{0.7}$Ga$_{0.3}$Se$_2$ [49].

<table>
<thead>
<tr>
<th>Sources</th>
<th>Molecular Formula</th>
<th>Concentration</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>thiourea</td>
<td>SC(NH$_2$)$_2$</td>
<td>0.12 mol/L</td>
<td>sulfur source</td>
</tr>
<tr>
<td>Cd salt</td>
<td>Cd(CH$_3$COO)$_2$</td>
<td>0.0013 mol/L</td>
<td>cadmium-ammonia complex as cadmium precursor</td>
</tr>
<tr>
<td>ammonia</td>
<td>NH$_3$</td>
<td>1.0 mol/L</td>
<td>complex as cadmium precursor</td>
</tr>
</tbody>
</table>

Thiourea is used as sulfur (S) source. The cadmium salt and the ammonia form cadmium-ammonia complex ions as cadmium precursors [11]. With the concentrations given in Table 3.2 the chemical reaction within the tank can be described by [49]

$$\text{Cd}(\text{NH}_3)_2^{2+} + \text{SC}(\text{NH}_2)_2 + 2\text{OH}^- \rightarrow \text{CdS} + \text{CN}_2\text{H}_2 + 4\text{NH}_3 + 2\text{H}_2\text{O}. \quad (3.1)$$

The chemical reaction takes place at $T \approx 60^\circ\text{C}$ and pH $\approx 11$ [49]. Two competing growth mechanisms have been described in [49, 50]: (i) Atom by atom growth of the CdS layer on the CIGS surface. (ii) Aggregation of colloids within the solution. Within the first 30 seconds there is practically no CdS layer growth. Instead, contaminations such as Na$_2$/NaOH, Na$_2$CO$_3$ and Ga$_2$O$_3$ are rinsed off by the solution in the tank [11]. The CdS layer growth starts after $t = 30\ \text{s}$ and after $t = 60\ \text{s}$ the complete module surface is covered by a grown CdS layer. The thickness of the CdS layer increases almost linearly with $v_{\text{CdS}} = 0.3\ \text{nm/s}$ and is finished after $t = 300\ \text{s}$ at a CdS thickness of about 50 nm. It has been shown in
that the oxygen concentration in the grown CdS layer can be up to 10 %, and in that Se and In atoms appear to diffuse from the CIGS absorber into the CdS.

Holes in the CdS and following layer can occur due to contamination that has an adhesion to the CIGS layer which is stronger than the rinsing effect of the CBD. Assuming upwards directed error propagation, three situations can occur as shown schematically in Figure 3.6.

![Figure 3.6](image)

**Figure 3.6:** Schematic drawing of holes originating from a contamination on the CIGS layer, which is indicated by brown colour. (a) Contamination can cause a hole in the CdS buffer layer, as well as in the following (b) i-ZnO and (c) ZnO:Al layers, if does not fall down after the correspondent process. Layer thickness is not drawn to scale for the sake of visibility. These cases are not investigated in this thesis.

In Figure 3.6(a) depicts a contamination on the CIGS layer that can cause a hole in the CdS layer. In the case the contamination from (a) remains after CBD, situations like in (b) and (c) can occur. These cases are not investigated in this thesis.

### 3.2.8 Intrinsic ZnO Deposition

The intrinsic ZnO buffer layer is sputtered from a ceramic target at a radio frequency of about 13.56 MHz. In analogy to the aforementioned point defects, two situations, as shown schematically in Figure 3.7, can occur due to upwards directed error propagation.

![Figure 3.7](image)

**Figure 3.7:** Schematic drawing of holes within the i-ZnO layer originating from a contamination on the CdS layer, leading (a) to either only a hole in the i-ZnO layer or (b) to holes in both i-ZnO and ZnO:Al. Layer thickness is not drawn to scale for the sake of visibility.

In Figure 3.7 I illustrate two possible scenarios for contaminations that are located on the CdS layer. If they persist during i-ZnO sputtering, then a hole in the i-ZnO layer results, as
drawn in (a). If the contamination does not fall off before ZnO:Al sputtering, then it can cause even an additional hole in the ZnO:Al layer, which is depicted in (b). Note that these scenarios are mentioned only for the sake of completeness, but are not investigated in this thesis.

### 3.2.9 P2 Scribing

The P2 scribing was done with a mechanical graver. Figure 3.8 depicts schematically how the mechanical graver removes the CIGS, CdS and i-ZnO layer.

**Figure 3.8:** Schematic P2 scribing. Mechanical graver scribes CIGS, CdS and i-ZnO layer.

**D-5: P2 scribing line interruption** is the fifth defect type that I investigate within this thesis. The most likely reason for incomplete P2 lines is mechanical wear for which two wear mechanisms are introduced in the following. The first wear mechanism is diffusion of the scribing/cutting tool’s coating into an interlayer between the tool and the work material. With regard to this first mechanism, I basically summarize metal machining literature and the essential equations in this section.

The second wear mechanism is increased adhesion due to an increased tool contact pressure $p_{\text{Tool}}$. The substrate to be scribed has a both unavoidable and unforeseeable warping due to the thermal stress which it experiences during CIGS co-evaporation. CIGS manufacturers increase the contact tool pressure $p_{\text{Tool}}$ which ensures the tool to stay in contact with the module - despite of the unforeseeable warping. As a result, the increased $p_{\text{Tool}}$ increases both diffusion and adhesion as wear mechanisms.

Both wear mechanisms are introduced in the following. The fundamentals discussed in this chapter are valid for the mechanical P3 scribing as well because it is based on the same scribing process. Figure 3.9 depicts schematically the two wear mechanisms and is the starting point for my discussion in this chapter.
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Figure 3.9: Two wear mechanisms causing defective P2/P3 scribing. **Left branch:** High scribing speed (as a consequence of short production cycle time) leads to a high tool temperature during P2/P3 scribing (the tool is a mechanical graver) [54]. The high temperature makes diffusion as wear mechanism dominate over abrasion and adhesion [55, 56]. Right branch: Additionally, the waviness of the glass substrate after CIGS deposition makes a tool contact pressure $p_{\text{tool}}$ onto the work material necessary which is higher than the required minimum contact pressure for flat substrates (see Figure 3.11). The increased $p_{\text{tool}}$ additionally increases the temperature due to friction which enhances diffusion as wear mechanism [59].

At the same time an increased $p_{\text{tool}}$ increases adhesion as wear mechanism [57, 58]. I have confirmed the detrimental effect of an increased $p_{\text{tool}}$ with SEM and EDX measurements. The final result is for both branches a defective P2/P3 scribing as the tool’s tungsten carbide layer is worn out. The effects of the two branches superimpose for both P2 and P3 scribing.

In order to keep the production cycle time in a CIGS production site as small as possible, a P2/P3 scribing speed $v \approx 1 \text{ m/s}$ is applied. The mechanical graver, in the following just referred to as "tool", is covered by a tungsten carbide (WC) compound which is usually used for abrasion resistant cutting tools [60]. It has been shown in [54] that the tool temperature $T_1$ can be regarded as linearly dependent of the tool cutting speed $v$ by

$$T_1 = C_t v^d_t,$$

where $C_t$ and $d_t$ are constants [60] which have been determined experimentally in dependence of tool material, work material, tool geometry, cut thickness and cutting speed [60-64]. For cutting speeds in the range of $v \approx 1 \text{ m/s}$ it has been shown that the dominant wear mechanism for tungsten carbide compounds is thermal diffusion [54, 60, 65-72] due to temperatures of $T > 800^\circ \text{C}$. Diffusion wear means that atoms of the tool material, respectively
work material, migrate through the interface between tool and work material and form a local alloy \[60\]. In literature both tungsten and carbide have been observed to diffuse from the tool material into the work material \[66, 67\]. As a consequence, a diffusion based mass loss \( M_d \) (with regard to the tungsten carbide compound) has been observed with a wear rate \[72\] that can be described by Arrhenius type equation

\[
\frac{dM_d}{dt} = D_d \cdot \exp\left(-\frac{E_d}{(K_d T_t)}\right),
\]

(Eq. 3.3)

where \( D_d \) and \( K_d \) are constants \[72\], and \( E_d \) is the activation energy of the tungsten carbide compound \[73\]. Hence, increasing the cutting speed \( v \) leads to an increased tool temperature \( T_t \) (Eq. 3.2); an increased tool temperature \( T_t \) leads to an increased wear rate \( dM_d/dt \) (Eq. 3.3); finally, the increased wear rate leads to an increased mass loss \( M_d \) which decreases the life time \( t_t \) of the cutting tool:

\[
v \uparrow \rightarrow T_t \uparrow \rightarrow \frac{dM_d}{dt} \uparrow \rightarrow M_d \uparrow \rightarrow t_t \downarrow .
\]

(Eq. 3.4)

Once the mass loss \( M_d \) becomes too large, the tungsten carbide layer cannot ensure sufficient cutting performance any more. I have observed that worn tool tips tend to start kind of stuttering which finally leads to incomplete scribing lines, as shown in Figure 3.10.

![Figure 3.10: Interrupted P2 scribing line. Worn tool tips tend to start kind of stuttering which makes the tool locally lose the contact to the substrate and eventually leads to interruptions in the scribing line.](image)

The aforementioned Equations 3.2, 3.3, and 3.4 have been described in literature. In contrast, a more specific reason for the mechanical wear, and therefore for the resulting defective P2 and P3 scribing, is an increase of the contact tool pressure \( p_{tool} \). This is a consequence of the not precisely foreseeable warping of the glass substrate after CIGS co-evaporation. As discussed in Chapter 3.2.6, during CIGS deposition the glass substrate temperature exceeds the glass transition temperature of \( T_g \approx 560 ^\circ C \) which is why the glass can warp during cooling down to room temperature \[11\]. The warping leads to different heights of the glass surface as shown schematically in Figure 3.11.
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Figure 3.11: Schematic warping of glass substrate after CIGS deposition. Warping of the glass substrate can lead to deviations from the initial scribing height $h_{\text{initial}}$. $\Delta h$ can be in the range of several millimeters. In order to adjust the tool contact pressure $p_{\text{Tool}}$ onto the work material, manufacturers often apply a too high pressure $p_{\text{Tool}}$.

When scribing an uneven substrate, the pressure $p_{\text{Tool}}$ of the scribing tool onto the work material must be higher than in case of an even substrate. This is because at a scribing speed $v \approx 1 \text{ m/s}$ there is less time for the scribing tool to adjust to an occurring height difference $\Delta h$ (one can imagine a snowboarder jumping into the air when hitting a small snow hill). Hence, for a constantly appropriate height adjustment an increased $p_{\text{Tool}}$ is applied in practice. While investigating the appropriate $p_{\text{Tool}}$, I have found that an increase of $p_{\text{Tool}}$ increases $M_d$ as well. This is depicted in Figure 3.12, where I present the EDX measurement of tungsten within a P2 scribing line for two different $p_{\text{Tool}}$ at the same cutting speed $v = 1 \text{ m/s}$.

Figure 3.12: Role of $p_{\text{Tool}}$ on mechanical wear. Tungsten (W) has been measured with EDX within the P2 line. An increase in $p_{\text{Tool}}$ increases $M_d$ as well. Both measurements were performed at $v = 1 \text{ m/s}$. At the edges of the 50 $\mu$m thick P2 line, the EDX signals are generally higher as the graver pushes material to the left and right while scribing.

The result of Figure 3.12 is also visible in scanning electron microscope (SEM) images as shown in Figure 3.13, where (a.1) shows a comparatively smooth P2 scribing line with some few and small spots or strains in the upper right part. The correspondent energy dispersive X-ray (EDX) image taken at the position of the orange rectangle is shown in (a.2).
tungsten (W) signal is clearly visible but still small when compared to the molybdenum (Mo) signal. This is the case for tool wear at $p_{\text{tool}} = 74$ kPa. In general, as long as the tungsten carbide layer of the tool is not significantly worn, the Mo signal can be expected as the dominant signal as all layers above the Mo (for both P2 and P3 scribing) are completely removed (ideally).

In contrast, (b.1) depicts a P2 scribing line with multiple and comparatively huge spots or strains measured for $p_{\text{tool}} = 138$ kPa. The tungsten (W) mass loss $M_d$ seems to have taken place on a much larger area and with a higher intensity than in (a.1). The EDX image taken

![EDX Image](image_url)

**Figure 3.13:** SEM and REM images of tungsten in P2 scribing line resulting from different contact tool pressures $p_{\text{tool}}$. (a.1) SEM image with few and comparatively small stains containing W as measured for $p_{\text{tool}} = 74$ kPa. (a.2) Mo signal exceeds the W signal. (b.1) SEM image with multiple and comparatively huge stains containing W as measured for $p_{\text{tool}} = 138$ kPa. (b.2) W signal exceeds the Mo signal. The two measurements are made for two different gravers after the same tool usage time. The results indicate that an increased $p_{\text{tool}}$ increases $M_d$ of W as well.
at the position of the orange rectangle is shown in (b.2). The visual impression of (b.1) is confirmed by the correspondent EDX image in (b.2) where the tungsten (W) signal exceeds the molybdenum (Mo) signal.

To draw a conclusion, Figure 3.13 shows that tungsten material loss due to mechanical wear can be visually ascertained in SEM and EDX images. Furthermore, the number of visible spots or strains increases significantly with the contact tool pressure $p_{\text{tool}}$. In accordance to the results shown in Figures 3.12 and 3.13 there is a right branch drawn in Figure 3.9. It has been shown in [59] that an increased $p_{\text{tool}}$ leads to an increased temperature as well. Thus, in Figure 3.13 the increased $p_{\text{tool}}$ of the right branch is drawn to enhance diffusion in the left branch. Furthermore, it has been shown in [57, 58] that an increased $p_{\text{tool}}$ introduces adhesion as wear mechanism. The effect of high cutting speed $v$ (in the left branch) and increased tool contact pressure $p_{\text{tool}}$ (in the right branch) superimpose and finally lead to defective P2/P3 scribing. In practice, I have found that the applied $p_{\text{tool, applied}}$ typically exceeds the minimum required $p_{\text{tool, min}}$ by a factor of 2 - 3.

I investigate the influence of $D_{\text{5}}$ on currents and voltages both experimentally and by modelling in a network simulation model in Chapter 6.3. Moreover, I investigate its detection and identification in EL and DLIT measurements in Chapters 7.3 and 7.4.

### 3.2.10 ZnO:Al Deposition

The ZnO:Al front contact layer is deposited by magnetron sputtering. The ceramic ZnO:Al targets, which are used for DC magnetron sputtering [74, 75], typically contain 2 wt% $\text{Al}_2\text{O}_3$ [76]. As introduced in Chapter 2.2.1, this provides light transmittance and electrical conductivity. Holes in ZnO:Al can occur due to contamination on the i-ZnO layer as shown schematically in Figure 3.14. Note that the scenario in Figure 3.14 is only shown for the sake of completeness, but no investigated in this thesis.

![Figure 3.14: Schematic drawing of a contamination on the i-ZnO layer, indicated by the yellow colour, which causes a hole in the ZnO:Al layer. Layer thickness is not drawn to scale for the sake of visibility.](image)
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3.2.11 P3 Scribing

The P3 scribing is done mechanically in the present work. It is based on the same process as the P2 scribing and even performed on the same machines. Figure 3.15 depicts the mechanical P3 scribing process schematically.

![Diagram of P3 scribing process](image)

**Figure 3.15:** P3 scribing. Mechanical graver scribes CIGS, CdS, i-ZnO and ZnO:Al layer.

**D-6: P3 scribing line interruption** is the sixth defect that I investigate within this thesis. The most likely reason for incomplete P3 lines is mechanical wear. With regard to mechanical wear I have introduced all fundamentals in Chapter 3.2.9.

Due to the hardness of the ZnO, the minimum applied tool contact pressure \( p_{\text{Tool,P3}} \) for P3 scribing is higher than that of the P2 scribing. Hands on values for the production are \( p_{\text{Tool,P2}} \approx 120 \text{ kPa} \) in contrast to \( p_{\text{Tool,P3}} \approx 184 \text{ kPa} \), which is an increase by about 50%. Hence, the influence of the right branch in Figure 3.9 for an increased contact tool pressure \( p_{\text{Tool}} \) as the second wear mechanism, is even higher for P3 scribing than for P2 scribing.

In analogy to **D-5**, the simulation of **D-6** can be found in Chapter 6.3 and its detection and identification in Chapter 7.4.

3.3 Conclusions

All defects that I have investigated with regard to detection and identification are summarized in Table 3.1. They can be divided into point defects (D-1, D-3, D-4) and scribing line defects (D-2, D-5, D-6).

I have correlated the mechanical wear of the graver tip with the applied tool contact pressure by SEM and EDX measurements. My investigation shows that the applied tool contact pressure, as it is used in a standard industry mechanical scribing process for the P2 and P3 lines, is chosen 2-3 times higher than actually required. While the original idea of an increased tool contact pressure is to avoid scribing line interruptions due to the glass waviness, which results from CIGS deposition process, at the same time the increased pressure leads to accelerated graver wear, and thus requires to exchange the graver earlier, in order to avoid P2 and P3 defects because of a worn out graver tip. Table 3.1 can be used as orientation within this work with regard to the investigated defects.
Chapter 4

EL & DLIT Measurements

"The purpose of this chapter is to introduce the two measurement techniques which I use within this thesis for the identification of defects: the electroluminescence measurement (EL) and the dark lock-in thermography measurement (DLIT)."

4.1 Introduction

This work has been written in close cooperation with industry partners. In an industrial production environment the photovoltaic module’s electrical performance is typically measured as $J-V$ curve, according to Eq. (2.8) in Chapter 2.3. This is a well standardised quality control to check whether the photovoltaic module fulfills the specifications.

Nonetheless, for defective modules one cannot extract from a measured $J-V$ curve what the defect origin is. If the module’s parallel resistance (see Chapter 2.2.2, Fig. 2.2) is reduced, then the origin can be, for instance, insufficient cell insulation (by P1 and P3 lines), insufficient laser edge insulation, or simply ohmic-like point defects within the cells. It is important to know what the defect origin is in order to take action for avoiding its occurrence in the production. For instance, realizing that P2 or P3 scribing defects occur, one can reduce the intervals for the exchange of the mechanical graver. Both EL and DLIT can address this issue as they are spatially resolved measurements. As it is shown in Chapters 6 and 7 both scribing defects and Cu-rich debris mostly have characteristic EL and DLIT patterns. These characteristic defect patterns can be detected and identified if the resolution of the EL and DLIT measurement setup is in the range of the defect size (which is discussed in Chapter 7).

Furthermore, EL allows cost reduction as it can be placed inline in a production environment. The EL measurement is usually performed after the ZnO:Al front contact has been deposited. If the module fails on the EL test (because of criteria which are specifically defined by each manufacturer), then the following production steps (i.e. contacting with conductive
tape, lamination with a polymer foil, placing and sticking of the front glass, installation of the contact box) can be avoided which reduces the costs.

EL measurements usually take only a few seconds (less than the production cycle time of currently about 24 seconds) and can therefore economically be integrated into the inline quality control. In contrast, DLIT measurements usually are performed offline in a laboratory environment due to their duration of up to several minutes.

4.2 Sample Preparation

The measured CIGS samples are of 30 x 30 cm² dimension with \( n_{\text{cells}} = 69 \) cells, a cell width of \( w_{\text{cell}} = 4 \) mm and a cell length of \( l_{\text{cell}} = 300 \) mm. The samples are not completely finished with regard to the production steps in a CIGS production site. All production steps after the ZnO:Al deposition are left out for the used samples. This allows the small samples to be cut out from a whole CIGS module of the dimensions 120 x 60 cm² as only one glass (the substrate) has to be cut. The first and the last cell of each sample is contacted with a conductive tape. For both EL and DLIT measurements, the conductive tapes are connected to the cables of the source-measurement-units (SMU) in four-terminal sensing mode.

None of the samples is exposed to light before EL measurement. Exposure to light can significantly change the EL appearance. The underlying effect has been explained in [78].

\[ \text{(a) } \quad \text{(b) } \]

\[ \text{Figure 4.1: Influence of light soaking on EL image. EL image (a) before and (b) after 48 hours of light soaking at 800 W/m² intensity. White spot in the upper left part disappears and image contrast is increased during light soaking. This effect has been explained in [78].} \]

There is a general trend that defects, or deviations from normal layer sequence in general, are better visible before light soaking (LS) than after. For instance, in Figure 4.1, the bright spot in the upper left part of (a) before LS disappears after LS in (b). As it is helpful to have as much information about defects as possible, none of the samples has been illuminated before EL measurements.

4.3 Electroluminescence

Electro - Luminescence (EL) is the physical phenomenon where a device (having p-type and n-type contacts) is electrically stimulated (electro), and as a result radiative recombination
4.3 ELECTROLUMINESCENCE

of electrons and holes within the device leads to the emission of photons (luminescence). The electrical stimulation of the solar cell is done by applying a suitable forward current density \( j_{\text{EL}} \) (which is the control variable in this thesis for all measurements). The induced charge carriers recombine in the device, and the emitted photons have a photon energy which is around the device’s band gap \( E_G \) (this is basically the inversion of the normal cell’s operating mode). For CIGS modules this band gap is approximately \( E_G, \text{CIGS} \approx 1.15 \text{ eV} \).

The radiative recombination of the charge carriers is recorded by a charge coupled device (CCD) camera which allows a visual and quantitative analysis of the solar cell’s radiative light emission. This works reliably although solar cells are (compared to LEDs) suboptimal light emitters [79, 80]. In the following Chapter 4.3.1 I summarize some basic theory that is required for the quantitative analysis and interpretation of EL images.

4.3.1 EL Basics

It has been shown in [80] that the current induced radiative photon emission (electroluminescence operation) and the photon induced separation of electrons and holes (photovoltaic operation) are complementary physical actions in a solar cell. The link between these two operations has been called reciprocity and expressed quantitatively in [80] by

\[
\phi_{\text{em}}(E) = Q_e(E)\phi_{\text{bb}}(E) \exp\left(\frac{qV}{k_B T}\right),
\]

(4.1)

where \( \phi_{\text{em}}(E) \) is the emitted spectral photon density, \( Q_e(E) \) is the photovoltaic external quantum efficiency, \( \phi_{\text{bb}}(E) \) is the spectral photon density of a black body, \( q \) is the elementary charge, \( V \) is the p-n-junction voltage, \( k_B \) is the Boltzmann constant and \( T \) is the temperature of the solar cell. \( \phi_{\text{bb}}(E) \) can furthermore be written as

\[
\phi_{\text{bb}}(E) = \frac{2\pi E^2/\left(h^3 c^2\right)}{\exp\left(E/k_B T\right) - 1},
\]

(4.2)

where \( h \) is the Planck’s constant and \( c \) is the vacuum speed of light. In an EL measurement setup the CCD camera plays a fundamental role as it records \( \phi_{\text{em}}(E) \). Multiplying the energy-dependent (respectively wavelength-dependent) sensitivity \( Q_{\text{cam}}(E) \) of the CCD camera with Eq. (4.1), and introducing the surface position \( r \) on the solar cell, yields the following expression for the detected signal \( S_{\text{cam}} \) in each camera pixel [81]

\[
S_{\text{cam}}(r) = \int Q_{\text{cam}}(E)\phi_{\text{em}}(E, r) dE = \exp\left(\frac{qV(r)}{k_B T}\right) \int Q_{\text{cam}}(E)Q_e(E, r)\phi_{\text{bb}}(E) dE.
\]

(4.3)

\( S_{\text{cam}}(r) \) can be quantified as the camera sensitivity \( Q_{\text{cam}}(E) \) and external quantum efficiency \( Q_e(E, r) \) can be experimentally determined, and the black body photon density \( \phi_{\text{bb}}(E) \) can
be calculated. Eq. (4.3) can be rearranged by

\[ V(r) = \frac{k_B T}{q} \left\{ \ln \{ S_{\text{cam}}(r) \} - \ln \left[ \int Q_{\text{cam}}(E)Q_e(E,r)\phi_{bb}(E)dE \right] \right\} \]  

(4.4)
in order to calculate the voltage \( V(r) \) of the solar cell at the position \( r \) from the correspondent pixel. Actually, here \( r \) represents an area \( A(r) \) seen by one pixel and \( V(r) \) is therefore the average solar cell voltage within the area \( A(r) \). From external quantum efficiency measurements of CIGS cells [82] one can extract the relevant wavelength range from about \( \lambda \approx 300 \text{ nm} - 1200 \text{ nm} \) which yields integration limits from \( E_1 \approx 1.03 \text{ eV} \) to \( E_2 \approx 4.13 \text{ eV} \) for Eq. (4.4) which can be rewritten as

\[ V(r) = \Delta V(r) + V_{\text{offset}}, \]  

(4.5)

where \( \Delta V(r) = \frac{k_B T}{q} \ln \{ S_{\text{cam}} \} \) and \( V_{\text{offset}} \) is a constant value (assuming, for the sake of simplicity, that \( Q_e \) may be independent of \( r \)) [81].

### 4.3.2 EL Measurement Setup

The EL measurement setup is shown in Figure 4.2. Either a housing or a dark environment is used for protecting the setup from ambient light which introduces noise. The source-measurement-unit (SMU), which sets \( J_{\text{EL}} \) and measures \( V_{\text{EL}} \), is controlled by a human-machine-interface (HMI) (consisting of a personal computer, screen and input devices). The integration time \( T_{\text{int}} \) for the camera is set via the HMI. The camera data is read out and processed by the signal processing, which is basically a software installed on the personal computer. The conductive tapes on the first and last cell of the substrates are connected to the cables of the source-measurement-units (SMU) in four-terminal sensing mode.
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4.3.3 EL Measurement Practice

In the following the EL measurement practice is introduced that has been applied in this work. It describes a practice that has shown to be suitable for the purpose of this work.

The short circuit current density $J_{SC} \approx 29 \text{ mA/cm}^2$ is not exceeded during EL measurements for the sake of cell protection.

Transient phenomena as published in [83] are practically avoided by operating in a static state for $dV/dt = 0$, which is reached several minutes after biasing the sample.

Before each EL measurement a dark-frame subtraction is done with a closed camera shutter. Dark-frame subtraction helps to correct the noise caused by dark current [84]. The term "dark current" describes a current that flows through photosensitive camera pixels even if they are not illuminated. For instance, the reason for dark currents can be thermal generation of charge carriers or defects in the sensor crystal. In order to reduce thermal generation of charge carriers the CCD chip is cooled before each EL measurement to $50^\circ \text{C}$ below ambient.

**Figure 4.2:** Schematic EL setup. For the EL measurements a charge coupled device (CCD) camera with a silicon chip, providing a resolution of $3000 \times 3000$ pixel, has been used. The CCD chip is cooled $50^\circ \text{C}$ below ambient. The current density $J_{EL}$ is set as the control variable. The integration time $T_{int}$ is set via the HMI.
Furthermore, a $3 \times 3$ pixel binning is applied, which means that 9 pixel on the chip are combined to one image pixel, in order to improve the signal $S$ to noise $N$ ratio $\text{SNR} = S/N$ albeit the expense of reduced spatial resolution.

The integration time is chosen to be $T = 6 \text{ sec}$ for all EL measurements in this work in order to allow comparability between the images.

## 4.4 Dark Lock-In Thermography

Each body of temperature $T > -273.15 \degree C$ emits electromagnetic radiation, also called thermal radiation, due to the black body radiation law (introduced in Chapter 4.4.1). The thermal radiation increases with increasing temperature. Using thermography cameras that are sensitive in the IR range, one can visualize the spatial distribution of thermal radiation.

With regard to solar cells or modules, thermal radiation distributions among the cell occur due to changes in the thermal emissivity and temperature. In this work I don’t investigate the thermal emissivity of the CIGS modules, but focus on temperature changes which are caused by the local power dissipation.

The local power dissipation is roughly proportional to $P = JU = J^2R$. Changes in the dissipated power can occur due to (i) the sheet resistance of the front/back contact layer which causes an uneven distribution of the dissipated power along the cell width. Furthermore, changes in the dissipated power can occur due to (ii) shunt resistances $R_{\text{shunt}}$ and the power $P = J^2R_{\text{shunt}}$ that is dissipated within these shunts. While (i) is practically an inherent effect, (ii) points to abnormalities of the normal solar cell layer structure.

The term *dark* indicates that the solar cell is not illuminated during the lock-in measurement. A detailed overview of existing infrared imaging techniques, for both illuminated and not illuminated samples, has been published in [85]. In the following Chapter 4.4.1 I introduce some basic principles of infrared thermography.

### 4.4.1 Infrared Thermography Basics

The basic principle of DLIT is to detect an object’s thermal radiation [86]. Eq. (4.2) is based on Planck’s law [87] for a black body which is usually written as

$$B_{\nu}^{\text{bb}}(T) = \frac{2h\nu^3}{c^2} \exp\left(\frac{h\nu}{k_B T}\right) - 1,$$

where $B_{\nu}^{\text{bb}}$ is the spectral radiance of the black body and $\nu = c/\lambda$ is the frequency. The electromagnetic power $P_{\text{bb}}$, which is irradiated from an area $A$ into a hemisphere above $A$, can be calculated by integrating the spectral radiance $B_{\nu}^{\text{bb}}$ over all frequencies $\nu$ and both
the polar angle $\theta$ and azimuthal angle $\phi$ for a hemisphere. The integration yields for the electromagnetic power $P_{bb}$ of a black body

$$P_{bb}(T) = A \int_0^\infty dv \int_0^{\pi/2} \cos(\theta) \sin(\theta) d\theta \int_0^{2\pi} d\phi B_{vv}^{bb}(T) = A\sigma T^4.$$ (4.7)

Eq. (4.7) is known as the Stefan-Boltzmann law containing the Stefan-Boltzmann constant $\sigma \approx 5.67 \times 10^{-8} \text{Js}^{-1}\text{m}^{-2}\text{K}^{-4}$. When applying Eq. (4.7) to a real solar cell, an emissivity $\varepsilon_{\text{real}}$ must be introduced by

$$P_{\text{real}}(T) = \varepsilon_{\text{real}} A\sigma T^4,$$ (4.8)

with $\varepsilon_{\text{real}} < 1 = \varepsilon_{bb}$, where $\varepsilon_{bb}$ is the emissivity of a black body. $P_{\text{real}}$ is the quantity that has to be measured by a thermography camera. The temperature ranges that one is dealing with when operating a solar cell in a laboratory, practically allow only detection within the infrared (IR) range. Although Eq. (4.8) indicates a proportionality to the fourth power of the temperature, close to room temperature Eq. (4.8) is practically linear, as has been shown in [88], while the linear function has a very small slope. Thus, small $\Delta T$ around room temperature cause only small $\Delta P_{\text{real}}$ which aggravates the distinction of the signal from the surrounding statistical noise. In order to achieve good distinction between statistical noise and the beneficial signal that has to be measured, the lock-in principle is applied to infrared thermography. The lock-in principle is introduced in the following Chapter 4.4.2.

4.4.2 Lock-in Basics

For a thermography measurement on a photovoltaic device under test (DUT), a stimulus is applied to the DUT, while the stimulus is in its simplest form a voltage. The measured response signal $F(t)$ contains basically two components: (i) The beneficial signal which is the "true" response of the DUT, and (ii) statistical noise.

For the sake of simplicity, in its simplest form the approach of the lock-in principle can be described as the application of a practically noise free and alternating current (AC) like stimulus at a certain frequency - in contrast to the statistical noise that - theoretically - contains all frequencies.

The lock-in principle allows to suppress any signal that has not the stimulus frequency and, thus, to correctly detect only the beneficial signal $S$ of the DUT [86, p. 15]. In its simplest form the lock-in principle can be mathematically described by

$$S = \frac{1}{t_{\text{int}}} \int_0^{t_{\text{int}}} F(t)K(t)dt,$$ (4.9)

where $S$ is the beneficial response signal of the DUT without noise, $F(t)$ is the measured response signal of the DUT containing noise, $t_{\text{int}}$ is the integration time, and $K(t)$ is a
symmetric square wave correlation function given by

\[
K(t) = \begin{cases} 
+2, & \text{for } 0 \leq t < \frac{T}{2} \text{ within one period } T \\
-2, & \text{for } \frac{T}{2} \leq t < T \text{ within one period } T.
\end{cases} \tag{4.10}
\]

Eq. (4.9) yields a linear averaging over the integration time \(t_{\text{int}}\). Figure 4.3 depicts an example for the (red) stimulus signal \(E(t)\), the (orange) noise, the resulting (blue) response \(F(t)\) and the (green) correlation function \(K(t)\).

**Figure 4.3:** Visual explanation of lock-in principle. A stimulus \(E(t)\) with an amplitude of 1 causes a response of the DUT. The response is superimposed by the noise which leads to the signal \(F(t)\). The signal \(F(t)\) is multiplied with the correlation function \(K(t)\), as introduced by Eq. (4.10), which finally yields \(S = 0.5\) in arbitrary units as DC output signal which is the amplitude of the DUT’s beneficial response.

State of the art lock-in systems use a digital approach. The noisy response \(F(t)\) is digitized by an analogue-digital-converter (ADC) which results in a series of numbers \(F_j\), and a series of numbers \(K_j\), respectively. The frequency of digitizing the noisy response \(F(t)\) is \(f_{fr}\) which is basically the frame rate of the thermography camera and is therefore usually fixed. A digitizing event is synonymous with recording a thermography image. The variable \(n\) labels in the following the number of recorded thermography images during one lock-in period and the variable \(N\) labels the number of lock-in periods. For instance, Figure 4.3 shows \(N = 4\)
lock-in periods of $T$ length. Hence, the integral from Eq. (4.10) becomes a sum

$$S = \frac{1}{nN} \sum_{i=1}^{N} \sum_{j=1}^{n} K_{i,j} F_{i,j},$$

(4.11)

which means that $n \times N$ is the total number of recorded images and the measurement result is averaged by $n \times N$ images. For Eq. (4.11) the digitizing events are assumed to take place synchronously with the correlation function $K(t)$. Non-synchronous approaches are also known [89]. However, the synchronous approach allows the best suppression of DC signals while, in contrast, an incomplete $N$ in general introduces additional noise [86, p. 17]. In modern thermography setups, harmonic correlation functions $K(t)$ are used which provide a narrow-band correlation, in contrast to the wide-band correlation of the square-wave $K(t)$ from Eq. (4.10) [86, p. 17]. The harmonic correlation allows to regard practically only the basic harmonic of $F(t)$ which contains the dominant information.

Furthermore, the thermal response of a device has a time delay with regard to its stimulus. Assuming harmonic stimulus and therefore harmonic response, the time delay can be regarded as a phase shift $\phi$ between stimulus and response. In order to detect both amplitude and phase of the beneficial DUT signal, two kinds of so-called weighting factors $K_j$ are used: the weighting factors $K_j^{0^\circ}$ which approximate the sine function

$$K_j^{0^\circ} = 2 \sin \left( \frac{2\pi (j - 1)}{n} \right)$$

(4.12)

and the weighting factors $K_j^{-90^\circ}$ which approximate the cosine function

$$K_j^{-90^\circ} = -2 \cos \left( \frac{2\pi (j - 1)}{n} \right),$$

(4.13)

where the indices "0°" and "-90°" refer to the phase shift, and the factor 2 needs to be added in order to obtain the correct amplitude. In analogy to Eq. (4.11) two components of $S$ can be calculated. The so-called "in-phase" component $S^{0^\circ}$, which has no phase shift, given by

$$S^{0^\circ} = \frac{1}{nN} \sum_{i=1}^{N} \sum_{j=1}^{n} K_j^{0^\circ} F_{i,j},$$

(4.14)

and the "quadrature" component, which has a phase shift of $\phi = -90^\circ$, given by

$$S^{-90^\circ} = \frac{1}{nN} \sum_{i=1}^{N} \sum_{j=1}^{n} K_j^{-90^\circ} F_{i,j}.$$  

(4.15)

A phase shift is counted in the direction of negative angles and, thus, using a negative algebraic sign for the cosine function in Eq. (4.13), one finally obtains positive values for
$S^{90°}$ in Eq. (4.15). The resulting DC signal $S$ can be regarded as a complex number formed by

$$S = S^{90°} - iS^{90°} = S^{90°} + iS^{90°},$$  \hspace{1cm} (4.16)

where $S^{90°}$ is the real part and $S^{-90°}$ (or $S^{90°}$ respectively) is the imaginary part. In [88] it is derived in detail that

$$S^{90°} = A \cos(\phi)$$  \hspace{1cm} (4.17)

$$S^{-90°} = A \sin(\phi)$$  \hspace{1cm} (4.18)

for a harmonic response. The amplitude $A$ of the beneficial response $S$ is calculated by

$$A = \sqrt{(S^{90°})^2 + (S^{-90°})^2}$$  \hspace{1cm} (4.19)

as known from complex numbers. The phase $\phi$ of the beneficial response can be calculated from the arctangent of the angle between $S^{90°}$ and $S^{-90°}$. Knowing the phase shift $\phi$, one can calculate $S^\psi$ for any arbitrary phase shift $\psi$ by

$$S^\psi = A \cos (\psi - \phi).$$  \hspace{1cm} (4.20)

The relation between lock-in frequency $f_{\text{lock-in}}$, sampling frequency $f_s$ (which is practically the fixed camera frame rate $f_r$) and the number $n$ of images per lock-in period of length $T$ is given by

$$f_{\text{lock-in}} = \frac{f_s}{n} = \frac{1}{T}.$$  \hspace{1cm} (4.21)

The aforementioned Eq. (4.12) and 4.13 are valid for a harmonic response of the DUT. A discussion of the correlation factors $K_{\phi}^{90°}$ and $K_{\phi}^{90°}$ for step-like stimulus and response can be found in [88]. Also in [88] it has been explained that the $S^{45°}$ signal is the most suitable one for the description of thin film modules. As shown in [88] the physical phase shift between response and stimulus in thin film modules turns out to be $\phi = 45°$ which is why $S^{45°}$ is the strongest measurable signal. Hence, $S^{45°}$ is the signal which I use within this work for DLIT measurements.

### 4.4.3 Heat Diffusion

As the DLIT measurement detects the sample temperature, it is not only of interest where the temperature within the sample is created (for instance in local shunts) due to power dissipation, but also how the temperature diffusion within the sample takes place (for example in the surrounding of the shunts).
Very detailed discussions of the heat diffusion can be found in Breitenstein [86] and Siegloch [88], which is why I only briefly summarize them. In order to quantitatively describe the thermal diffusion, thermal models are used [86 88] with a simple point heat source on the surface of a solid. Furthermore, harmonically oscillating heating at the point heat source is assumed. With regard to the lock-in principle, the frequency is named $f_{\text{lock-in}}$, and the angular frequency is named $\omega_{\text{lock-in}} = 2\pi f_{\text{lock-in}}$, respectively. A heat wave can propagate into $x$, $y$ and $z$ direction within the solid, originating from the point heat source. The heat diffusion differential equation which describes the temperature difference $\Delta T$ between a position ($x$, $y$, $z$) and that of the point heat source is given by [88]

$$\Lambda^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \Delta T = i\Delta T,$$

(4.22)

where $t$ is the time and $i\Delta T$ is an imaginary part. $\Lambda$ is the thermal diffusion length given by

$$\Lambda = \sqrt{\frac{\lambda}{\rho c_p \pi f_{\text{lock-in}}}},$$

(4.23)

where $\lambda$ is the heat conductivity, $\rho$ is the solid’s mass density, and $c_p$ is the solid’s specific heat capacity. The thermal diffusion length $\Lambda$ causes a dampening of the heat wave (described by Eq. (4.22)) which depends on $f_{\text{lock-in}}$. For frequencies $f_{\text{lock-in}} = 1$ Hz - 10 Hz, which are typically applied in DLIT measurements of thin film modules [88], explained in Chapter 4.4.5], this dampening is strong. The strong dampening of the thermal diffusion is the reason for the improved spatial resolution of DLIT in contrast to steady-state thermography.

As long as $\Lambda$ is smaller than the length and width of the area which is recorded by a pixel, the effect of heat diffusion can be neglected in DLIT images. However, if $\Lambda$ becomes larger than the length and width of the area which is recorded by a pixel, a blurring of the heat signal will deteriorate the DLIT image.

### 4.4.4 DLIT Measurement Setup

The DLIT measurement setup is shown in Figure 4.4. Either a housing or a dark environment is used for protecting the setup from the ambient thermal radiation. In analogy to the EL measurement setup, the source-measure-unit (SMU), which sets $J_{\text{DLIT}}$ and measures $V_{\text{DLIT}}$, is controlled by a human-machine-interface (HMI) (consisting of a personal computer, screen and input devices). The lock-in frequency $f_{\text{lock-in}}$ for the source-measurement-unit (SMU) and the camera is set via the HMI. The camera data is read out and processed by the signal processing, which is a software installed on the personal computer. The conductive tapes on the first and last cell of the substrates are connected to the cables of the SMU in four-terminal sensing mode.
4.4.5 DLIT Measurement Practice

In the following I briefly introduce the role of the lock-in frequency $f_{\text{lock-in}}$ on DLIT measurements of thin film modules, as it has been published by Siegloch [88]. The given advantages and disadvantages constitute the choice of my own measurement practice.

According to Eq. (4.21), for a constant sampling frequency $f_s$ (because in most cameras the frame rate $f_f$ is not changeable), a high lock-in frequency $f_{\text{lock-in}}$ in general results in a low number $n$ of samples. A low number $n$ of samples, however, leads to a poor signal approximation within a lock-in period $T$.

Siegloch [88] has shown that the lock-in thermography of thin film modules at frequencies $f_{\text{lock-in}} < 1$ Hz benefits from a high signal-to-noise ratio (SNR), due to the high $n$, and therefore, leads to a shorter measurement time. Nonetheless, the disadvantage is that due to heat
spreading within the DUT at low frequencies $f_{\text{lock-in}}$ a strong blurring at defects occurs in thermography images.

The opposite phenomena is observed for $f_{\text{lock-in}} > 10$ Hz: the SNR reduces due to a poor signal approximation within a lock-in period $T$ while the spatial resolution close to the defects can be improved due to less heat spreading. Thus, Siegloch [88] suggests moderate frequencies $1 \text{Hz} \leq f_{\text{lock-in}} < 10 \text{ Hz}$ which allow both a good SNR and a spatial resolution that can be compared to that for $f_{\text{lock-in}} > 10$ Hz. Note that a good SNR additionally reduces the total measurement time as less lock-in periods $N$ are needed for averaging in order to improve the DLIT image.

For the aforementioned reasons I perform all my measurements at $f_{\text{lock-in}} = 1 \text{ Hz}$ for a number $n = 196$ of images. In [88] the use of $n > 100$ is recommended which is fulfilled hereby. All DLIT measurements are done using the $S^{45°}$ signal, according to the findings in [88]. I chose $N = 500$ lock-in periods which provides sufficient averaging by $N \times n$, and I observe that the "on-the-fly" averaged thermography image practically does not change for more than $N = 200$ recorded single images - which means that $N$ is chosen safely. I use sine/-cosine correlation factors $K^0_{ij}$ and $K^{-90°}_{ij}$ as introduced in Chapter 4.4.2.

The control variable for DLIT measurements within this work is the current density $J_{\text{DLIT}}$. The short circuit current density $J_{\text{SC}} \approx 29 \text{ mA/cm}^2$ was not exceeded during DLIT measurements for the sake of cell protection. Transient phenomena affecting the bulk and junction resistance, as published in [83], have been practically avoided by operating at $dV/dt = 0$. None of the samples was exposed to light before DLIT measurement because of the reasons introduced in Chapter 4.3.3. Before each measurement a dark-frame subtraction has been performed as introduced in Chapter 4.3.3.

A software-based correction of defective and therefore dark remaining pixels had to be performed as the used IR camera was affected by some dark pixels. The dark pixel correction was done by

$$S_{\text{corrected}} = \frac{1}{8} \sum_{i=1}^{8} S_i,$$

where $S_{\text{corrected}}$ is the signal of a dark pixel after correction, and $S_i$ is the correspondent signal of each pixel in the surrounding of the dark pixel. Hence, the signals in the surrounding eight pixels are averaged, and the obtained average is allocated to the defective pixel.
Chapter 5

Network Simulation Model

"The purpose of this chapter is to introduce the software that I have implemented in this work. This software is based on the network simulation model (NSM) and allows to model and simulate defects and their influence on voltages and currents in a module, and therefore also to simulate the correspondent EL and DLIT images."

5.1 Introduction

A network simulation model (NSM) allows to model a CIGS module, simulate various operation modes (both forward and reverse bias under both illumination and in the dark), and simulate the correspondent EL and DLIT images. Network simulation models have already been used before by several groups in order to model solar cells or complete thin-film modules [85, 90-92].

I use the simulated current flow (which allows to draw current vector fields) and simulated voltage distribution (which allows to draw voltage surface plots) for a better understanding and interpretation of real EL and DLIT images, as it will be shown in the case of scribing defects in Chapter 6.3.

Furthermore, a NSM makes it possible to implement defects of various types into the module and simulate the defect's influence on the module's electrical parameters like e.g. the efficiency $\eta$ or open circuit voltage $V_{OC}$.

The simulations add to the experimental investigations of Cu-rich debris (as will be shown in Chapter 7.6) and of scribing defects (as will be shown in Chapter 6.3.2) the ability to continuously adjust defect parameters like the shunt resistance for Cu-rich debris and the scribing line interruption length for scribing defects. This is a significant benefit as in contrast any set of real experiments is practically limited by time and costs.

This Chapter is therefore devoted to the introduction of the NSM and to the explanation of its working principle.
5.2 Network Circuit

The NSM can be regarded as a translation of the CIGS layer structure into an electrical equivalent circuit. The electrodes, namely the TCO front and the Mo back contact, are represented by networks of resistances. These two electrodes are at every segment (see Figure 5.1) in the network connected by the equivalent circuit of a solar cell (Chapter 2.2.2). Furthermore, the NSM models the monolithic series connection (Chapter 2.3) of the CIGS module.

Figure 5.1 (a) illustrates schematically the monolithic series connection of three cells and (b) its representation in the NSM.

In Figure 5.1 the electronic components are labelled only within the middle cell for the sake of clarity. The equivalent circuit of a single solar cell contains the parallel resistance $R_p$, the series resistance $R_s$, the diode $D$, and the photo current source driving $J_{ph}$. The resistance of the TCO front contact and the Mo back contact is represented by $R_{TCO}$ and $R_{Mo}$. The contact resistance between the cells, located in the P2 scribing line (Chapter 3.2.9), is taken into account with $R_C$. The insulation of the cells, located in the P1 (insulation of Mo back contacts) and P3 (insulation of TCO front contact) scribing lines, is taken into account with $R_{P1}$, and $R_{P3}$ respectively.
Figure 5.2 shows the geometry parameters that are used for the calculation of the network components inside a cell.

Figure 5.2: Geometry parameters used for the calculation of network components inside a cell. Two neighbouring segments "1" and "2" are shown which are connected within the TCO front contact layer by $R_{TCO}$, and within the Mo back contact layer by $R_{Mo}$.

Figure 5.2 illustrates two segments, labelled by 1 and 2, inside a cell. Both segments have the same length $l$, layer thickness $d_{TCO}$ of the front contact and $d_{Mo}$ of the back contact, while the left segment has a smaller width $w_1 < w_2$. For the sake of clarity only the network connections alongside the width are drawn, but not alongside the length. Nodes 1 and 2 are in the centres of the correspondent segment areas. In the following the calculation of the segment parameters is exemplified for the left segment. The photo current is calculated by

$$I_{ph} = J_{sc} A_1 = J_{sc} w_1 l,$$  \hspace{1cm} (5.1)

where $J_{sc}$ [mA/cm$^2$] is the short circuit current density, and $A_1 = lw_1$ is the area of the left segment. The short circuit current density $J_{sc}$ has been measured (see Table 5.1 further below). The shown CIGS series resistance is

$$R_S = \frac{\rho_{CIGS,ser}}{A_1} = \frac{\rho_{CIGS,ser}}{w_1 l},$$  \hspace{1cm} (5.2)

with the specific series resistivity of the CIGS absorber $\rho_{CIGS,ser}$ [$\Omega m^2$]. The value for $\rho_{CIGS,ser}$ is based on measurements, too (Table 5.1). The CIGS parallel resistance

$$R_P = \frac{\rho_{CIGS,par}}{A_1} = \frac{\rho_{CIGS,par}}{w_1 l}$$  \hspace{1cm} (5.3)

can be obtained by applying the specific parallel resistivity of the CIGS absorber $\rho_{CIGS,par}$ [$\Omega m^2$] (Table 5.1). The TCO network resistance $R_{TCO}$ is given by

$$R_{TCO} = \rho_{TCO} \left( \frac{w_1 + w_2}{2} \right) \frac{1}{l \cdot d_{TCO}},$$  \hspace{1cm} (5.4)

where $\rho_{TCO}$ [$\Omega m$] is the specific ZnO:Al resistivity of the TCO front contact (Table 5.1). As shown, different segment widths $w$ and lengths $l$, as they are needed for the mesh variation
around defects, which will be shown in Chapter 5.7, are taken into account when calculating the network resistances. The Mo network resistance is calculated in analogy to Eq. (5.4).

Figure 5.3 illustrates the calculation of the network components at a cell transition.

**Figure 5.3:** Geometry parameters used for the calculation of network components at a cell transition between segments "3" and "4".

In Figure 5.3 the scribing line width \( w_{P1} \) is used for the calculation of the isolation resistance

\[
R_{P1} = \left( \rho_{Mo} \frac{w_{3}}{2} + \rho_{P1}w_{P1} + \rho_{Mo} \frac{w_{4}}{2} \right) \frac{1}{l \cdot d_{Mo}} \tag{5.5}
\]

in the P1 scribing line with the specific isolation resistivity \( \rho_{P1} \) [\( \Omega \text{m} \)]. Note that although the P1 scribing line is basically filled with CIGS absorber material, its conductivity is different from the absorber volume because of the different CIGS growth inside of the P1 line. Consequently, the isolation resistance in the P3 scribing line is

\[
R_{P3} = \left( \rho_{TCO} \frac{w_{3}}{2} + \rho_{P3}w_{P3} + \rho_{TCO} \frac{w_{4}}{2} \right) \frac{1}{l \cdot d_{TCO}} \tag{5.6}
\]

The contact resistance between the two cells is

\[
R_{C} = \rho_{TCO} \frac{w_{3}}{2} \frac{1}{l \cdot d_{TCO}} + \rho_{C} \frac{1}{l \cdot w_{P2}} + \rho_{Mo} \frac{w_{4}}{2} \frac{1}{l \cdot d_{Mo}}, \tag{5.7}
\]

where \( \rho_{C} \) [\( \Omega \text{m}^2 \)] is the measured contact resistance when depositing ZnO:Al on Mo (Table 5.1).
Table 5.1: Simulation parameters for the network simulation model, all measured at Manz CIGS Technology GmbH.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short circuit current density</td>
<td>$j_{SC}$</td>
<td>290 Am$^{-2}$</td>
<td>measured</td>
</tr>
<tr>
<td>TCO resistivity</td>
<td>$\rho_{TCO}$</td>
<td>7.0 x 10$^{-5}$ Ωm</td>
<td>measured</td>
</tr>
<tr>
<td>Mo resistivity</td>
<td>$\rho_{Mo}$</td>
<td>54 x 10$^{-9}$ Ωm</td>
<td>measured</td>
</tr>
<tr>
<td>CIGS series resistivity</td>
<td>$\rho_{CIGS, \text{ser}}$</td>
<td>6.0 x 10$^{-5}$ Ωm$^2$</td>
<td>measured</td>
</tr>
<tr>
<td>CIGS parallel resistivity</td>
<td>$\rho_{CIGS, \text{par}}$</td>
<td>0.11 Ωm$^2$</td>
<td>measured</td>
</tr>
<tr>
<td>P3-TCO isolation resistivity</td>
<td>$\rho_{P3}$</td>
<td>2.0 x 10$^{10}$ Ωm</td>
<td>measured</td>
</tr>
<tr>
<td>P2-Cell contact resistivity</td>
<td>$\rho_{C}$</td>
<td>5.0 x 10$^{-7}$ Ωm$^2$</td>
<td>measured</td>
</tr>
<tr>
<td>P1-Mo isolation resistivity</td>
<td>$\rho_{P1}$</td>
<td>2.0 x 10$^{10}$ Ωm</td>
<td>measured</td>
</tr>
</tbody>
</table>

5.3 Solving the Network’s System of Equations

5.3.1 Introduction

The NSM translates the network circuit into a system of equations (SOE). This Chapter presents the SOE and shows how it can be solved. For the sake of simplicity, in the following a simplified network is used which contains a single cell with only two segments, as shown in Figure 5.4.

In Figure 5.4 the module entrance/exit resistances $R_{M,TCO}$ and $R_{M,Mo}$ have been added in order to take into account the voltage loss at the connection box at the back of the module. The potential $\varphi_0$ is grounded and $J_M$ denotes the module current. The circuit in Figure 5.4 represents all relevant components of the NSM and leads to a small SOE which facilitates its discussion in the following. First, the standard Newton-Raphson procedure is introduced...
as it is usually applied in non-linear circuit analysis. Afterwards, I show an alternative approach that I have developed in this work.

### 5.3.2 Standard Newton-Raphson Procedure

Applying Kirchhoff’s current law (KCL) to the circuit in Figure 5.4 yields the following SOE

\[
\begin{align*}
-\frac{\varphi_1 - \varphi_2}{R_{M,TCO}} + J_{M} &= 0 \\
-\frac{\varphi_2 - \varphi_3}{R_{TCO}} - \frac{\varphi_2 - \varphi_4}{R_{S1}} + \frac{\varphi_1 - \varphi_2}{R_{M,TCO}} &= 0 \\
-\frac{\varphi_3 - \varphi_5}{R_{S2}} + \frac{\varphi_2 - \varphi_3}{R_{TCO}} &= 0 \\
-\frac{\varphi_4 - \varphi_6}{R_{P1}} - J_{01} \left( \exp \left( \frac{q(\varphi_4 - \varphi_6)}{n k_B T} \right) - 1 \right) + J_{ph1} + \frac{\varphi_2 - \varphi_4}{R_{S1}} &= 0 \\
-\frac{\varphi_5 - \varphi_7}{R_{P2}} - J_{02} \left( \exp \left( \frac{q(\varphi_5 - \varphi_7)}{n k_B T} \right) - 1 \right) + J_{ph2} + \frac{\varphi_3 - \varphi_5}{R_{S2}} &= 0 \\
-\frac{\varphi_6 - \varphi_7}{R_{Mo}} + J_{01} \left( \exp \left( \frac{q(\varphi_4 - \varphi_6)}{n k_B T} \right) - 1 \right) - J_{ph1} + \frac{\varphi_4 - \varphi_6}{R_{P1}} &= 0 \\
-\frac{\varphi_7}{R_{Mo}} + J_{02} \left( \exp \left( \frac{q(\varphi_5 - \varphi_7)}{n k_B T} \right) - 1 \right) - J_{ph2} + \frac{\varphi_5 - \varphi_7}{R_{P2}} &= 0,
\end{align*}
\]

(5.8)

which can be expressed by

\[ g(\varphi) = 0. \]

(5.9)

Eq. (5.9) can be solved by applying the Newton-Raphson procedure [94]

\[ \varphi^{(\nu+1)} = \varphi^{(\nu)} - J_{\text{jac}}^{-1} \left( \varphi^{(\nu)} \right) g \left( \varphi^{(\nu)} \right), \]

(5.10)

where \( \nu \) denotes the iteration step. The Jacobian is labelled by the index "jac" for better distinction from the currents in the circuit. For the SOE in Eq. (5.9) the Jacobian can be written as

\[
J_{\text{jac}}(\varphi^{(\nu)}) =
\begin{bmatrix}
\frac{\partial g_1}{\partial \varphi_1} & \frac{\partial g_1}{\partial \varphi_2} & \cdots & \frac{\partial g_1}{\partial \varphi_7} \\
\frac{\partial g_2}{\partial \varphi_1} & \cdots & \cdots & \frac{\partial g_2}{\partial \varphi_7} \\
\vdots & \cdots & \cdots & \vdots \\
\frac{\partial g_7}{\partial \varphi_1} & \cdots & \cdots & \frac{\partial g_7}{\partial \varphi_7}
\end{bmatrix}
\]

(5.11)

The computational cost for inverting the Jacobian is \( n^3 \) long operation counts, where one long operation count means the multiplication of one matrix element with one vector element [94]. In order to avoid the computational cost of inverting the Jacobian in each iteration step, as it is required in Eq. (5.10), one can alternatively either solve

\[ J_{\text{Jac}} \left( \varphi^{(\nu)} \right) \left( \varphi^{(\nu)} - \varphi^{(\nu+1)} \right) = g \left( \varphi^{(\nu)} \right) \]

(5.12)
5.3. SOLVING THE NETWORK’S SYSTEM OF EQUATIONS

or

\[
J_{\text{jac}} \left( \varphi^{(\nu)} \right) \varphi^{(\nu+1)} = J_{\text{jac}} \left( \varphi^{(\nu)} \right) \varphi^{(\nu)} - g \left( \varphi^{(\nu)} \right).
\]  
(5.13)

In both Eq. (5.12) and (5.13) the Jacobian needs to be recalculated in each iteration step after it has been inverted only once at the beginning of the numerical calculation. The Jacobian is usually highly sparse which is why sparse matrix techniques are used. For both Eq. (5.12) and (5.13) the Gaussian elimination method (GEM) is applied. The Newton-Raphson procedure is known to converge fast and reliably if the initial guess is good enough [95].

5.3.3 Alternative Approach

In this work I have tried out an alternative approach without the above introduced Newton-Raphson procedure. As shown in Figure 5.5 the electrical equivalent circuit of a solar cell can be replaced by a voltage source.

![Figure 5.5: Replacement of the solar cell’s equivalent circuit by a voltage source. The replacement reduces the number of nodes per segment by one.](image)

The replacement of the solar cell’s equivalent circuits by the voltage sources \( V_{S1} \) and \( V_{S2} \) reduces the number of nodes per segment by one. Application of the KCL leads to the following SOE

\[
\begin{align*}
- \frac{\varphi_1 - \varphi_2}{R_{M,TCO}} + J_M &= 0 \\
- \frac{\varphi_2 - \varphi_3}{R_{TCO}} + \frac{\varphi_1 - \varphi_2}{R_{M,TCO}} + J_{S1} &= 0 \\
\frac{\varphi_2 - \varphi_3}{R_{TCO}} + J_{S2} &= 0 \\
- \frac{\varphi_4 - \varphi_5}{R_{Mo}} - J_{S1} &= 0 \\
- \frac{\varphi_5}{R_{M,Mo}} + \frac{\varphi_4 - \varphi_5}{R_{Mo}} - J_{S2} &= 0 \\
\varphi_2 - \varphi_4 &= V_{S1} \\
\varphi_3 - \varphi_5 &= V_{S2}.
\end{align*}
\]  
(5.14)
In Eq. (5.14) the currents through the passive elements are represented by potential differences $\varphi_x - \varphi_y$ at resistors, and the only currents, namely $J_{S1}$, $J_{S2}$ and $J_M$, are driven by the voltage/current sources. Each voltage source is expressed by a node potential difference in a corresponding equation. This procedure is in accordance with the modified nodal analysis (MNA) [96, 97] which allows to handle current/voltage sources without having to transform them into their Norton’s equivalent according to Norton’s theorem [98]. Eq. (5.14) can be written in matrix form as

$$
\begin{pmatrix}
-1/R_{M,TCO} & 1/R_{M,TCO} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/R_{M,TCO} & -1/R_{TCO} - 1/R_{M,TCO} & 1/R_{TCO} & 0 & 0 & +1 & 0 & 0 & 0 & 0 \\
0 & 1/R_{TCO} & -1/R_{TCO} & 0 & 0 & 0 & 0 & +1 & 0 & 0 \\
0 & 0 & 0 & -1/R_{M,Mo} & 1/R_{M,Mo} & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/R_{M,Mo} & -1/R_{M,Mo} & 1/R_{M,Mo} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/R_{M,Mo} & -1/R_{M,Mo} & 1/R_{M,Mo} & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\varphi \\
J_{S1}
\end{pmatrix}
= 
\begin{pmatrix}
-J_M \\
0 \\
0 \\
J_{S1} \\
V_{S1} \\
J_{S2} \\
V_{S2}
\end{pmatrix}
(5.15)
$$

and Eq. (5.15) can be generalised as

$$
\begin{pmatrix}
Y \\
\vdots \\
J_S \\
V_S
\end{pmatrix}
= 
\begin{pmatrix}
-J_M \\
0 \\
0 \\
0
\end{pmatrix}
(5.16)
$$

On the left side of the equation the section $[Y]$ contains the nodal admittance matrix, the dots represent either 0, or -1, or +1. The section $[\varphi]$ contains the node potentials, while the section $[J_S]$ contains the segments currents. On the right side of the equation there is only the module current $J_M$ (which is the constant control variable of the simulation), and the section $[V_S]$ contains the segment voltages.

The initial guess in the iteration $\nu = 0$ is made for the segment voltages $V_S^{\nu=0} = V_{MPP}$, where $V_{MPP}$ is the voltage in the MPP. The SOE is solved by applying the GEM and the LU factorisation [99,101]. A detailed introduction of the LU factorisation is attached in Appendix A. After each iteration step $\nu$, new potentials $\varphi^\nu$ and segment currents $I_S^\nu$ are available and inserted into

$$
V_S^{\nu+1} = \frac{n k_B T}{q} \log \left( \frac{J_{ph} - J_S^\nu - (V_S^\nu + J_S^\nu R_S) / R_P}{J_0} + 1 \right),
(5.17)
$$

where $J_0$ denotes the saturation currents in the segments. Eq. (5.17) yields the segment voltages $V_S^{\nu+1}$ for the next iteration step $\nu+1$. Due to the exponential diode behaviour, small changes in $V_S^\nu$ can have a huge impact on $J_S^\nu$. This is taken into account by limiting the allowed voltage/current step per iteration.
5.4 Efficient Matrix Processing

In order to process the resulting matrices efficiently, I take the following three measures: (i) I use sparse matrices. Furthermore, (ii) for a smallest possible memory allocation when initialising a sparse matrix, the number of non-zero elements in the matrix is assigned as a size hint. The size hint is possible because I use a predetermined mesh, which I introduce in Chapter 5.7 and therefore all links in the network (determining the number of non-zero matrix entries) are predetermined, too. (iii) The left-hand side matrix in Eq. (5.16) is symmetrical which is why I save and process only the upper part. This both saves allocated memory and increases the speed of all matrix related operations like multiplications.

5.5 Simulation Performance

Figure 5.6 shows the simulation performance of the NSM developed in this work. The number of iterations (blue points belonging to left y-axis) and the total simulation duration (red circles belonging to right y-axis) are shown as functions of the number $n$ of equations on the x-axis.

A defect free module is modelled and the number of cells is increased in order to increase the number of equations, while keeping the number of rows and columns per cell constant. The applied termination criterion is

$$\max |\varphi^{(\nu+1)} - \varphi^{(\nu)}| \leq 1 \mu V$$  \hspace{1cm} (5.18)

![Figure 5.6: Simulation performance of the NSM developed in this work. A defect free module is simulated. The number of cells is increased in order to increase the number of equations $n$. Blue points represent the number of iterations till convergence. Red circles represent the simulation duration and are fitted by the green dashed line. The fit shows that the simulation duration scales almost linearly with the number of equations.](image)
The simulation duration is fitted (green dashed line belonging to right y-axis) by

\[
 f(n) = a \cdot n^b = 8.95 \cdot 10^{-5} \cdot n^{1.08}
\]

(5.19)

in gnuplot [102]. As the simulation is calculated on one core of the central processing unit (CPU), a linear scaling of the simulation duration, which equals \( b = 1 \), would be the best possible result one can obtain. The aforementioned fitting shows that my simulation comes quite close to this optimum with \( b = 1.08 \).

For implementations of network simulation models, which have been used for the modelling of photovoltaic devices, several values for \( b \) have already been reported like \( b = 2.3 \) in [103] and \( b = 2 \) in [6]. Thus, my approach, as introduced in Chapter 5.3.3 in combination with the efficient matrix processing, as introduced in Chapter 5.4, turns out to be advantageous for large scale simulations as it comes with a slope of \( b = 1.08 \) close to the theoretical optimum of linearity for calculations on one CPU core.

The actual simulation time increases if e.g. a severe shunt is modelled, as it is done for instance in Chapter 5.10. Then the NSM needs more iterations for the numerical calculation of the transition from defect-free to defective segments.

### 5.6 Comparison of Approaches

Both approaches, shown in Chapter 5.3.2 and 5.3.3, basically linearise a non-linear SOE.

Furthermore, both approaches lead to SOEs with the same number of equations \( n \). Although the alternative approach reduces the number of nodes per segment from three to two, one equation per segment is added to the SOE for each voltage source due to the convention of the MNA.

Moreover, both approaches are basically fixed-point iterations, where

\[
 \phi^{(\nu+1)} = g(\phi^{(\nu)})
\]

(5.20)

leads to a sequence \( \phi^{(0)}, \phi^{(1)}, \phi^{(2)}, \ldots \) that eventually converges to \( \phi^{(\nu+1)} \approx \phi^{(\nu)} \).

My original interest was to try out an alternative approach that could reduce the long operation counts. This interest arised when studying the work of McCalla [94]. McCalla discusses different approaches to solve linear and non-linear SOEs in terms of long operation counts. He describes that Eq. (5.12) and (5.13) are used instead of Eq. (5.10) in order to avoid the costly inversion of the Jacobian in each iteration step. He furthermore explains, that the Gaussian elimination method (GEM) is applied to Eq. (5.12) and (5.13), while the LU factorisation can not be applied, as the Jacobian is recalculated in each iteration step. This leads to the total long operation count of

\[
 \Upsilon_{\text{Jac,GEM}} = m_J \cdot \left( \frac{n^3}{3} + \frac{n^2}{2} - \frac{n}{3} \right)
\]

(5.21)
for \(m\) iterations until convergence for Eq. (5.12) and (5.13). In contrast, the alternative approach, developed in this work, uses a LU factorisation and has a total long operation count of

\[
\Upsilon_{LU} = \frac{n^3}{3} + m_{LU} \cdot n^2 - \frac{n}{3}
\]  

for \(m_{LU}\) iterations until convergence. However, McCalla also claims that matrix processing techniques, like e.g. sparse matrix techniques or pivoting strategies, have a much stronger influence on the computational cost than the theoretical number of long operations counts, as expressed by Eq. (5.21) and (5.22).

That this is indeed the case can be seen from the almost linear scaling I found for my tool with the number of equations, which is considerably better than the predicted scaling according to Eq. 5.22. For this reason a proper comparison of the computational cost is a numerical mathematics problem and as such falls beyond the scope of this thesis.

However, I have demonstrated an alternative approach which provides a reliable numerical analysis (as will be shown in Chapter 5.10) and scales very well with the number of equations.

5.7 Network Mesh Variation

5.7.1 Introduction

In order to model defects, which are small compared to the module size, the network mesh must provide segment sizes at the defect position that are sufficiently small. Finding an appropriate network mesh density has to take into account the following two aspects: (i) The smallest segment sizes are usually located at the defect position. Pieters [6] has shown that the defect must be modelled by more than one segment in order to reduce the simulation error. (ii) The computational time of a simulation increases with the number of equations in a SOE [103, 104].

An evenly spaced mesh, which fulfils the condition of aspect (i), puts a limitation to problem sizes and accuracy due to aspect (ii). This problem can be mitigated if the mesh is not evenly spaced but provides more segments in the region of the defect and less further away. Further away from the defect, where there is practically no defect influence any more, the mesh can be less dense. Hence, I implement a variable mesh in the NSM which is introduced in the following. The characteristic of this variable mesh is that it is predetermined with regard to its smallest segment at the defect position. This is in contrast to the approach of a self-adapting mesh that has been published in [3]. As [6] provides an even more appropriate solution to the problem, which arises from aspects (i) and (ii), Chapter 5.7.3 is dedicated to it.

5.7.2 Predetermined Mesh Variation

Figure 5.7 illustrates how the mesh variation around a defect looks like. The shown rectangles symbolise single segments. The red coloured segments represent the defect, e.g. segments with a
reduced parallel CIGS absorber resistance. For each simulation in this work a region of highest mesh density at the defect position is chosen, as shown by the blue rectangle, in order to reduce the simulation error. Within the blue rectangle all segments have the size of the smallest segment.

**Figure 5.7:** Predetermined variation of rows and columns. The area spanned by the smallest segments (indicated by the blue rectangle) is in every simulation chosen larger than the defect itself (red area) in order to reduce the simulation error according to [6].

Further away from the defect, both the row size (vertically) and column size (horizontally) of the segments increase. I choose the term "predetermined mesh variation" as the scaling of rows and columns is calculated with a fixed set of equations that are introduced in the following. Figure 5.8 exemplifies the predetermined row variation both schematically and as a simulation result.

**Figure 5.8:** Predetermined variation of rows. (a) Schematic visualisation of predetermined row variation, where \( m = 10 \) rows of minimum length are positioned at the defect position at the cell centre in order to reduce the simulation error. Further away the row lengths increase. (b) Visualisation of resulting row lengths.

In Figure 5.8 (a) \( m \) rows of constant and minimum length are shown (filled with yellow colour). To the left there are \( n \) rows and to the right \( k \) rows to be scaled. The further away, with regard to
the $m$ rows, the longer the rows become. The scaling of the left side can be described by

$$x_1 = r_{\text{min}} + r_{\text{min}} \cdot f^1 + r_{\text{min}} \cdot f^2 + \ldots + r_{\text{min}} \cdot f^{n-1} + r_{\text{min}} \cdot f^n = r_{\text{min}} \left( 1 + \sum_{i=1}^{n} f^i \right),$$

(5.23)

where $r_{\text{min}}$ is the minimum row length and $f$ is a scaling factor. In the same way the right side is given by

$$x_2 = r_{\text{min}} \left( 1 + \sum_{j=1}^{k} p^j \right),$$

(5.24)

where $p$ is the scaling factor for the right side. The total cell length $l_{\text{cell}}$ is given by

$$l_{\text{cell}} = x_1 + r_{\text{min}} (m - 2) + x_2 = r_{\text{min}} \left( 1 + \sum_{i=1}^{n} f^i \right) + r_{\text{min}} (m - 2) + r_{\text{min}} \left( 1 + \sum_{j=1}^{k} p^j \right).$$

(5.25)

If the $m$ rows of minimum length are placed symmetrically in the centre of the cell, then Eq. (5.25) can be simplified by

$$l_{\text{cell}} = r_{\text{min}} \left( m + 2 \sum_{i=1}^{n} f^i \right).$$

(5.26)

Furthermore, the NSM supports the modelling of periodically distributed defects. This allows for instance to investigate the influence of a defect density on the device efficiency, as I have shown in a previous work [105]. The variation of rows in case of two periodically distributed defects is shown schematically in Figure 5.9.

![Figure 5.9](image)

**Figure 5.9:** Pre-determined periodic variation of rows. Schematic visualization of periodic variation of row lengths for two defects. The shown variation allows to investigate the influence of defect densities on the device efficiency.
For an arbitrary number \( a \) of periodically distributed defects one can write

\[
\ell_{\text{cell}} = 2ax_1 - r_{\text{min}}f^n(a - 1) + a(m - 2)r_{\text{min}} = r_{\text{min}} \left[ 2a \left( 1 + \sum_{i=1}^{n-1} f^i \right) + f^n (1 + a) + a(m - 2) \right].
\] (5.27)

Equations (5.25) and (5.27) show the calculation of the row and column variation. The scaling factors \( f \) and \( p \) are calculated based on the variables \( m, n \) and \( r_{\text{min}} \) which are manually set before the simulation start. Note that I have performed numerous tests to ensure that despite changes of the variables \( m, n \) and \( r_{\text{min}} \), and therefore the mesh density, the numerical calculation converges to approximately the same solution within reasonable ranges of set row and column numbers.

The manual setting of the variables \( m, n \) and \( r_{\text{min}} \) is the main disadvantage of the pre-determined mesh variation as the best values for \( m, n \) and \( r_{\text{min}} \) depend on the modelled defect and its parameters. In order to be on the safe side, the correspondent number \( m \) for rows and columns has always been chosen so that the area with smallest segments exceeds the correspondent defect area. This, however, unavoidably impairs the benefit of the scaling of rows and columns with regard to network size and computational time. Hence, the following Chapter 5.7.3 briefly shows another approach (developed in [6]) which addresses the question for the most suitable mesh.

5.7.3 Adaptive Mesh Variation

There are two different approaches to adaptive meshes: (i) The use of sub-grids and (ii) the application of adaptive meshing. A prominent example for (i) is the PARAMESH package (for the programming language Fortran 90) which has been published in [106]. PARAMESH subsequently creates "grids within grids", therefore sub-grids, at positions in the mesh where higher mesh densities are needed, and allows to solve the grids with parallel computing.

In contrast, (ii) adaptive meshing, as introduced by Pieters in [6], refines the mesh at certain positions and generates only one new grid that has to be solved in the next step. Hence, while approach (i), e.g. PARAMESH, works with multiple grids, which are typically all of the same size in order to run the same code on multiple cores of the CPU, the approach (ii) creates only one new refined grid which increases with each iteration step. The basic principle of approach (ii) is schematically illustrated in Figure 5.10.
5.8. Simulation of EL & DLIT Images

EL images are simulated by approximating the EL intensity $\phi_{EL}$.

$$ \phi_{EL}(r) \propto \exp \left( \frac{qV_{p-n}}{k_BT} \right), $$

(5.28)

which corresponds to the number of emitted photons at the position $r$ (according to Eq. (4.1)). The DLIT signal, which is described by Eq. (4.7), can be approximated in the NSM by the total locally dissipated electrical power density, i.e.

$$ P_{DLIT} = P_{TCO} + P_{CIGS} + P_{Mo}, $$

(5.29)

where $P_{TCO}$, $P_{CIGS}$, and $P_{Mo}$ denote the dissipated powers in the TCO front contact, CIGS absorber with CdS/i-ZnO buffer, and Mo back contact respectively. Fig. 5.11 presents in detail how I simulate the DLIT signal of a segment in dependence of current flow and segment geometry. Three segments, labelled by 1, 2 and 3, are shown within one cell.

All segments have the same length $l$, layer thickness $d_{TCO}$ of the front contact and $d_{Mo}$ of the back contact, but different widths $w_1 \neq w_2 \neq w_3$. For the sake of clarity only the network connections...
alongside the width are drawn, but not alongside the length. For the calculation of the dissipated power $P_{DLIT,2}$ (which is assumed to be proportional to the DLIT signal) in segment 2 all currents are taken into account by

$$P_{DLIT,2} = P_1 + P_2 + P_3 + P_4 + P_5 + P_6 + P_7 = J_1^2 \cdot \rho_{TCO} \frac{w_2}{2} l \cdot d_{TCO} + J_2^2 \cdot \rho_{TCO} \frac{w_2}{2} l \cdot d_{TCO} + J_3^2 \cdot \rho_{CIGS,ser} \frac{w_2}{2} l + J_4 \cdot V_{pn} + J_5^2 \cdot \rho_{CIGS,par} \frac{w_2}{2} l + J_6^2 \cdot \rho_{Mo} \frac{w_2}{2} l \cdot d_{Mo} + J_7^2 \cdot \rho_{Mo} \frac{w_2}{2} l \cdot d_{Mo},$$

(5.30)

where the currents $J_3$, $J_4$, and $J_5$ have the unit A/m² and the other currents have the unit A/m.

Note that in the actual calculation I also take into account the currents along the length direction, i.e. perpendicular to the direction of $J_1$, $J_2$, $J_6$, and $J_7$. Figure 5.12 shows the simulated EL and DLIT image of a defect free CIGS module with 3 cells.

**Figure 5.11**: The simulated currents $J_1$...$J_7$ are calculated taking into account the segment geometries like length $l$, width $w$, and electrode thickness $d$.

**Figure 5.12**: Simulated (a) EL and (b) DLIT image of a defect free module. The axes are not drawn to scale for the sake of a better visibility.
5.9 Program Implementation

The NSM is implemented in PYTHON [107]. The decision criterion for PYTHON was the accessibility of mathematical libraries which are written in miscellaneous programming languages, mainly in FORTRAN [108] and C/ANSI C/C++ [109]. For instance, the library numpy.linalg, which I use in order to solve the system of linear equations \([M][x] = [z]\), is based on the LAPACK [110] library written in FORTRAN. Furthermore, both the pysparse.umfpack (implementing UMFPACK [111]) and the pysparse.superlu (implementing SUPERLU [112]) libraries, which I use to calculate the LU factorization, are written in C/ANSI C/C++.

5.10 Validation of Network Simulation Model

The NSM in this work has been validated by comparing it to the NSM in [6]. Due to its citation in [113,115], the work of [6] can be regarded as a reliable reference.

First, a plausibility test of a defect free two cell system under (i) forward bias under illumination, and (ii) under forward bias in the dark was performed. For both solar cell operation points, the following three cases have been simulated: (i) \(R_{Mo} < R_{TCO}\), (ii) \(R_{Mo} = R_{TCO}\), and (iii) \(R_{Mo} > R_{TCO}\). The plausibility test has shown sound simulation results of the NSM developed in this work.

Second, a quantitative comparison of a defective two cell system under forward bias in the dark has been performed, which is shown in the following. In order to ensure comparability of the simulations, all material parameters of the two NSM have been chosen identically. A defective parallel resistance \(R_P\) is modelled, as shown in Table 5.2.

**Table 5.2:** Simulated defect parameters. At the defect position the parallel resistance is reduced by 99.99%.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>defect-free CIGS parallel resistivity</td>
<td>(\rho_{CIGS,par})</td>
<td>0.11 (\Omega m^2)</td>
<td>measured</td>
</tr>
<tr>
<td>defective CIGS parallel resistivity</td>
<td>(\rho_{CIGS,par})</td>
<td>(1.1 \times 10^{-5} \Omega m^2)</td>
<td>assumed</td>
</tr>
</tbody>
</table>

The mesh in this work and that of the reference NSM are different, as introduced in Chapter 5.7. In order to compare the simulation results based on two different meshes, a comparison mesh has been defined and both meshes are translated to the comparison mesh. Figure 5.13 illustrates...
schematically the translation of the mesh developed in this work to the comparison mesh.

![Diagram of mesh segments](image)

**Figure 5.13:** Translation of simulated mesh into comparison mesh. Red coloured mesh containing segments $M_{S1} \ldots M_{S4}$ is translated into the blue coloured comparison mesh.

In Figure 5.13 four red coloured segments $M_1 - M_4$ are translated into blue coloured segments of the comparison mesh. The segment $C_1$ partially overlaps with four red segments $M_1 - M_4$. In order to calculate the resulting potential $\varphi_{C_1}$, the potentials $\varphi_{M_1} - \varphi_{M_4}$ are averaged according to the spatial overlap of $M_1 - M_4$ with $C_1$, which can be expressed by

$$\varphi_{C_1} = \frac{\sum_{i=1}^{n} (A_{1,i} \cdot \varphi_{M_i})}{\sum_{i=1}^{n} A_{1,i}}, \quad (5.31)$$

with $n = 4$ for the simple example in Figure 5.13. Eq. (5.31) is consequently applied to all segments in order to allow comparison of the two different meshes.

Figure 5.14 presents the quantitative comparison between the two NSM for a modelled defect of $A = 400 \mu m \times 400 \mu m$ size in the centre of a cell. Figure 5.14 (a) depicts the simulated junction voltage $V_{p-n}$ resulting from the NSM developed in this work. The x-axis shows the cell width of 3.8 mm. The y-axis shows the cell length of 300 mm. The axes are not drawn true to scale in order to better visualize the voltage reduction.

The absolute difference $\Delta V_{p-n}$ in p-n-junction voltage between the two NSM, after relating both simulation results to the comparison mesh, is shown in (b). It turns out that the defect influence is modelled well by my mesh at the defect position in the cell centre with a deviation of $\Delta V_{p-n} = 2.3 \cdot 10^{-5} \%$. At the cell start alongside the cell width, where $V_{p-n}$ is highest in the cell, the $\Delta V_{p-n}$ increases up to 3.5 % and at the cell end alongside the cell width up to 1.5 %. The reason for this increased deviation outside the actual defect area is illustrated in Figure 5.7. At the defect position there is a sufficiently high density of rows and columns, while to the left and to the right the number of columns reduces, which correlates with the increase in $\Delta V_{p-n}$ in Figure 5.14 (b). Hence, a reduction of $\Delta V_{p-n}$ is possible by simply increasing the number of columns in the region around the defect.

One can draw the conclusion that with regard to the severeness of the shunt reduction of $R_P$ by 99.99 % the small deviation at the defect position of only $\Delta V_{p-n} = 2.3 \cdot 10^{-5} \%$ and the average deviation $\bar{\Delta V}_{p-n} = 0.4 \%$ prove the validity of my implementation of the NSM.
Figure 5.14: Validation of NSM. For the validation of the NSM, which has been developed in this work, a comparison with the reference network published in [6] is performed. (a) Modeled defect of 400 μm x 400 μm size causes a breakdown of the p-n-junction voltage in my NSM to values of approximately 0.52 V. (b) Difference in p-n-junction voltage between the two NSM has a maximum of 3.5% close to the defect and an average of 0.4% in the affected cell.
Chapter 6

Implemented, Measured, and Simulated Defects

"The subject of this chapter is the investigation of point defects and scribing defects."

6.1 Introduction

In Chapter 3 I have given a detailed overview of the defects that I investigate in this work and I have summarized the defects in Table 3.1. In order to investigate the defects, I first intentionally implement them in defined ways, which will be introduced in the following, and afterwards measure and quantify the defects.

I implement the point defect types Mo-01, Mo-02, Mo-03, Mo-04, and Mo-05 (summarised under defect ID \text{D-1} in Table 3.1), and the point defect types CIGS-06, CIGS-07, CIGS-08, and CIGS-09 (summarised under defect ID \text{D-4} in Table 3.1). As all aforementioned point defects are basically characterised by at least one missing layer, I imitate the defects by manually removing the corresponding layer(s). Note that this approach can not represent all possible defect origins for the aforementioned defect types, but is a reasonable way to come very close to the actual defective layer structure. As I will show in Chapter 6.2.1, the manual removal of one or more layers can be done in a defined way by piercing the corresponding layer(s) with a mechanical graver. It turns out that the basic difference between the point defects is whether the lack of removed layer(s) leads to a short circuit path, and if it does, how much the resulting layer structure at the defect position can mitigate the short circuit current. The shunt mitigating characteristic is well detectable in EL as it allows the quantification of voltage loss in the cell, which is why I do the complete point defect characterisation with EL measurements.

Furthermore, I implement P1 scribing defects (defect ID \text{D-2} in Table 3.1), P2 scribing defects (defect ID \text{D-5} in Table 3.1), and P3 scribing defects (defect ID \text{D-6} in Table 3.1). All scribing defects are characterised by an interruption of the corresponding scribing line, which is why I imitate the scribing defects by intentionally interrupting the scribing processes, as shown in Chapter 6.3.2. It turns out that the distinction of scribing defects, namely between the P1 and P3 defect, only by
EL investigation is insufficient, which is why I additionally perform DLIT measurements. Although the DLIT measurements improve the distinction between P1 and P3 defects, the correspondent DLIT images can not be intuitively understood. This is because the monolithic series connection is significantly deteriorated at positions of P1 and P3 scribing defects, which leads to abnormal current flows. In order to understand these abnormal current flows, I additionally model the scribing defects in the NSM, and show that the measured EL and DLIT images can well be explained with the simulation results.

In this chapter the focus is on understanding the defect mechanism i.e. the defect influence on voltages and currents in the defect surrounding, while the defect diagnostics, which is the reliable identification of defects, will be shown later in Chapter 7.

6.2 Point Defects

6.2.1 Implementation of Point Defects

Three CIGS modules of $120 \times 60 \, \text{cm}^2$ were produced by the production process described in Chapter 3. In order to introduce the defects, the production sequence was interrupted after each step, and defects were produced by removing locally part of the layer(s). Afterwards, the process sequence was resumed.

The different defect types, as they are introduced in Chapter 3, were distributed evenly on the three modules in order to take into account manufacturing differences between the modules. A distance of 5 cells was allowed between individual defects in order to avoid cross talk effects. After finishing, the modules were cut into mini-modules of a size of $30 \times 30 \, \text{cm}^2$ and of 67 cells, each of dimension $0.4 \times 30 \, \text{cm}^2$ connected in series, for the sake of easier handling within the EL measurement setup.

Note that the frequent interruption of the process and exposure to the ambient caused additional pollution in the module, e.g. by dust particles. However, these pollutions appear to be passive in the sense that the corresponding area exhibits no photovoltaic activity and does not cause any shunt. This is seen by the multitude of black spots in all EL images in Fig. 6.5. The prepared modules do not exhibit more shunts apart from the intentional ones, which is a further indication that the introduced pollution is mostly passive.

I begin with the first group of point defects that are characterised by a hole at least in the Mo layer. This group of point defects is labelled by defect ID $D_1$ in Table 3.1 in Chapter 3 and its possible defect origins have been introduced in detail in Chapter 3.2.3 for the defect variants Mo-01 ... Mo-05. I locally remove the Mo layer and every following layer subsequently with a mechanical graver, as shown in Figure 6.1. The absence of the respective layer stack after piercing was verified by illumination from the back of the module.
The second group of point defects that I investigate is characterised by a hole at least in the CIGS layer. This second group of point defects is labelled by the defect ID \( D-4 \) in Table 3.1 in Chapter 3, and I have discussed possible defect origins in Chapter 3.2.6 for its variants CIGS-06 ... CIGS-09. In contrast to \( D-4 \) for \( D-4 \), the Mo layer is intact, as shown in Figure 6.2.
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Figure 6.2: Implementation of CIGS point defects. CIGS-06 is created by piercing of the CIGS layer after CIGS co-evaporation. CIGS-07 is created by piercing of the CdS and CIGS layer after chemical bath deposition. CIGS-08 is created by piercing of the i-ZnO, CdS, and CIGS layer after i-ZnO sputtering. CIGS-09 is created by piercing of all layers above the Mo after ZnO:Al sputtering. The piercing for CIGS-06 ... CIGS-09 is done softer than that for Mo-01 ... Mo-05 in order to leave the Mo layer undamaged.

6.2.2 Pre-Selection of Point Defects

Microscope images of my point defects reveal that the piercing is done in an imperfect way because (i) the tip geometry of the mechanical graver is inhomogeneous, (ii) the graver is not exactly pressed onto the surface in an angle of 90 degrees, and (iii) fractions occur in the Mo due to the mechanical stress. Hence, in order to ensure the comparability between the implemented defects I apply a pre-selection with regard to the defect geometry that I record with a microscope. The pre-selection is based on referring the defect area to an ideal point geometry, while I take into account only those defects that deviate least from this ideal point geometry. This pre-selection procedure requires four steps which are explained in the following and which are visualized in Figure 6.3.
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Figure 6.3: Explanation of defect pre-selection. (a) Microscope image from glass side of a Mo-03 defect before pre-selection. (b) Defect contour is marked, and the defect area and mass point are calculated. (c) Circle is drawn at calculated mass point with calculated defect area. (d) Only the defect area outside the circle is marked. The ratio $f$ of the area $A_{\text{out}}$ in (d) with regard to the area $A_{\text{defect}}$ in (b) is used as exclusion criterion for the pre-selection.

Fig. 6.3 (a) shows a Mo-03 defect in an microscope image recorded from the glass side. In (b) I determine the defect area and mass point of every single implemented defect by application of automated image processing (AIP) in the software ImageJ [116, 117]. The AIP marks the defect contour with a magenta line and calculates the aforementioned data for the marked body. In (c) the AIP calculates a circle centered at the calculated defect mass point, while the circle area equals the defect area $A_{\text{defect}}$, as it is shown in (c). Afterwards, the AIP calculates in (d) the defect area $A_{\text{out}}$ that is outside the circle area, and relates the outside area to the total defect area by $f = A_{\text{out}}/A_{\text{defect}}$. Defects are excluded from investigation if $f \geq 30\%$, which results in a data set of comparable defect geometries. Fig. 6.4 exemplifies for four different fractions how the pre-selection actually allows to work with similar defect geometries.

Figure 6.4: Application of defect pre-selection. The pre-selection allows the defects in (a) and (b), but excludes the defects in (c) and (d) from being taken into account for the following investigation.

As shown in Fig. 6.4, the pre-selection leads to more similar ratios of the defect circumference to the defect area. As the mechanical graver produces only for small defect areas point-like geometries, the pre-selection furthermore leads to a data set of more similar defect areas, namely small ones with diameters in the region of about 100 µm.
6.2.3 Qualitative Measurement Results

Fig. 6.5 depicts exemplarily one defect sample for each defect type Mo-01 ... CIGS-09. For each defect sample a microscope image (on the left side) and an EL image measured at a current bias of $j = 2.5 \text{ mA/cm}^2$ (right side) is shown.

**Figure 6.5:** Defect examples for each point defect type Mo-01 ... CIGS-09 with correspondent microscope image (left) and EL image recorded at $j = 2.5 \text{ mA/cm}^2$ (right). Three defect categories become evident: The first category is formed by the defect types Mo-01, Mo-02, Mo-05, CIGS-06, CIGS-07, and CIGS-09, having no defect influence at all with the exception of the reduced active solar cell area. Second category is represented by Mo-03 with its locally limited defect influence. Defects Mo-04 and CIGS-08 represent the third category as very detrimental shunts that darken the complete middle cell within the image section.
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In Fig. 6.5 the implemented defects are located in the middle cell within each correspondent EL image and their exact position is indicated by a circle. Note, that the frequent interruption of the process and exposure to the ambient caused additional pollution in the module, for example, by dust particles, although these pollutions were essentially passive in the sense that the corresponding area exhibited no photovoltaic activity and did not cause any shunt.

For the defects with missing Mo-01 ... Mo-05, the microscope pictures are taken from the glass side and the defect area displays a reduced reflectance. For the failures with missing CIGS absorber, namely CIGS-06 ... CIGS-09, with the Mo present, pictures are taken from the film side, and the defect area exhibits a higher reflectance at the Mo in the defect than at the CIGS covered area in the defect surrounding.

The EL images are taken at a bias current density of \( j = 2.5 \text{ mA/cm}^2 \) (per unit cell area). The defect areas for Mo-01 ... Mo-05 are slightly larger than those for CIGS-06 ... CIGS-09. This is because more pressure needs to be applied in order to pierce the Mo, which eventually led to larger holes. The areas for Mo-01 defects are the largest, as is shown further below in Fig. 6.6. The technical reason for the larger Mo-01 defect areas is the somewhat more slippery contact when pressing a metal graver onto a metal layer (Mo), which leads in my specific experimental setup to a less precise translation of the applied force into a hole than in the other cases Mo-02 ... Mo-05, where further layers are on top of the Mo.

Fig. 6.5 reveals basically three categories of defects: The first category is made up by the defect types Mo-01, Mo-02, Mo-05, CIGS-06, CIGS-07, and CIGS-09, where these defects seem to have no influence on the EL image. The second category is represented by the defect Mo-03, which shows a significant but locally limited shunting behavior. Note that in Fig. 6.5 (c) there is a scratch to the right of the implemented defect type Mo-03, which is not introduced by me but instead is production induced. However, the scratch seems to be electrically inactive as the local reduction in EL signal intensity, and therefore the local junction voltage, is visibly caused by my implemented defect. The third category is made up by the defect types Mo-04 and CIGS-08 which cause such severe shunts that the middle cell in the EL image is completely darkened within the shown image section.

The implemented defects in Fig. 6.5 are not exactly placed in the cell center, which plays no role with regard to the influence on junction voltage for the first defect category (no detrimental effect at all) and the third defect category (detrimental effect is so strong that complete cell is darkened). Only with regard to the second defect category the defect position may play a small role and could slightly influence the size of the darkened area around the defect itself.

6.2.4 Quantitative Measurement Results

While Fig. 6.5 illustrates the effect of the different defect types on the EL image for comparable defect areas, a quantitative comparison of the defect influence on the EL signal for varying defect areas is shown in Fig. 6.6, where the ratio \( \frac{S_{\text{avg}}^{\text{def}}}{S_{\text{avg}}^{\text{ref}}} \) and the correspondent voltage loss \( \Delta V \) are shown as functions of the defect area.
Note that the defects Mo-05 and CIGS-09 basically form positions where there is no active solar cell and have no influence on currents and voltages. Hence, for the sake of a better visibility I do not show them in Fig. 6.6. With a ratio of $S_{\text{avg} \text{def}} / S_{\text{avg} \text{ref}} \approx 1$ and a voltage loss of $\Delta V \approx 0$, the defects Mo-05 and CIGS-09 are in principle represented by the defects Mo-02, and CIGS-06 respectively. In contrast, I show all other defects in Fig. 6.6 and derive the significance of the CdS/i-ZnO buffer combination from defect comparisons in the following.

In analogy to Fig. 6.5, the three defect categories can be observed in Fig. 6.6 too. All AIP preselected defects of defect types Mo-01, Mo-02, CIGS-06, and CIGS-07 (including Mo-05 and CIGS-09) seem to have hardly any effect on the junction voltage and form the first category of harmless defects. In contrast, the representatives of defect type Mo-03 cause a reduction of the EL signal by about the half, and therefore form the second defect category that can be described as semi-detrimen tal, as the defect influence is locally limited. Eventually, there are the defect types Mo-04 and CIGS-08, forming the third defect category of very detrimental defects, which darken practically the complete cell within the image section. In the following I subsequently compare the defect types in order to gain an understanding of the effects shown in Fig. 6.5.

I first compare the defect types Mo-04 and CIGS-08 in Fig. 6.6 as they are counterparts with regard to missing CIGS, CdS, and i-ZnO. For both Mo-04 (additionally missing Mo) and CIGS-08 the EL emission is reduced by about a factor of 3 to 4, corresponding to voltage losses of 30 – 40 mV. These are considerable shunts that degrade the performance of a considerable cell area (as noted before the given $\Delta V$ is the average voltage loss over an area of $0.4 \times 4.8$ cm$^2$. In Mo-04 the doped ZnO:Al obviously comes into direct contact with the Mo back contact at the edges of the defect and causes considerable shunting. The same happens in CIGS-08; the only difference is that the contact area between ZnO:Al and Mo is even larger than for Mo-04. However, the shunts are in both cases so severe that Fig. 6.6 cannot resolve any significant difference between Mo-04 and CIGS-08. Thus, these defects are as detrimental as defects get as the current through the defect is not limited by
the defect resistance itself any more, but by the resistance towards the defect, and as such depends only on the ratio of defect size to electrode size and of the electrode sheet resistances.

Second, I focus on the defect types Mo-03 and CIGS-07 in Fig. 6.6 as they are counterparts with regard to missing CIGS and CdS. The i-ZnO in Mo-03 (additionally missing Mo) shows only moderate shunt mitigation and is less effective than that in CIGS-07. In the case of Mo-03, I assume that flakes or rims at the rugged brink of the removed Mo are not easily covered by the sputtered i-ZnO alone, such that the doped ZnO:Al still makes direct local contact to the Mo back contact. Fig. 6.7 illustrates an exemplary Mo flake recorded by a scanning electron microscope (SEM). It appears unlikely that the vertically sputtered i-ZnO can completely cover the sides of the flake and the cavities that are under the flake, which is necessary in order to provide a sufficient insulation with regard to the ZnO:Al. In contrast to Mo-03, the i-ZnO in CIGS-07 is sputtered on a comparatively smooth Mo surface. The shunt mitigation of CIGS-07, as shown in Fig. 6.6 indicates that i-ZnO can protect smooth Mo surfaces from direct contact with the doped ZnO:Al.

![Figure 6.7](image)

**Figure 6.7**: SEM image of Mo flake after local removal of the Mo. It appears unlikely that in Mo-03 the 50 nm thin i-ZnO layer can completely cover flakes of about 600 nm thickness and reliably prevent direct contact between Mo and ZnO:Al. For the sake of a better visibility of the flake, in the shown sample no layers were deposited after Mo removal.

A comparison of the defect types Mo-02 and Mo-03 in Fig. 6.6 yields that the presence of the CdS in Mo-02 significantly improves the shunt mitigation in contrast to Mo-03. I suggest that during chemical bath deposition (CBD) Mo flakes, and cavities surrounding them, are literally flooded with the chemical solution consisting of thiourea, Cd salt and ammonia, and therefore are well covered (in case of flakes) and well filled up (in case of cavities). The stirring of the chemical solution, which is applied in order to homogenize the CdS growth, should be additionally advantageous for covering the inside of the defects, which, in contrast, is less effective in case of only i-ZnO sputtering (like in case of Mo-03) that is basically directed perpendicularly to the substrate surface. Thus, in Mo-02 the following i-ZnO is sputtered on a smoother (or less uneven) surface at the Mo edges (than it is the case without CdS in Mo-03), and therefore can effectively prevent direct contact of ZnO:Al with Mo.
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My suggestion of a surface smoothing effect by the CdS for the following i-ZnO layer is consistent with the comparison of the defect types CIGS-06 and CIGS-07 in Fig. 6.6. Both defect types lead practically to the same shunt mitigation of $S_{\text{def}}^{\text{avg}} / S_{\text{ref}}^{\text{avg}} \approx 1$ and a voltage loss of $\Delta V \approx 0$. As the Mo surface is already smooth for both CIGS-06 and CIGS-07, the additional CdS layer in CIGS-06 does not add any significant improvement compared to CIGS-07.

6.2.5 Conclusions

I find that the i-ZnO/CdS buffer combination is effective in mitigating the detrimental effect of shunts in CIGS modules that arise from the local absence of the absorber material. The covering coating by the chemical bath deposited CdS plays a role for mitigating shunts if rough edges like in failures Mo-01 ... Mo-05 (damaged Mo) are involved, whereas for relatively smooth topologies the shunt mitigating action of sputter deposited i-ZnO like in CIGS-07 (intact Mo) is sufficient.

6.3 Scribing Defects

6.3.1 Introduction

The interruption of scribing lines leads to a local dysfunction of the monolithic series connection. The defect origins for P1 defects (D-2), P2 defects (D-5), and P3 defects (D-6) have been introduced in the correspondent Chapters 3.2.4, 3.2.9, and 3.2.11. In the case of the P1 and P3 defects the insulation between the cells is deteriorated which leads to significant changes of the current ow and voltage distribution. In contrast, the P2 scribing defect has only a small effect, as will be shown in Chapter 6.3.3.

In the following Chapter 6.3.2 I first show how I implement the scribing defects. As I have explained in Chapter 6.1, the distinction of P1 and P3 defects in EL images can be difficult which is why I additionally perform DLIT measurements. Although the DLIT measurements help to distinguish scribing defects, they can hardly be intuitively understood in the case of P1 and P3 defects. Thus, I model and simulate scribing defects in order to explain the observed measurements. In Chapters 6.3.4.1 and 6.3.4.2 I present for the P1 and P3 scribing defect first the correspondent NSM simulations in order to explain the underlying defect mechanism, and afterwards the correspondent measured EL and DLIT images. This order serves best the understanding of what is happening in the case of scribing defects.
6.3.2 Implementation of Scribing Defects

Figure 6.8 illustrates the implementation of scribing defects schematically.

(a) The implementation of P1 scribing defects is shown in Figure 6.8 (a). I position an adhesive tape that locally absorbs the complete laser beam power, and therefore prevents the Mo from being removed. After P1 laser scribing is finished, I remove the tape and the normal module manufacturing continues. By varying the width of the tape I set different lengths $L_{\text{defect}}$ of the incomplete P1 laser scribing.

(b) The implementation of P2 scribing defects is shown schematically in Figure 6.8 (b). I create P2 defects by drawing back the mechanical graver during mechanical scribing. I set different scribing defect lengths $L_{\text{defect}}$ by varying the distance that the graver moves outside the material. P3 scribing defects are implemented in the same way as P2 scribing defects within the correspondent P3 scribing process.
6.3.3 Measurement Results

The measured DLIT and EL images of defective P1, P2, and P3 lines, which are interrupted over comparable defect lengths \( L_{\text{defect}} \), are compared in Figure 6.9. Within both the correspondent DLIT and EL image, the shown P1 and P2 defects are located between the middle and right cell on the vertical centre, while the P3 defect is located between the left and middle cell. I chose this illustration of the defects within a three cell system consequently in the following for both measurement and simulation results, as in case of the P1 and P2 defects the interesting effects take place to the left of the line interruption, while they take place to the right in case of the P3 defect.

![Figure 6.9: (a) Comparison of DLIT images of scribing defects, measured at \( j = 8.3 \, \text{mA/cm}^2 \) for \( L_{\text{defect},P1} = 14 \, \text{mm}, L_{\text{defect},P2} = 20 \, \text{mm}, \) and \( L_{\text{defect},P3} = 20 \, \text{mm}. \) P1 and P2 defects are located between the middle and right, and the P3 defect between left and middle cell. (b) Comparison of EL images of scribing defects, measured at \( j = 8.3 \, \text{mA/cm}^2 \) for \( L_{\text{defect},P1} = 14 \, \text{mm}, L_{\text{defect},P2} = 20 \, \text{mm}, \) and \( L_{\text{defect},P3} = 20 \, \text{mm}. \) The dark spots in the upper part of each DLIT image are regions of dead pixels in the used DLIT camera sensor.](image)

The DLIT images in Fig. 6.9 (a) show that two heat centres appear to the left of the P1 scribing defect, while two heat centres appear to the right of the P3 scribing defect. Furthermore, both the P1 and P3 defect cause a visible cross-talk in the neighbouring cells. In contrast, the P2 defect only leads to a darkening in the middle cell without affecting the surrounding cells. The correspondent EL images are shown in Fig. 6.9 (b).

In both the (a) DLIT and (b) EL images the P1 and P3 defects cause significant cross-talk patterns, while the P2 defect causes only a darkening in the middle cell. The P2 defect mechanism in the DLIT and EL images is obvious. The missing monolithic series connection between the middle and right cell acts like a blocking wall and causes the current to flow around the defect position. Hence, in the middle cell there is a reduced DLIT and EL signal. The EL unveils a slightly higher
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intensity above and below the defect site, which is caused by increased current densities due to the currents diverted around the defect site.

However, in order to understand the origin of the most striking attributes, namely the two heat centres in case of the P1 and P3 defect in the DLIT image, I apply in the following network simulations.

### 6.3.4 Simulation Results

#### 6.3.4.1 Simulation of the P1 Defect

The simulation results for the P1 scribing defect are shown in top view in Fig. 6.10. The horizontal current flow (arrow direction) and current density (arrow colour indicating the unit A/m) in the Mo and TCO electrodes for each NSM segment is shown in Fig. 6.10(a) and (c). In contrast, Fig. 6.10(b) shows the current flow and density in A/m² vertically through the CIGS and CdS/i-ZnO buffer. The correspondent dissipated power according to Eq. (5.29), and resulting DLIT signal in each segment according to Eq. (5.30), is shown in Fig. 6.10(d)-(f) in W/m². All graphs Fig. 6.10(a)-(f) present only 50 mm of 150 mm total cell length for the sake of better visibility. The module current flow is from right to left. Within the Mo layer in Fig. 6.10(a) the interrupted cell edge between the middle and right cell symbolizes the P1 defect, while it is shown as dashed line in Fig. 6.10(c).

Fig. 6.10(a) presents how the Mo currents from the top and bottom of the right cell flow towards the defect position and subsequently add up to higher current densities. At the upper and lower end of the line interruption, there is a U-turn of the currents causing the highest current densities. The reason for the U-turn is schematically explained in Fig. 6.11.

Fig. 6.11 contrasts the normal and defective current flow between two Mo potentials $\varphi_{Mo,1}$ and $\varphi_{Mo,2}$. The defect current occurs as long as the red path has a smaller total resistance than the green one, which is caused by the highly resistive i-ZnO forming $R_S$ in contrast to the low resistive $R_{Mo}$. However, far away from the defect position the Mo sheet resistance eventually limits the region where $I_{defect,Mo}$ occurs.

Fig. 6.10(b) depicts the highest current densities through the CIGS absorber plus buffer layers within the left and right cell close to the defect position, while the middle cell remains dark as it is bypassed through the Mo layer. The shown current distribution in Fig. 6.10(b) explains well the correspondent measured EL image for the P1 defect in Fig. 6.9(b).

In Fig. 6.10(c) the TCO current flows within the middle cell from left to right, thus in the opposite direction of the module current, which is schematically explained in Fig. 6.12 where (a) illustrates the normal current flow $I_{normal}$ and the defective current flow $I_{defect,TCO}$ between the potentials $\varphi_{TCO}$ and $\varphi_{Mo}$ in the middle cell. Due to the series resistance between $\varphi_{TCO}$ and $\varphi_{Mo}$ in the middle cell there is a region around the defect position where the red path through the conductive electrodes has a smaller total resistance than the green one, while the TCO sheet resistance finally limits the region where the defect current occurs. For a defect-free monolithic series connection the potential $\varphi_C < 0$, while in case of a P1 defect at the defect position there is $\varphi_C > 0$, which is why
Figure 6.10: Simulation of a P1 defect of 14 mm length with $j_{DLIT} = 8.3 \text{ mA/cm}^2$. (a) Horizontal current flow within Mo. (b) Vertical current flow through CIGS plus buffer layers. (c) Horizontal current flow within TCO. Corresponding power dissipation is shown in (d) - (f).
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$I_{\text{normal}}$ from right to middle cell between potentials $\varphi_{\text{Mo},1}$ and $\varphi_{\text{Mo},2}$ in the Mo layer is shown by the green arrow. The defective current flow $I_{\text{defect,Mo}}$ results from a lower resistance alongside the red current path compared to the green one.

$I_{\text{defect,TCO}}$ does not enter the Mo layer in the right cell through $R_C$ before the defect position, as shown in Fig. 6.12 (a).

Note that the defect currents shown in Fig. 6.11 and Fig. 6.12 overlay and together form the U-turn at the defect edges in Fig. 6.10 (a), although $I_{\text{defect,TCO}}$ is small compared to $I_{\text{defect,Mo}}$, as the comparison of the colour bars in Fig. 6.10 (a) and (c) shows.

Fig. 6.10 (d) presents that the U-turns at the upper and lower P1 defect edges cause two centres of increased dissipated power. Fig. 6.10 (e) and (f) contain that the power dissipation within the CIGS absorber plus buffer layer, and the TCO layer respectively, corresponds to the current densities shown in (b) and (c). While in a defect free case most of the power is dissipated in the TCO sheet resistance and in the CIGS series resistance, our simulation results in Fig. 6.10 (d)-(f) show that in case of a P1 scribing defect most of the power is dissipated at the upper and lower defect edges within the Mo layer.

Hence, the simulated current flow in Fig. 6.10 (b) explains the measured EL image in Fig. 6.9 (b) for the P1 defect, while the simulated current flows in Fig. 6.10 (d)-(f) explain the two heat centres between middle and right cell in the measured DLIT image for the P1 defect in Fig. 6.9

**Figure 6.11:** Schematic Mo currents in case of P1 defect. Normal current flow $I_{\text{normal}}$ from right to middle cell between potentials $\varphi_{\text{Mo},1}$ and $\varphi_{\text{Mo},2}$ in the Mo layer is shown by the green arrow. The defective current flow $I_{\text{defect,Mo}}$ results from a lower resistance alongside the red current path compared to the green one.
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Figure 6.12: Schematic TCO currents in case of P1 defect. (a) The normal current flow $I_{\text{normal}}$ within the middle cell between the potentials $\varphi_{\text{TCO}}$ and $\varphi_{\text{Mo}}$ is shown by the green arrow, while the defective current flow $I_{\text{defect,TCO}}$ is shown by the red arrow. The change in current flow occurs as the total resistance along the red current path is smaller. (b) Simulated potential $\varphi_C$ across the resistor $R_C$. A potential $\varphi_C < 0$ blocks any current flow from TCO to Mo layer through $R_C$. Only close to the defect there is $\varphi_C > 0$ and $I_{\text{defect,TCO}}$ can flow from middle to right cell through $R_C$.

6.3.4.2 Simulation of the P3 Defect

In analogy to Fig. 6.10, the Fig. 6.13 depicts the simulation results for the P3 scribing defect that is located between the left and middle cell.

With regard to the current flow, two striking attributes can be observed: First, the Mo current in Fig. 6.13 (a) in the middle cell flows, with regard to the module current direction, into reverse direction, and in the right cell from upper and lower cell edge towards the P3 defect. Second, in Fig. 6.13 (c) the TCO current in the middle cell flows towards the P3 defect and forms a U-turn at the defect edges. Both effects are explained schematically in Fig. 6.14.
Figure 6.13: Simulation of a P3 defect of 14 mm length with $j_{DLIT} = 8.3 \text{ mA/cm}^2$. (a) Horizontal current flow within Mo. (b) Vertical current flow through CIGS plus buffer layers. (c) Horizontal current flow within TCO. Correspondent power dissipation is shown in (d) - (f).
Figure 6.14: Schematic Mo and TCO currents in case of a P3 defect. (a) The normal current flow $I_{normal}$ from the right to the middle cell between the potentials $\varphi_{Mo,1}$ and $\varphi_{Mo,2}$, as shown by the green arrow, is locally bypassed by the red path due to a smaller total resistance. (b) Additionally, the normal current flow $I_{normal}$ from the middle to the left cell between the potentials $\varphi_{TCO}$ and $\varphi_{Mo}$, as shown by the green arrow, is also locally bypassed by the red path due to a smaller total resistance.

Fig. 6.14 (a) illustrates the normal current $I_{normal}$ and the defect current $I_{defect,Mo}$ between the Mo potentials $\varphi_{Mo,1}$ in the right cell and $\varphi_{Mo,2}$ in the middle cell in case of a P3 defect. Up to a certain distance from the P3 defect the red path has a smaller total resistance than the green one. The same defect mechanism applies to the current between the potentials $\varphi_{TCO}$ to $\varphi_{Mo}$ in Fig. 6.14 (b). Both defect currents in Fig. 6.14 (a) and (b) overlay and form the U-turns in the TCO layer at the defect edges, as shown in Fig. 6.13 (c), which leads to the two characteristic heat centres in Fig. 6.13 (f).

Comparison of Fig. 6.13 (d), (e), and (f) yields that the P3 defect leads to the highest power dissipation in the TCO layer, which explains the two visible heat centres at the defect edges between the left and middle cell in the measured DLIT image in Fig. 6.9 (a).

6.3.5 Comparison of Simulated and Measured DLIT Images

In the following I eventually compare the simulated and measured DLIT images. In Section 6.3.4 I have shown simulations of the P1 and P3 defect for the same defect length $L_{P1} = L_{P3} = 14 \text{ mm}$, for the sake of comparability of the simulated current vector fields and dissipated powers within each layer. However, my available real CIGS samples do not provide identical line interruptions and cell lengths of the CIGS samples, which is why I simulate in Fig. 6.13 (a) an interruption of $L_{P1} = 14 \text{ mm}$ for the P1 defect in a CIGS sample with a cell length $L_{cell} = 300 \text{ mm}$, and in
Fig. 6.15 (b) an interruption of $L_{P3} = 20$ mm for the P3 defect in a CIGS sample with a cell length $L_{cell} = 230$ mm. Thus, Fig. 6.15 basically allows the utmost comparability between the DLIT simulation and DLIT measurement (with regard to both P1 and P3 defects), while Fig. 6.10 and Fig. 6.13 allow the utmost comparability between the correspondent simulations.

The y-axis in Fig. 6.15 (a) is valid for all four images and shows 50 mm alongside the cell length, while the x-axes show the width of three cells. The simulated images in (a) and (c) show the simulated power $P_{th}$ in mW/mm$^2$, which can basically be calculated as the sum of the dissipated powers in the Mo electrode, absorber, and TCO electrode, as shown in Fig. 6.10 (d)-(f) for the P1 defects and in Fig. 6.13 (d)-(f) for the P3 defects.

The measured DLIT images in (b) and (d) present the camera signal $S_{DLIT}$ which is not calibrated to mW/mm$^2$ and is therefore given in arbitrary units.

**Figure 6.15:** Comparison of simulated and measured P1 and P3 defects. The simulated DLIT images are based on the sum of the dissipated powers in the single Mo, absorber, and TCO layers, as it has been exemplified for the P1 defect in Fig. 6.10 (d)-(f), and for the P3 defect in Fig. 6.13 (d)-(f), respectively. In (a) the simulated DLIT image of a 14 mm long P1 scribing defect is shown and contrasted with the correspondent DLIT measurement in (b). In (c) the simulation of a 20 mm long P3 defect is presented next to the correspondent DLIT measurement in (d). The y-axis in a) is valid for all four images. Both simulations and measurements are shown for $j_{DLIT} = 8.3$ mA/cm$^2$. The used DLIT camera is not calibrated which is why its signal $S_{DLIT}$ is shown in arbitrary units. To draw a conclusion, the simulations do pretty precisely match with the real measurements.
Furthermore, the measured DLIT images in (b) and (d) show several dark spots in the region \( y \approx 165 - 173 \) mm among each cell and \( y \approx 137 \) mm in the right cell, which are dead pixels in the camera sensor and therefore have nothing to do with the CIGS sample itself. Both (a) and (b) show that the heat dissipation within the absorber (including the buffer layers) takes place only within the left and right cell in case of the P1 defect. Within the middle cell only the two heat centres are visible.

While in the measured DLIT image in (b) the heat centres are located within the darkened region between left and right cell, they are symmetrically located on the cell transition itself in our simulation in (a). The reason is that in our simulation, although we take into account the dimensions of the P1, P2, and P3 line correctly for the calculation of the correspondent resistances \( R_{P1} \), \( R_{C} \), and \( R_{P3} \), the scribing lines are geometrically located above each other between the first segment in the middle cell and the first node in the right cell close to the cell transition. In contrast, in the measured image in (b) the complete so called dead area, which is spanned from P1 to P3 line (and the distances in between), appears dark, which means that the darkened middle cell appears wider than the neighbouring cells and therefore the two heat centres seem to be within the middle cell.

Moreover, note that we do not try to match single simulation parameters (like \( \rho_{Mo} \)) to the measured DLIT image in b) as this is a different kind of work which has to be done preferably in EL image analysis [81]. Instead, here we focus on providing a qualitative explanation of the defect mechanism. The measurement of the P3 defect in (d) yields an increased DLIT signal close to the defect in the middle cell, while the rest of the middle cell remains dark. We have explained this with decreasing currents through the absorber in the middle cell in Fig. 6.13 (e), and an increased power dissipation in the TCO electrode in the region of the P3 defect, especially at the ends of the line interruptions, where, in analogy to the P1 defect within the Mo electrode, within the TCO electrode the two heat centres occur, as simulated in Fig. 6.13 (f).

To draw a conclusion, the simulated images in Fig. 6.15 very well match the real measurements.

### 6.3.6 Conclusions

This chapter studies the defect mechanisms of P1, P2, and P3 scribing failures. I find characteristic patterns in measured DLIT images for each scribing defect type. Based on simulations with the network simulation model, I give a detailed explanation of the measured DLIT by correlating it with complex current flow patterns as they uniquely result from P1, P2 and P3 defects.

The most remarkable finding is that P1 defects basically lead to two heat centres in the DLIT image which are located to the left of the affected P1 scribing line (assuming a module current from right to left), while P3 defects lead to two heat centres in the DLIT image which are located to the right of the affected P3 scribing line. In contrast, the P2 defect acts only as a current blocking wall in both the correspondent EL and DLIT image.

The results suggest that the knowledge about the characteristic DLIT defect patterns can be used for a defect diagnostics, which is discussed more detailed in the following chapter.
Chapter 7

Defect Detection and Identification

"The subject of this chapter is the identification of defects by characteristic defect patterns in EL and DLIT measurements."

7.1 Introduction

Chapter 6 has introduced point defects and scribing line defects, and the results have contributed to the understanding of the defect mechanism. In this chapter I discuss how some of these defects can not only be detected in EL and DLIT measurements, but also identified and distinguished from each other. Hence, this chapter will yield a defect diagnostic.

The appearance of defects depends on (i) the measurement resolution, (ii) the defect geometry, (iii) the defect position, and (iv) the interaction of defects. While (i) is only limited by technical means, I investigate (ii)-(iv), that are often closely linked to each other, in the following Chapter.

7.2 Identification of P1 Defects

Fig. 7.1 (a) shows the microscope image of a P1 line where the laser scribing has been interrupted on a length of $L_{P1} = 412 \, \mu m$. The visible fractures in the Mo layer occur during Cu(In,Ga)Se$_2$ absorber deposition due to thermally induced mechanical stress between the Mo layer with a thermal expansion coefficient of $\alpha_{\text{Mo}} = 5.2 \times 10^{-6} \, \text{K}^{-1}$ \[119] and glass with $\alpha_{\text{glass}} = 9.1 \times 10^{-6} \, \text{K}^{-1}$ \[120]. Hence, the actually conductive Mo remnant in Fig. 7.1 (a) is smaller than 412 $\mu m$.

These fractures are also visible in Fig. 7.1 (b), where the concatenated microscope image of a P1 line interruption of $L_{P1} = 5 \, \text{mm}$ is shown. Note that the fracture lengths are negligible in Fig. 7.1 (b), as they are much smaller than 5 mm.

A comparison of the correspondent EL images in Fig. 7.1 (a) and (b) yields that the P1 defect causes a significant cross-talk even for small $L_{P1}$ of only a few $\mu m$. The two EL images in Fig. 7.1 (a) and (b) show generally the same brightness pattern, while the correspondent DLIT images yield the striking difference of one heat centre in (a) and two heat centres in (b). I have explained the
Figure 7.1: P1 failure appearance for (a) $L_{P1} = 412 \, \mu m$ and (b) $L_{P1} = 5 \, mm$ in microscope (recorded and illuminated from glass side), EL, and DLIT (both measured at $j = 8.3 \, mA/cm^2$) images. Microscope image in (b) is combined from two images due to the long $L_{P1}$, and defects in (a), (b), and (c) are located between middle and right cell. (c) Simulated current flow in Mo back electrode. (d) EL and DLIT of four subsequent P1 failures of $L_{P1} = 5 \, mm$ (also measured at $j = 8.3 \, mA/cm^2$).

creation of the two heat centres in Fig. 7.1(b) in detail with my NSM in Chapter 6.3.4. Fig. 7.1(c) exemplifies the current flow within the Mo back electrode for a simulation of $L_{P1} = 14 \, mm$ (I simulate a longer P1 defect for the sake of better visibility) and depicts that the currents flowing from the upper and lower cell edges towards the defect cause the U-turns and therefore highest current densities at the defect edges. The heat centres are consequently located at the defect edges between the middle and right cell.
The two heat centres cannot be distinguished in DLIT for \( L_{P1} < 1.0 \text{ mm} \) as the heat diffusion leads to a thermal blurring that makes the two lateral heat centres appear as one single heat centre, while the heat centres are distinguishable for approximately \( L_{P1} > 1.0 \text{ mm} \).

In the production environment that we work in, the glass substrates are transported on rolls which can leave rather long smudges. These smudges can absorb the laser beam energy during glass side scribing \([42]\), and thus can lead to interruptions in the P1 line. Due to the length of the smudges several adjacent P1 lines may be interrupted, as shown in Fig. 7.1 (d) with the EL and DLIT image of four adjacent P1 defects, all of \( L_{P1} = 5 \text{ mm} \). The characteristic EL and DLIT patterns for a single P1 defect are consequently enhanced by the number of additional subsequent P1 defects. Thus, the number of darkened cells in EL and of heat centre pairs in DLIT correspond to the number of adjacent P1 failures.

### 7.3 Identification of P2 Defects

Fig. 7.2 depicts the appearance of P2 defects for (a) \( L_{P2} = 45 \text{ µm} \) and (b) \( L_{P2} = 30 \text{ mm} \). The EL and DLIT image in Fig. 7.2 (a) show that the P2 defect is practically not visible for small defect lengths in the range of \( \text{µm} \). However, the P2 defect becomes visible when its length is in the range of \( \text{mm} \), as it is shown in Fig. 7.2 (b), where the locally missing P2 line blocks the current flow and leads to a darkening in the middle cell both in EL and DLIT. The current that has to flow around the P2 defect causes a slightly increased EL signal in the middle cell near the defect edges in Fig. 7.2 (b).

![Figure 7.2: P2 defect appearance for (a) \( L_{P2} = 45 \text{ µm} \) and (b) \( L_{P2} = 30 \text{ mm} \) in microscope, EL, and DLIT images (EL and DLIT measured at \( j = 8.3 \text{ mA/cm}^2 \)). P2 defects are located at vertical centre between middle and right cell. Microscope images are recorded/illuminated from film side, microscope image in (b) is combined from two images due to the long \( L_{P2} \).](image-url)
7.4 Identification of P3 Defects

In Fig. 7.3 the microscope, EL, and DLIT images of three P3 defects with (a) $L_{P3} = 25 \, \mu m$, (b) $L_{P3} = 328 \, \mu m$, and (c) $L_{P3} = 4 \, mm$, which are all located at the cell transition between left and middle cell, are shown. The EL and DLIT image in Fig. 7.3(a) depict that the ZnO:Al sheet resistance prevents any visibility of P3 defect lengths in the range of a few $\mu m$.

![Figure 7.3: P3 defect appearance for (a) $L_{P3} = 25 \, \mu m$, (b) $L_{P3} = 328 \, \mu m$, and (c) $L_{P3} = 4 \, mm$ in microscope, EL, and DLIT images. The P3 defect is positioned at the vertical centre between the left and middle cell. The EL and DLIT is measured at $j = 8.3 \, mA/cm^2$. Microscope images are recorded/illuminated from film side, and microscope image in (c) is combined from two images due to the long $L_{P3}$. Only for $L_{P3} > 1 \, mm$ the P3 defect can be reliably identified in the DLIT by two heat centres to the right of the affected cell transition, while in case of P1 defects the heat centres appear to the left of the affected cell transition.]
For P3 defect lengths in the range of several hundred µm, as shown in Fig. 7.3 (b), the defect causes in the EL image a darkening in the middle cell and cross talk is visible in the left cell. The correspondent DLIT image in Fig. 7.3 (b) shows one heat centre which is why this scenario can simply be mistaken for a small shunting defect within the middle cell close to the cell transition between the left and middle cell, as I will show in Chapter 7.5. For P3 defect lengths in the range of mm, as exemplified in Fig. 7.3 (c), the cross talk in the EL image becomes stronger and affects both neighbouring cells, and the correspondent DLIT image shows two heat centres. The creation, position and appearance of the two heat centres in case of the P3 defect has been introduced in Chapter 6.3.4.2. The scribing defect appearances from Fig. 7.1 - 7.3 are summarised quantitatively in Table 7.1.
<table>
<thead>
<tr>
<th>Defect type</th>
<th>Defect length</th>
<th>Measurement</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>$L_{P1} &lt; 1 \text{ mm}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EL</td>
<td>&quot;Bright-Dark-Bright&quot; pattern</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLIT</td>
<td>One heat centre to the left</td>
</tr>
<tr>
<td></td>
<td>$L_{P1} \geq 1 \text{ mm}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EL</td>
<td>&quot;Bright-Dark-Bright&quot; pattern</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLIT</td>
<td>Two heat centres to the left</td>
</tr>
<tr>
<td>P2</td>
<td>$L_{P2} &lt; 1 \text{ mm}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EL</td>
<td>Not visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLIT</td>
<td>Not visible</td>
</tr>
<tr>
<td></td>
<td>$L_{P2} \geq 1 \text{ mm}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EL</td>
<td>Darkened middle cell</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLIT</td>
<td>Darkened middle cell</td>
</tr>
<tr>
<td>P3</td>
<td>$L_{P3} &lt; 100 \mu\text{m}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td>$100 \mu\text{m} \leq L_{P3} &lt; 1 \text{ mm}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EL</td>
<td>&quot;Bright-Dark&quot; pattern</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLIT</td>
<td>One heat centre to the right</td>
</tr>
<tr>
<td></td>
<td>$L_{P3} \geq 1 \text{ mm}$</td>
<td>Optical</td>
<td>Visible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EL</td>
<td>&quot;Bright-Dark-Bright&quot; pattern</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLIT</td>
<td>Two heat centres to the right</td>
</tr>
</tbody>
</table>

Table 7.1: Found identification ranges for P1, P2, and P3 scribing defects. The transitions between the identification ranges are estimated based on my experiments, and therefore strongly depend on the EL and DLIT measurement resolutions I have chosen. Furthermore, the identification ranges will vary in dependence of the individual material parameters of each CIGS manufacturer, e.g. on the sheet resistance of the Mo and TCO electrodes.
7.5 Identification of Point Defects

The distinction of point defect types Mo-01 ... CIGS-09 is discussed with the help of Figure 7.4.

Figure 7.4: EL and DLIT of point defect types (a) Mo-01 (with a diameter of 277 µm), (b) Mo-02 (with a diameter of 127 µm), (c) Mo-03 (with a diameter of 148 µm), and (d) Mo-04 (with a diameter of 141 µm), all measured at $j = 8.3 \text{ mA/cm}^2$.

The images in Figure 7.4 (a) are representative for the defect types Mo-01, Mo-05, and CIGS-09, where at least one electrode is missing, which leads to inactive solar cell areas that neither cause shunts in EL nor heat centres in DLIT.

I have shown in Figure 6.6 in Chapter 6 that the defect type Mo-02 with a diameter of 127 µm leads to a ratio $S_{\text{def}}^{\text{avg}}/S_{\text{ref}}^{\text{avg}} \approx 1$ and $\Delta V_{\text{p-n}} \approx 0$, which means that the defect is practically invisible in the EL image of Figure 7.4 (b). In contrast, in the DLIT image of Figure 7.4 (b) the dissipated heat is already detectable. Further detailed EL and DLIT measurements at much higher resolutions and applying the de-convolution of thermal heat diffusion in DLIT measurement, as presented by Breitenstein [86] and Siegloch [88], are required to explain this phenomenon precisely. In general, the change of the thermal emissivity $\varepsilon$ at the Mo-02 defect position (as it lacks the Mo and CIGS absorber layer) compared to its surrounding, could for very small shunt currents and thus voltage...
reductions, as indicated by the EL image, explain why the defect appears more pronounced in the DLIT. But as stated before, a future investigation will include much higher DLIT resolutions than have been applied in this work, and thus the exact explanation of Figure 7.4(b) is beyond the scope of this work.

Figures 7.4(c) and (d) show for the defect type Mo-03 with a diameter of 148 µm and the defect type Mo-04 with a diameter of 141 µm that a further decreasing of $S_{\text{avg}}^\text{def}/S_{\text{avg}}^\text{ref} \approx 1$ is linked with an increased signal at the defect position and more darkened area around the defect position in the middle cell within the corresponding DLIT images.

I find experimentally that it is not possible to distinguish between the point defect types Mo-02, Mo-03, Mo-04, CIGS-06, CIGS-07, and CIGS-08 based on EL and DLIT, as the effect of the defect feature size and the specific shunt characteristic of each point defect type overlay in the images.

### 7.6 Identification of Cu-rich Debris

Cu-rich debris, a contamination occurring during CIGS absorber deposition, has been introduced in Chapter 3 with the defect ID D-3 in Table 3.1 and its origin has been introduced in Chapter 3.2.6. In the following I discuss under which circumstances the Cu-rich debris can be identified in EL and DLIT images.

I demonstrate the influence of the size and position of Cu-rich debris in Fig. 7.5 where the debris is located (a) within the cell centre, (b) close to the cell centre, and (c) on a P1 scribing line.

The width of the Cu-rich debris in Fig. 7.5(a) spans with its 3 mm almost the complete width of the middle cell. The corresponding EL image in Fig. 7.5(a) depicts a "bright-darkened-bright" pattern that can be either mistaken for a P1 scribing defect, as I have shown it in Fig. 7.1(b), or a P3 scribing defect, as I have shown it in Fig. 7.3(c). Thus, a reliable diagnostics additionally requires the corresponding DLIT image in Fig. 7.5(a) where the increased heat dissipation within the middle cell indicates a point-like shunt, and the lack of the DLIT patterns shown in Fig. 7.1(b) and Fig. 7.3(c) excludes the possibility of scribing defects. Note that the EL image in Fig. 7.5(a) undoubtedly indicates that the Cu-rich debris is located only within the middle cell, but not within the neighbouring left and right cell, as otherwise the two neighbouring cells should contain darkening due to shunts, too. The DLIT image in Fig. 7.5(a) even unveils that the Cu-rich debris is spread over the middle cell as two drops. The advantage of DLIT images (in contrast to EL images) to display more accurately the shape and size of the Cu-rich debris in CuInGaSe$_2$ modules has been presented already in [121].

Fig. 7.5(b) also shows Cu-rich debris within the middle cell, but this time the diameter of the Cu drop is only approximately 100 µm, as visible in the microscope image, and the debris is located about 300 µm close to the P1 scribing line. The consequence of the small debris size and its position is that both the corresponding EL and DLIT image in Fig. 7.5(b) can be mistaken for a P3 scribing defect as shown in Fig. 7.3(b). Here only a microscope analysis can solve the issue and avoid confusion.
7.6. IDENTIFICATION OF CU-RICH DEBRIS

Figure 7.5: Appearance of Cu-rich debris (a) located within the cell centre, (b) located close to the cell centre, and (c) located on the P1 scribing line. Defects in (a) and (c) can be clearly identified, while (b) is too similar to small P3 scribing defects. All microscope images are recorded and illuminated from the glass side. Microscope image in (c) is combined from multiple images in order to illustrate the complete debris. Different colours of the reflecting Mo are due to different illumination intensities.

The most exceptional defect appearance occurs when Cu-rich debris falls onto a P1 scribing line, as shown in Fig. 7.5 (c) for the cell transition between the middle and right cell. While the DLIT image could theoretically belong to either small P1 or P3 scribing defects, as shown in Fig. 7.4 (a) and Fig. 7.3 (b), it is the EL image in Fig. 7.5 (c) that unveils a unique defect appearance. The left cell shows a visible brightness increase as a consequence of the cross-talk, the middle cell shows a darkening at the defect position, and the right cell shows an ellipsoidal darkening at the defect position. In order to explain this EL brightness pattern I apply the NSM and find the scenario shown in Fig. 7.6 to be a sound explanation for the measured EL image in Fig. 7.5 (c).

In Fig. 7.6 (a) the Cu-rich debris is schematically illustrated after Cu(In,Ga)Se$_2$ co-evaporation, and in Fig. 7.6 (b) after all layers have been deposited. We draw the Cu-rich debris to penetrate the Mo layer as we can see the debris in the microscope image in Fig. 7.5 (c) through the glass.
Figure 7.6: Cu-rich debris on P1 line and neighboring cells. Schematic layer structure shows the Cu-rich debris (a) after CIGS deposition and (b) after all layers have been deposited. (c) In the NSM the layer structure from (b) is modelled by locally reduced parallel resistivity of the CIGS (resistances $R_{P,1}$ and $R_{P,2}$) in the left and right cell, and $R_{P,1}$ which models a P1 defect. (d) EL simulation matches the measured EL in Fig. 7.5 (c) for an intact series resistance of the CdS/i-ZnO buffer combination.

Furthermore, in the schematic drawing it does not matter whether the Cu falls onto the module and afterwards Cu(In,Ga)Se$_2$ is still deposited onto the Cu, or the Cu falls onto the module at the end of the Cu(In,Ga)Se$_2$ co-evaporation. This is because only the deposition of the following CdS/i-ZnO buffer combination is relevant for the shunting behaviour as I have shown in Chapter 6.2. Although I draw the CdS/i-ZnO buffer combination in Fig. 7.6 (b) schematically at the defect position above the Cu-rich debris, I actually do regard different degrees of the buffer intactness by varying its local series resistance in the NSM.
Fig. 7.6 (c) presents the modelling of the defect in the NSM. At the defect position (in the middle and right cell close to the correspondent cell transition) I locally remove the diode characteristic as there is no intact p-n-junction due to the Cu. The conductivity of the Cu-rich debris is modelled by the two red resistances $R_{P,1}$ and $R_{P,2}$ with the specific electrical resistivity of Cu $\rho_{Cu} = 58.1 \cdot 10^{-6} \, \Omega m$ instead of the parallel resistivity $\rho_{CIGS,par} = 0.11 \, \Omega m$ of the Cu(In,Ga)Se$_2$ absorber. Thus, the Cu-rich debris is modelled to cause a short circuit path in both the left and right cell close to the cell transition, which is indicated by the resulting defect currents $I_{\text{defect},1}$ and $I_{\text{defect},2}$.

As I want to regard a possible inefficient covering of the surface at the Cu-rich debris (no matter to which extend it is Cu(In,Ga)Se$_2$ or Cu) by the CdS/i-ZnO buffer combination, I locally vary the series resistance that is formed by the buffer combination, as indicated in Fig. 7.6 (c) by the dashed-patterned resistances $R_{S,1}$ and $R_{S,2}$. I investigate ratios from $R_{S,1}/R_S = R_{S,2}/R_S = 0.01 ... 1.0$, where $R_S$ is the buffer series resistance in the defect free case.

Additionally, I model scenarios both with and without a P1 scribing failure between the middle and right cell by introducing the resistance $R_{P1}$ with the resistivity of Cu $\rho_{Cu} = 58.1 \cdot 10^{-6} \, \Omega m$, which takes into account that the Cu-rich debris can locally connect the two neighbouring Mo back electrodes. I assume the contact resistance between Cu and Mo to be very low and therefore neglect it for the sake of simplicity.

Fig. 7.6 (d) presents the simulated EL images for the correspondent ratios $R_{S,1}/R_S = R_{S,2}/R_S$. The simulated EL images in Fig. 7.6 (d) are quite comparable to the measured EL image in Fig. 7.5 (c) for $R_{S,1}/R_S = R_{S,2}/R_S \geq 0.5$. In contrast, my simulations without P1 scribing failure, and therefore without $R_{P1}$, yield completely different EL images than those in Fig. 7.5 (c), and instead only show local darkening in both the middle and right cell which is approximately of the same size.

An important observation is that the CdS/i-ZnO buffer combination apparently covers the defect position well and therefore reduces the darkening of the right cell in EL to a small region around the defect. However, in the middle cell the buffer combination plays no role for the EL as the Mo back electrode of the middle cell is shunted anyway, and therefore there can practically be no charge carrier recombination that could cause an EL signal.

We have investigated more than two hundred cases where Cu-rich debris has fallen on a P1 scribing line and the correspondent EL images always showed an EL brightness pattern very similar to that in Fig. 7.5 (c). To draw a conclusion, what we observe in Fig. 7.5 (c) in a real EL measurement and in Fig. 7.6 (d) for an EL simulation with $R_{S,1}/R_S = R_{S,2}/R_S \geq 0.5$ is an overlay of two shunting defects in each the middle and right cell, plus a P1 failure between the middle and right cell, caused by the Cu-rich debris.

### 7.7 Conclusions

I have presented how several defect types can be identified with the combination and comparison of EL and DLIT measurements.
For P1 defects (see Chapter 7.2), P2 defects (see Chapter 7.3), and P3 defects (see Chapter 7.4), I have defined identification ranges and presented the corresponding characteristic scribing defect appearance within these ranges (see Table 7.1). The found identification ranges contribute to the reliable identification of and distinction between scribing defects.

With regard to point defects (see Chapter 6.2) two groups can be identified: those which lead to inactive solar cell area (Mo-01, Mo-05, CIGS-09), and those which lead to short circuit paths in cells (Mo-02, Mo-03, Mo-04, CIGS-06, CIGS-07, CIGS-08). I have shown representatives of both groups in Figure 7.4 and explained that the distinction between the two groups is possible by a combination of EL and DLIT, while the distinction between the point defects within these two groups is not possible.

Finally, I have shown that the identification of Cu-rich debris depends on its position within the cell. One can distinguish between the Cu-rich debris in the cell centre, as shown in Figure 7.5(a), close to a cell transition, as illustrated in Figure 7.5(b), and on a P1 scribing line, as contained in Figure 7.5(c). Here only the case of a Cu-rich debris in the cell centre and on a P1 scribing line can be reliably diagnosed.

The shown results can be used as a practical guide for the implementation and calibration of an automated software-based defect diagnostics of EL and DLIT measurements, e.g. in mass production sites.
Chapter 8

Repair of Defective P1 Scribing

"The subject of this chapter is the repair of incomplete P1 Mo scribing lines as it can occur inherently during module production, or can be done electrically on purpose."

8.1 Introduction

An advantage of laser scribing is that compared to mechanical scribing, where an uncontrollable chipping at the line edges requires safety margins between the lines in order to avoid short circuiting, the lines can be placed closer to each other [122]. With currently used line widths for CIGS in the range of approximately 40 - 50 µm, the total interconnect width, which is spanned by the three scribing lines and which does not contribute to the photovoltaic conversion efficiency, has been reduced from previously about 300 µm [123, p. 301-302] to currently about 180 µm.

As a result of thinner lines the process windows tend to become smaller with regard to material parameter and process variations. For instance, the P1 scribing is, with regard to the minimum required laser peak fluence, sensitive to the inherent stress in the Mo layer, which depends on the Ar gas pressure during direct current (DC) magnetron sputtering with a metal Mo target [41], as shown in Chapter 3.2.3.

In case of the P1 scribing, which is the second processing step of a CIGS module, such material or process deviations and the possible resulting line interruptions of even only a few µm can cause severe shunting due to the high conductivity of the Mo electrode, as shown in Chapters 6 and 7. This is precarious as the glass substrate and sputtered Mo layer already make up more than 30% of the module material costs [124].

Thus, it is worthwhile to investigate how a reliable monolithic series connection can be achieved even with having in mind further reductions of the interconnection width. While scribing defects ideally should be avoided, there is also the possibility to repair them. In this Chapter I present two ways of P1 defect repair. The first way is an engineering approach where I melt and evaporate the Mo remnant which leads to a sufficient insulation. The second way is to create insulating fractures in the Mo by thermally induced mechanical stress. Both ways are novel and have been discovered and developed in this thesis.
8.2 Electrical Repair

8.2.1 Introduction

By applying a current sufficiently high to both melt and afterwards evaporate the Mo remnant at the position of incomplete P1 scribing, a sufficient insulation between two neighbouring Mo back contacts can be achieved. In the following I present schematically the setup which I have developed in this work, and I introduce a first order approximation that describes the theory of the electrical repair of incomplete P1 scribing. I introduce in detail variations of the electrical repair technique and show its potential with regard to an application in a real CIGS mass production site.

8.2.2 Experimental Setup

In order to have a comprehensive set of P1 scribing defects, with multiple defect samples of each scribing line interruption length, I intentionally implement the P1 defects. I place adhesive tapes on the substrate glass where the tapes locally absorb the laser energy during glass side scribing \cite{41, 42}. The two neighbouring cells are connected to a voltage source by contact pins, and the repair current $I_{\text{rep}}$ results from the applied voltage $V_{\text{rep}}$ and the Mo resistance between the contact pins, as is schematically shown in Fig. 8.1.

![Figure 8.1: Setup for electrical repair of P1 defects. A voltage source $V_{\text{rep}}$ is connected to the Mo back electrodes of two neighbouring cells, and the repair current $I_{\text{rep}}$ results from the Mo resistance between the contact pins. The heat energy $Q_{\text{rep}}$ is used for the repair, while $Q_{\text{diff}}$ diffuses into the surrounding Mo.](image)

8.2.3 Theory

In the following I first describe the changes of the Mo’s states, namely from solid to gaseous. Afterwards, I explain my first order approximation of the electrical repair process and show the comparison between approximation and real measurements.
8.2.3.1 Changes of States

The Mo remnant at the position of incomplete P1 scribing can be considered as an idealised rectangle and forms with its resistivity $\rho_{\text{res}}$ the resistance

$$R_{\text{defect}} = \rho_{\text{res}} \frac{w}{hL}, \quad (8.1)$$

as shown schematically in Fig. 8.2.

![Figure 8.2: Schematic illustration of Mo remnant in incomplete P1 channel as a rectangle body with height $h$, width $w$ of the P1 line, and length $L$ along the P1 line. The applied repair current $I_{\text{rep}}$ flows through the Mo remnant which forms a resistance $R_{\text{defect}}$.](image)

The heat energy $Q_{\text{rep}}$ that is dissipated in the resistance $R_{\text{defect}}$, and which finally leads to its melting and evaporation, is given by Joule’s first law

$$Q_{\text{rep}} = I_{\text{rep}}^2 R_{\text{defect}} t_{\text{rep}}, \quad (8.2)$$

Depending on the dissipated heat energy, the state of Mo changes from solid to liquid, and eventually to gaseous. The Mo remnant is heated from initial room temperature $T_{\text{initial}} = 300$ K to its melting point $T_{\text{melt}}$ by applying the heat energy

$$Q_{\text{solid}} = mc_p (T_{\text{melt}} - T_{\text{initial}}), \quad (8.3)$$

where $m$ is the mass of the Mo remnant, calculated with the mass density $\rho_{\text{mass}}$ by

$$m = \rho_{\text{mass}} hwL, \quad (8.4)$$

and $c_p$ is the specific heat capacity of Mo. Applying the melting energy $Q_{\text{melt}}$ causes the change of the Mo state from solid to liquid which is described by

$$Q_{\text{melt}} = mH_f, \quad (8.5)$$

where $H_f$ is the heat of fusion of Mo. Dissipating $Q_{\text{liquid}}$, the Mo heats up to its boiling point $T_{\text{boil}}$ by
\[ Q_{\text{liquid}} = mc_p (T_{\text{boil}} - T_{\text{melt}}). \]  

Finally, the evaporation energy \( Q_{\text{evap}} \) changes the Mo’s state from liquid to gaseous by

\[ Q_{\text{evap}} = mH_e, \]  

where \( H_e \) is the Mo’s heat of evaporation. Consequently, \( Q_{\text{rep}} \) is given by

\[ Q_{\text{rep}} = Q_{\text{solid}} + Q_{\text{melt}} + Q_{\text{liquid}} + Q_{\text{evap}}. \]  

The values of the aforementioned Mo material parameters, which we use for the following approximation, are listed in Table 8.1.

**Table 8.1:** Mo material parameters and their values that we use for the first order approximation. The resistivity \( \rho_{\text{res}} \), density \( \rho_{\text{mass}} \), specific heat capacity \( c_p \), heat of fusion \( H_f \), heat of vaporisation \( H_e \), melting point \( T_{\text{melt}} \), and boiling point \( T_{\text{boil}} \) are taken from literature sources.

<table>
<thead>
<tr>
<th>Mo Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_{\text{res}} )</td>
<td>( 53.4 \times 10^{-9} , \Omega \cdot m )</td>
<td>[119]</td>
</tr>
<tr>
<td>( \rho_{\text{mass}} )</td>
<td>( 10.28 , \text{kg} \cdot \text{m}^{-3} )</td>
<td>[125]</td>
</tr>
<tr>
<td>( c_p )</td>
<td>( 250 , \text{J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1} )</td>
<td>[125]</td>
</tr>
<tr>
<td>( H_f )</td>
<td>( 3.9 \times 10^5 , \text{J} \cdot \text{kg}^{-1} )</td>
<td>[126]</td>
</tr>
<tr>
<td>( H_e )</td>
<td>( 598 , \text{kJ} \cdot \text{kg}^{-1} )</td>
<td>[119]</td>
</tr>
<tr>
<td>( T_{\text{melt}} )</td>
<td>( 2896 , \text{K} )</td>
<td>[125, 127-129]</td>
</tr>
<tr>
<td>( T_{\text{boil}} )</td>
<td>( 4912 , \text{K} )</td>
<td>[119, 130]</td>
</tr>
</tbody>
</table>

### 8.2.3.2 First Order Approximation

In my first order approximation I first neglect the heat exchange between the Mo remnant and its surrounding. Thus, \( Q_{\text{diff}} = 0 \) means that there is no heat diffusion from the Mo remnant into its surrounding and all heat energy is only dissipated within the Mo remnant.

Second, I assume a constant atmospheric pressure so that I can apply the literature values from Table 8.1.

Third, I assume that the Mo remnant passes the three states: solid, liquid and gaseous. However, for the sake of completeness I mention that at room temperature [131] and during heating [132] Mo oxide layers of 15 - 20 nm thickness can be formed which can behave differently. For instance, Mo trioxide \( \text{MoO}_3 \), a result of the reaction
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\[ \text{Mo} + 3 \text{O}_2 \rightarrow 2 \text{MoO}_3, \quad (8.9) \]

can directly sublimate at \( T \geq 600 \text{ K} \). Nonetheless, these oxide layers form at most only 2\% of the total Mo remnant height of 1 \( \mu \text{m} \) and the high temperature oxidation described in [132] takes longer than the duration of the electrical repair in the range of seconds, which is why I can neglect direct sublimation in the following consideration.

Fourth, I approximate the change of the Mo’s resistivity \( \rho_{\text{res}} \) during the repair process. Fig. 8.3 presents the resistivity \( \rho_{\text{res}} \) as a curve concatenated of measurement data from the references [133] and [134].

![Figure 8.3](image)

**Figure 8.3:** The first order approximation takes into account the temperature dependence of the Mo’s resistivity. The measurement data is extracted from references [133] and [134].

Fig. 8.3 shows that the specific resistivity \( \rho_{\text{res}} \) of Mo increases during the electrical repair by more than about one order of magnitude. For a detailed discussion of \( \rho_{\text{res}} \) as a function of the temperature, for instance the change of \( \rho_{\text{res}} \) at the melting point, I refer to [135-139].

Consequently, I distinguish the specific resistivity in the following by \( \rho_{\text{solid}} \) in the solid state, \( \rho_{\text{melt}} \) during melting, \( \rho_{\text{liquid}} \) in the liquid state, and \( \rho_{\text{vap}} \) during evaporation. In addition to the assumption of no heat exchange with the surrounding by \( Q_{\text{diff}} = 0 \), I work in my first order approximation with averaged values of \( \rho_{\text{res}} \) within each state based on the data in [133] and [134], i.e. with \( \bar{\rho}_{\text{solid}} = 0.4 \ \mu \Omega \text{m} \) in the solid state, \( \bar{\rho}_{\text{melt}} = 0.9 \ \mu \Omega \text{m} \) during melting, \( \bar{\rho}_{\text{liquid}} = 1.1 \ \mu \Omega \text{m} \) in the liquid state, and for the sake of simplicity we assume \( \bar{\rho}_{\text{vap}} = \bar{\rho}_{\text{liquid}} = 1.1 \ \mu \Omega \text{m} \) during evaporation.

My first order approximation describes the relation between the repair time \( t_{\text{rep}} \) and the repair current \( I_{\text{rep}} \). As I apply in my experimental setup the voltage \( V_{\text{rep}} \), which leads to the repair current \( I_{\text{rep}} \) in dependence of \( R_{\text{defect}} \) (see Fig. 8.1), I can write the repair time \( t_{\text{rep}} \) as function of the repair current according to Joule’s law by
\[ t_{\text{rep}} = \frac{Lh}{w} \sum_{i=1}^{4} \frac{1}{I_{\text{rep},i}^2 \rho_i} Q_i \]  

(8.10)

where \( i = 1 \) stands for the solid phase, \( i = 2 \) stands for the melting phase, \( i = 3 \) stands for the liquid phase, and \( i = 4 \) stands for the gaseous phase, as introduced before in Eq. (8.3)-(8.7). Note that due to applied constant repair voltage \( V_{\text{rep}} \), and the change in \( \rho_{\text{rep}} \) during electrical repair, the repair current \( I_{\text{rep},i} \) must be regarded individually for each of the four states by

\[
I_{\text{rep},1} = I_{\text{solid}}, \\
I_{\text{rep},2} = I_{\text{rep}} \frac{\bar{\rho}_{\text{melt}}}{\bar{\rho}_{\text{solid}}}, \\
I_{\text{rep},3} = I_{\text{rep}} \frac{\bar{\rho}_{\text{liquid}}}{\bar{\rho}_{\text{solid}}}, \\
I_{\text{rep},4} = I_{\text{rep}} \frac{\bar{\rho}_{\text{evap}}}{\bar{\rho}_{\text{solid}}}. 
\]

(8.11)

The comparison of my first order approximation with the real electrical repairs of seven P1 line interruptions, each of length \( L = 350 \, \mu \text{m} \), is shown in Fig. 8.4. For real experiments with comparatively small repair currents \( I_{\text{rep}} < 0.8 \, \text{A} \) I observe high repair durations \( t_{\text{rep}} \) in the range of seconds. The repair duration increases for decreasing repair currents as the required heat energy \( Q_{\text{rep}} \) is dissipated more slowly in the Mo remnant, which consequently means more time for the heat diffusion into the surrounding Mo. Hence, the heat diffusion \( Q_{\text{diff}} \neq 0 \) is the reason why the measured relation between the repair current and resulting repair time in Fig. 8.4 differs from the approximated one for \( I_{\text{rep}} \leq 0.8 \, \text{A} \). In contrast, for higher repair currents \( I_{\text{rep}} \geq 1 \, \text{A} \) I observe that my first order approximation is in good agreement with the measured electrical repair. The higher repair currents make the Mo remnant dissipate \( Q_{\text{rep}} \) faster, and therefore there is less time for heat diffusion into the surrounding, which makes the real situation come closer to the assumptions in my first order approximation.

Note that with regard to an application in a real mass production site I do not want the electrical repair process to be a potential bottleneck and therefore prefer repair durations as short as possible. Hence, my first order approximation describes the actually relevant case of a high repair current \( I_{\text{rep}} \) leading to a short repair duration \( t_{\text{rep}} \).

8.2.4 Results and Discussion

8.2.4.1 Repair by Constant Current

Fig. 8.5 shows the repair of three positions of incomplete P1 scribing, each of length \( L = 350 \, \mu \text{m} \), by applying different constant repair currents \( I_{\text{rep}} \). In accordance to Joule’s first law, the repair duration \( t_{\text{rep}} \) in Fig. 8.5 decreases with increasing repair current \( I_{\text{rep}} \). The correspondent microscope images of the repaired defects are shown in Fig. 8.6.

Fig. 8.6 presents microscope images of the three defects in Fig. 8.5 after the electrical repair. The shortest repair duration of \( t_{\text{rep}} = 0.068 \, \text{s} \) in (a) leads to the smallest heat diffusion into the sur-
The first order approximation describes the real measurements well for repair currents $I_{rep} \geq 1 \, \text{A}$. In contrast, at smaller repair currents $I_{rep}$ the repair duration $t_{rep}$ increases and heat diffusion $Q_{diff}$ into the surrounding cannot be neglected any more.

Figure 8.4: Comparison of approximated and measured electrical repair for $L = 350 \, \mu\text{m}$. The first order approximation describes the real measurements well for repair currents $I_{rep} \geq 1 \, \text{A}$. In contrast, at smaller repair currents $I_{rep}$ the repair duration $t_{rep}$ increases and heat diffusion $Q_{diff}$ into the surrounding cannot be neglected any more.

In (b) and (c) the thermally affected areas are visibly larger. This indicates that increasing repair durations $t_{rep}$ lead to more heat diffusion $Q_{diff}$ into the surrounding. The abrupt disruptions in

Figure 8.5: Constant current repair of three P1 defects with $L = 350 \, \mu\text{m}$. Three different repair currents $I_{rep}$ are applied and lead to different repair durations $t_{rep}$.
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Figure 8.6: Microscope images of electrically repaired P1 defects of $L = 350 \, \mu m$ from Fig. 8.5. A short repair duration of $t_{rep} = 0.068 \, s$ leads to less heat diffusion into the surrounding Mo than for $t_{rep} = 0.456 \, s$ and $t_{rep} = 4.148 \, s$. Measured correspondent EL images prove successful electrical insulation for each repair.

Fig. 8.5 indicate a sufficient insulation between the neighbouring Mo back electrodes. Additionally, we have measured the correspondent EL images which prove not only successful electrical insulation but also absolutely normal solar cell operation at the repair positions.

8.2.4.2 Process Window

From Fig. 8.4, 8.5 and 8.6 we extract that higher constant repair currents lead to smaller thermally affected areas around the repaired defect positions. Although we have not observed aversive effects of the relatively small thermally affected areas at the repair positions, we prefer to keep these zones small due to loss of active solar cell area, or a potential negative effect of the oxidised Mo on the contact with the CIGS absorber. Hence, at a first glance one would opt for repair currents as high as possible, and therefore configure high repair voltages $V_{rep}$.

However, in my experiments with very high repair currents I clearly observe arcing between the neighbouring Mo back electrodes which affects even larger areas than those shown in Fig. 8.6. Note that I did not investigate the exact arcing mechanism, but only observed it visually. Physically it is the applied voltage $V_{rep}$ that exceeds the dielectric strength of the P1 scribing line, namely 3 MV/m in air. However, in order to discuss the repair process only for two parameters, namely
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![Diagram](image)

**Figure 8.7:** Large damaged Mo area as a result of arcing during repair with $I_{\text{rep}} = 3.6$ A applied to $L = 170 \mu m$. P1 line is shown (a) before and (b) after electrical repair. The contact pins were placed to the left of the defect. Both microscope images consist of multiple single images which causes the repetitive horizontal brightness distribution.

In my measurements I find a process window of 1.5 A between the lower and upper process limits. Hence, even if the upper and lower process limits are moved depending on the specific Mo parameters of a manufacturer, there is a sufficiently wide and therefore feasible process window. Note that the experimentally found upper and lower process limits depend linearly from the defect length $L$. This linear dependence $I_{\text{rep}} \propto L$ can be also seen if one inserts Eq. (8.3) - (8.7) into Eq. (8.2), and substitutes the Mo’s remnant mass by $m = \rho_{\text{mass}} w h L$ and the Mo’s remnant resistance by...
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Figure 8.8: Process window for electrical repair with constant current. Green striped area represents electrical repair currents that lead to \( t_{rep} \geq 30 \text{ s} \) as lower process limit, and red chequered area represents repair currents that lead to \( E \geq 3 \text{ mm} \) along the P1 scribing line as higher process limit. I find a usable process window of approximately 1.5 A.

\[ R = \rho_{res} w / (hL). \]

I find that the lower and upper process limits can be described by

\[
I_{rep,\text{min}}(L) = 0.21 \text{ A} + L \cdot 1.1 \text{ mA/µm} \tag{8.12}
\]

\[
I_{rep,\text{max}}(L) = 1.71 \text{ A} + L \cdot 1.1 \text{ mA/µm} \tag{8.13}
\]

Consequently, a disadvantage of the constant current repair procedure is that the defect length \( L \) needs to be known in order to configure the repair current \( I_{rep} \) within the process window. Knowing the defect length \( L \), however, would require a microscopic recording of all P1 lines as the defect positions are unknown in the beginning. As the current module design of CIGS modules contains 136 P1 scribing lines (each of 1.2 m length), the microscopic recording would mean a bottle neck for the repair process time and is therefore not feasible. In order to overcome this problem, I introduce in the following the electrical repair by a current ramp.

8.2.4.3 Repair by Current Ramp

Fig. 8.9 shows the electrical repair of three P1 scribing defects, each of \( L = 400 \text{ µm} \) defect length, by one constant repair current and by two repair current ramps. The red current ramp has a slope of 9.0 A/s and finishes repair after 168 ms at \( I_{rep,\text{top}} = 1.48 \text{ A} \), while the blue current ramp has a slope of 0.55 A/s and finishes repair after 1.83 s at \( I_{rep} = 1.11 \text{ A} \).
In contrast, the constant current repair (green curve) is done at $I_{rep} = 0.84$ A and takes 10.5 s. One can extract that a higher slope of the ramp leads to a higher $I_{rep,top}$ and a shorter $t_{rep}$, which can be explained for short $t_{rep}$ (neglecting heat diffusion into the surrounding) by

$$Q_{rep} = R_{defect} \int_{t=0}^{t=t_{rep}} I_{rep} (t)^2 dt$$

In Eq. (8.14) the required heat energy $Q_{rep}$ is earlier reached for higher slopes at a higher $I_{rep,top}(t = t_{rep})$. The effect of the slope on the heat diffusion into the surrounding Mo is visualised in Fig. 8.10. Obviously, current ramps with higher slopes repair P1 defects with less heat diffusion into the surrounding.

**Figure 8.9:** Comparison of current ramp and constant current for the repair of P1 defects of $L = 400 \mu$m. Current ramps repair defects faster and at higher $I_{rep,top}$.

**Figure 8.10:** Less heat diffusion by higher slope in current ramps. As a higher slope reduces the repair duration, there is less heat diffusion in the surrounding Mo. The microscope images correspond to the two current ramps shown in Fig. 8.9 for the repair of $L = 400 \mu$m.
Consequently, the elongation $E$ of the thermally affected area along the P1 line is minimised, as $I_{\text{rep,top}}$ per se adjusts to $L$. I show the adjustment of $I_{\text{rep,top}}$ in Fig. 8.11 for different defect lengths and a slope of 9.0 A/s, which was the maximum configurable value in my experimental setup.

![Figure 8.11: Current ramps per se adjust $I_{\text{rep,top}}$ to $L$ and lead to smallest possible $Q_{\text{rep}}$.](image)

In addition to the adjustment of $I_{\text{rep,top}}$ to the defect length $L$, the use of current ramps frees me from the necessity of knowing the defect position and defect number per P1 scribing line, as I present in the following.

### 8.2.4.4 Repair of Multiple Failures

In the following I show how current ramps adjust the repair process to multiple defects per P1 scribing line, exemplified for two P1 defects in Fig. 8.12. Fig. 8.12 (a) depicts the microscope image of a P1 line with two interruptions, in the following referred to as left and right defect. Note that each microscope image is concatenated from multiple single images, which is the reason for the repetitive horizontal brightness distribution. In this example the measured defect lengths are $L = 280 \, \mu m$ for the left defect, $L = 580 \, \mu m$ for the right defect, and the distance between the two defects is 16 mm.

In Fig. 8.12 (b) the correspondent equivalent circuit for the repair of both defects is illustrated schematically. The voltage source is connected to the Mo layer on the left side which means that the repair current $I_{\text{rep}}$ splits up into $I_1$ through the left defect and $I_2$ through the right defect. The defects are represented by $R_{D1}$ and $R_{D2}$, while the Mo sheet resistance is regarded by $R_{Mo,1} \ldots R_{Mo,4}$. The currents through the defects are

\[
\frac{I_1}{I_2} = \frac{R_{Mo,2} + R_{D2} + R_{Mo,3}}{R_{D1}}. \quad (8.15)
\]

Here because of the defect sizes, $R_{D1}$ and $R_{D2}$ are of the same order of magnitude. Due to the distance between contact pins and defects, and between left and right defect respectively, there is
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\[ R_{Dj} \ll R_{Mo,j} \text{ for } i = 1,2 \text{ and } j = 1...4. \] Hence, we expect that

\[ I_1 \gg I_2 \]

(8.16)

and that the left defect is repaired first, which results in the new equivalent electrical circuit in Fig. 8.12(c). The defect current through the right defect becomes \( I_2 = I_{rep} \) and finally leads to the completely repaired P1 line in Fig. 8.12(d).

Fig. 8.12(e) depicts the real measured repair current \( I_{rep} \) during the total repair time \( t_{rep} \approx 82 \text{ ms} \). A break down of \( I_{rep} \) is visible in the moment when the left defect is repaired. During the repair of the right defect the repair current \( I_{rep} \) increases again and finally abruptly stops at \( t = t_{rep} \). The reason for the break down of \( I_{rep} \) after the repair of the left defect is the change in the total resistance \( R_{tot} \) of the schematically shown electrical circuit. The circuit shown in Fig. 8.12(b), before repair of the left defect, has a total resistance of

\[ R_{tot,unrep} = R_{Mo,1} + \frac{R_{D1} (R_{Mo,2} + R_{D2} + R_{Mo,3})}{R_{D1} + R_{Mo,2} + R_{D2} + R_{Mo,3}} + R_{Mo,4}, \]

(8.17)

while the circuit in Fig. 8.12(c) after the repair of the left defect has a total resistance of

\[ R_{tot,rep,D1} = R_{Mo,1} + R_{Mo,2} + R_{D2} + R_{Mo,3} + R_{Mo,4}, \]

(8.18)

and therefore \( R_{tot,unrep} < R_{tot,rep,D1} \). Assuming an infinitesimal time duration \( \delta t \), one can define a time window from \( t^- \) to \( t^+ \) around the moment of repair of the left defect at \( t = t_{rep,D1} \) by

\[ t^- = t_{rep,D1} - \frac{\delta t}{2} \]

(8.19)

\[ t^+ = t_{rep,D1} + \frac{\delta t}{2}, \]

(8.20)

in which the applied repair voltage \( V_{rep} \) of our voltage source can be assumed to be constant by

\[ V_{rep} (t^-) = V_{rep} (t^+) = V_{rep} (t_{rep,D1}). \]

(8.21)

Consequently, this means for the repair current in the moment of repair of the left defect

\[ I_{rep} (t^-) = \frac{V_{rep} (t_{rep,D1})}{R_{tot,unrep}} > I_{rep} (t^+) = \frac{V_{rep} (t_{rep,D1})}{R_{tot,rep,D1}}, \]

(8.22)

which explains both the break down of \( I_{rep} \) and the change of the ramp’s slope in Fig. 8.12(e) after the left defect has been repaired.

It actually plays no role which defect is repaired first, as it will be always the one that represents the smaller resistance in the parallel circuit. Therefore, even if the defect to the right was repaired first (although it is sound to assume that the left one was repaired first due to the aforementioned geometries), the measured \( I_{rep} \) in Fig. 8.12(e) would look similar.
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Figure 8.12: Schematic repair of two defects on one P1 line. (a) P1 line with two defects and (b) its schematic equivalent circuit before repair. (c) Schematic circuit after repair of first defect. (d) P1 line after repair of right defect. (e) Measured repair current during repair time. The partial break-down in \( I_{\text{rep}} \) indicates the repair of the first defect, and the complete break-down indicates the repair of the second defect. The microscope images in (a) and (d) are concatenated from multiple single images which is the reason for the repetitive horizontal brightness distribution.
Keeping the resistance between contact pin and defect small means keeping $V_{\text{rep}}$ small and therefore reduces the danger of arcing. Hence, for the automated inline repair setup we place multiple contact pins on each of the neighbouring Mo back electrodes and find that this configuration effectively prevents the arcing effect.

Hence, the repair current measurement reliably yields whether there is any defect at all: if there is no defect, there is no current flow. Furthermore, we can determine how many defects have been repaired, as the number of repaired defects equals the number of break downs in the measured $I_{\text{rep}}$.

### 8.2.5 Conclusions

I have demonstrated the electrical repair of incomplete P1 scribing lines and shown that a comparatively simple setup allows to repair faulty P1 scribing lines in an early stage of the CIGS module production. By applying current ramps, a repair process is realised that is independent from the actual defect geometries, number, and their positions, which makes no additional microscope measurements necessary.

Finally, by constantly recording the repair current $I_{\text{rep}}$ for each scribing line, one obtains statistical information about the defect occurrence and position of affected P1 lines, which can be used as a feedback loop in order to improve the scribing equipment or scribing process.

## 8.3 Thermal Repair

### 8.3.1 Introduction

During CIGS co-evaporation the substrate and the deposited Mo layer are heated up to about 700°C. I have found that the Mo remnant within P1 scribing defects can manifest a fracture after CIGS co-evaporation, and that this fracture is insulating the neighbouring cells. In the following I discuss the theory of mechanical stress and strain, and I present a first order approximation that shows that the origin of these fractures is most likely thermally induced mechanical stress in the Mo. Afterwards I present measurements of the inherent thermal repair of P1 defects, and I show how the found phenomenon can be used intentionally for an even improved thermal repair.

### 8.3.2 Stress and Strain Theory

For a better understanding of the mechanism that causes the fractures in the Mo, it is necessary to consider the stress and strain in both the Mo and the glass substrate. Therefore, I introduce the stress-strain test in this chapter, which is a standard measurement in materials science. The stress-strain tests of Mo and float glass in the literature have yielded the material parameters given in Table 8.2. These material parameters can be used for a first order approximation of the stresses occurring in the Mo during CIGS deposition, as I will show in Chapter 8.3.3.
In materials science, the behavior of a material under tensile load is tested with tensile-test machines, where a tensile load is applied to a small specimen of the material, and the resulting deformations are measured \[140,142\]. For a quantitative analysis of the measurement, a stress-strain diagram is drawn. The stress \(\sigma\) is defined by

\[
\sigma = \frac{F_{\text{tensile}}}{A},
\]

where \(F_{\text{tensile}}\) is the tensile force onto a cross section area \(A\) of the material which is tested. The strain or elongation \(\epsilon\) is defined by

\[
\epsilon = \frac{\Delta L}{L_0},
\]

where \(\Delta L\) is the specimen's absolute change in length and \(L_0\) is its initial length. A test specimen and the corresponding stress-strain diagram are schematically shown in Figure 8.13.

---

**Figure 8.13:** Schematic stress-strain test. A specimen is stressed in position (a) - (f), as shown in the left part. The correspondent stress-strain diagram is shown in the right part \[143\].

Figure 8.13 schematically illustrates on the left side a specimen, and on the right side the correspondent stress-strain diagram. The diagram shows the stress \(\sigma\) as function of strain \(\epsilon\). The specimen is deformed at constant speed by providing a pure tensile force \(F_{\text{tensile}}\) \[144\].

Position (a) shows the initial length \(L_0\) of the specimen. Between positions (a) and (c) there is the elastic region, where the stress \(\sigma\) is proportional to the strain \(\epsilon\). Hooke’s law describes the linear
slope $E$, also called Young’s modulus \cite{145}, in the elastic region by

$$E = \frac{\Delta \sigma}{\Delta \epsilon}. \quad (8.25)$$

Within the elastic region the elongation is uniform, which means for the specimen cross section area $A_0 < A_1 < A_2$.

At position (c) the elastic limit is reached. If the load is removed before or at the elastic limit in (c), the specimen will return to its initial shape in (a). In contrast, any stress above the elastic limit will cause it to deform permanently.

Point (c) is called yielding point with the correspondent yield strength $\sigma_{\text{yield}}$. Applying stress slightly above point (c) can cause the specimen to enter the yielding phase (not shown in Figure 8.13). For the sake of visibility (it occurs only within a small range of $\epsilon$) and simplicity (it would require a detailed physical explanation that is beyond the scope of this work) I neglect the yielding phase and instead refer to \cite{146}, where it has been explained the first time.

From point (d) to (e) the stress rises monotonically but the slope decreases until it reaches a maximum in point (e). The phase from (d) to (e) is called strain hardening and the point (e) is called ultimate tensile strength $\sigma_{\text{UTS}}$. The elongation from (c) to (e) is non uniform which means for the specimen cross section area $A_3 = A_4 = A_5$.

When the ultimate tensile strength $\sigma_{\text{UTS}}$ in (e) is exceeded, the cross sectional area $A$ decreases only in a localized region of the specimen (shown in the left part of Figure 8.13), which is why the phase from (e) to (f) is called necking. The measured stress reduces slightly in the necking phase, which is explained in detail in \cite{143, 145}. At point (f) the specimen breaks and the correspondent stress is called fracture stress $\sigma_{\text{f}}$.

Both the strain $\epsilon_{\text{perp}}$ perpendicular to the load (pulling direction in the left part of Figure 8.13) and the strain $\epsilon_{\text{par}}$ parallel to the load, can be obtained from stress-strain tests \cite{142}. The ratio of the two strains

$$\nu = \frac{\epsilon_{\text{perp}}}{\epsilon_{\text{par}}} \quad (8.26)$$

is called Poisson’s ratio $\nu$. The strain $\epsilon_{\text{perp}}$ causes a decrease of the cross section area from $A_0$ to $A_5$ (first uniform and afterwards in the necking region), while the strain $\epsilon_{\text{par}}$ causes an enlargement of the specimen length from $L_0$ to $L_5$. Mechanical parameters measured in stress-strain tests for deposited Mo layers and float glass are listed in Table 8.2.
Table 8.2: Stress-strain test parameters of Mo and float glass. Yield strength and ultimate strength have been measured by a Mo manufacturer \[147\] for Mo layers sputtered under the same conditions as used in CIGS production sites.

<table>
<thead>
<tr>
<th>Material</th>
<th>Parameter</th>
<th>Variable</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo</td>
<td>Young's modulus</td>
<td>$E_{Mo}$</td>
<td>320 GPa</td>
<td>[147]</td>
</tr>
<tr>
<td>Mo</td>
<td>Yield strength</td>
<td>$\sigma_{Mo}^{yield}$</td>
<td>0.62 GPa</td>
<td>[147]</td>
</tr>
<tr>
<td>Mo</td>
<td>Ultimate tensile strength</td>
<td>$\sigma_{Mo}^{UTS}$</td>
<td>0.76 GPa</td>
<td>[147]</td>
</tr>
<tr>
<td>Mo</td>
<td>Poisson's ratio</td>
<td>$\nu_{Mo}$</td>
<td>0.3</td>
<td>[143]</td>
</tr>
<tr>
<td>Float glass</td>
<td>Young's modulus</td>
<td>$E_{glass}$</td>
<td>70 GPa</td>
<td>[148, 149]</td>
</tr>
<tr>
<td>Float glass</td>
<td>Poisson's ratio</td>
<td>$\nu_{glass}$</td>
<td>0.22</td>
<td>[149]</td>
</tr>
</tbody>
</table>

8.3.3 First Order Approximation of Stress in Mo

Figure 8.14 shows microscope images of the Mo layer before and after CIGS deposition, recorded in the cell centre and from the glass side. Microscope images recorded before CIGS deposition show a smooth Mo surface, as presented in (a). After CIGS deposition, most of the Mo surface on the module appears slightly rugged, as shown in (b). However, there are also multiple regions that appear like stretch marks, as exemplified in (c). I did not find any systematics to correlate the dislocations from (c) with their position on the module, and the results varied from module to module within the same batch manufactured with the same process parameters.

![Microscope images](image)

Figure 8.14: Microscope images of (a) a smooth Mo surface before CIGS deposition, (b) a slightly rugged Mo surface after CIGS deposition, and (c) a Mo surface after CIGS deposition clearly showing dislocations or stretch marks. No systematics could be found in order to explain the differences between (b) and (c). All images are recorded from glass side and from the same CIGS module.

Although the microscope images in Fig. 8.14 indicate that it is not possible to predict the change of the Mo layer during CIGS deposition, obviously there is an irreversible deformation of the Mo, which means that its yield strength $\sigma_{Mo}^{yield}$ must have been exceeded. I suggest that the origin of the Mo's irreversible deformation is thermally induced mechanical stress during CIGS deposition which I approximate in the following with a first order approximation. I begin with a simple
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two layer system consisting of only the glass substrate and the Mo layer, which complies with our experiment on intentional thermal repair. I will show that the theoretically approximated mechanical stress exceeds the Mo’s yield strength \( \sigma_{\text{yield}}^{\text{Mo}} \) and therefore can explain the irreversible deformation. Afterwards I discuss the influence of an additional deposited CIGS layer on the mechanical stress within the Mo layer.

Figure 8.15 shows schematically a square material composite and occurring stresses, as they are assumed in the following first order approximation inside of the Mo layer and float glass. The four stresses \( \sigma_{-x}^{\text{glass}} \), \( \sigma_{-x}^{\text{Mo}} \), \( \sigma_{-y}^{\text{glass}} \), and \( \sigma_{-y}^{\text{Mo}} \) are imposed by the Mo layer onto the float glass, and \( \sigma_{+x}^{\text{Mo}} \), \( \sigma_{+y}^{\text{Mo}} \), \( \sigma_{+x}^{\text{glass}} \), and \( \sigma_{+y}^{\text{glass}} \) are imposed by the float glass onto the Mo layer. The following approximations for the calculation of stresses are taken from Bürgel [143]. The elongation of the material composite into z-direction is not hampered [143, p. 31], and therefore

\[
\sigma_z^{\text{Mo}} = \sigma_z^{\text{glass}} = 0. \quad (8.27)
\]

![Figure 8.15: Schematic square material composite consisting of Mo layer on float glass substrate, as assumed in the first order approximation. The thermally induced elongation of glass imposes the stress \( \sigma_z^{\text{Mo}} \) onto the Mo layer into x- and y-direction, and the Mo layer imposes \( \sigma_z^{\text{glass}} \) onto the glass substrate.](image)

For quasi-isotropic materials the modulus of elasticity is equal in all directions [143, p. 33], which means for the stresses into x- and y-direction

\[
\begin{align*}
\sigma_{-x}^{\text{glass}} &= \sigma_{+x}^{\text{glass}} = \sigma_{-y}^{\text{glass}} = \sigma_{+y}^{\text{glass}} = \sigma_z^{\text{glass}}, \\
\sigma_{-x}^{\text{Mo}} &= \sigma_{+x}^{\text{Mo}} = \sigma_{-y}^{\text{Mo}} &= \sigma_{+y}^{\text{Mo}} = \sigma_z^{\text{Mo}}. 
\end{align*}
\quad (8.28) \quad (8.29)
\]

The equilibrium of forces [143, p. 36] states that

\[
\begin{align*}
P^{\text{Mo}} + P^{\text{glass}} &= 0, \\
\sigma_z^{\text{Mo}} A^{\text{Mo}} + \sigma_z^{\text{glass}} A^{\text{glass}} &= 0, 
\end{align*}
\quad (8.30) \quad (8.31)
\]

where \( P^{\text{Mo}} \) is the force imposed by the float glass onto a cross section area \( A^{\text{Mo}} \) of the Mo layer into x- or y-direction, and vice versa. We assume the material composite not to warp [143, p. 34]
in order to estimate the resulting stress, i.e. the elongation $\epsilon$ of both materials into all directions is supposed to be the same by

$$
\epsilon_{\text{glass}} = \epsilon_{\text{Mo}} = \epsilon_{x} = \epsilon_{y} = \epsilon_{z} = \epsilon.
$$

(8.32)

We neglect temperature gradients within the composite [143, p. 35], which allows to approximate the thermally induced elongations $\epsilon$ for both materials by

$$
\epsilon_{\text{glass}} = \alpha_{\text{glass}} \Delta T + \frac{\sigma_{\text{glass}}}{E_{\text{glass}}} \cdot (1 - \nu_{\text{glass}}),
$$

$$
\epsilon_{\text{Mo}} = \alpha_{\text{Mo}} \Delta T + \frac{\sigma_{\text{Mo}}}{E_{\text{Mo}}} \cdot (1 - \nu_{\text{Mo}}).
$$

(8.35)

(8.36)

Substituting Eq. (8.31), (8.35), and (8.36) into Eq. (8.34) yields the induced stresses in both the glass and the Mo layer by

$$
\sigma_{\text{glass}} = \frac{\Delta T E_{\text{Mo}}}{E_{\text{glass}}} \frac{(\alpha_{\text{Mo}} - \alpha_{\text{glass}})}{(1 - \nu_{\text{glass}})},
$$

$$
\sigma_{\text{Mo}} = \frac{\Delta T E_{\text{glass}}}{E_{\text{Mo}}} \frac{(\alpha_{\text{glass}} - \alpha_{\text{Mo}})}{(1 - \nu_{\text{Mo}})}.
$$

(8.37)

(8.38)

The thickness of the glass is $d_{\text{glass}} = 3 \text{ mm}$ and that of the Mo is $d_{\text{Mo}} = 500 \mu\text{m}$, hence $A_{\text{Mo}}/A_{\text{glass}} \approx 0$ which means that there is practically no stress imposed by the Mo layer onto the glass substrate. Inserting the thermal expansion coefficients $\alpha_{\text{Mo}} = 5.2 \times 10^{-6} \text{ 1/K}$ [119] for Mo and $\alpha_{\text{glass}} = 9.1 \times 10^{-6} \text{ 1/K}$ [120] for float glass into Eq. (8.38) yields the thermally induced mechanical stress $\sigma_{\text{Mo}}$ in the Mo layer, as shown by the red curve as function of temperature change $\Delta T$ in Figure 8.16.

Obviously, the Mo’s yield strength $\sigma_{\text{Mo \text{ yield}}} \approx 0.62 \text{ GPa}$ [147] is exceeded at approximately $\Delta T = 350 \text{ K}$, which is the prerequisite for an irreversible deformation as shown in Fig. 8.14(b) and (c). Furthermore, the ultimate tensile strength $\sigma_{\text{Mo \text{ UTS}}} \approx 0.76 \text{ GPa}$ [147] is exceeded at approximately $\Delta T = 400 \text{ K}$, which is required for the creation of fractures like those that cause the thermal repair of incomplete P1 scribing lines. The actual CIGS co-evaporation requires $\Delta T \approx 650 \text{ K}$ which leads to

$$
\sigma_{\text{Mo \text{ CIGS}}} \approx 187\% \sigma_{\text{Mo \text{ yield}}} \approx 152\% \sigma_{\text{Mo \text{ UTS}}}.
$$

(8.39)

In reality the stress within the Mo is less due to warping of the glass substrate which allows a stress relaxation within the material composite [11, 143]. Furthermore, I observe in my experiments that the CIGS absorber layer deposited onto the Mo additionally hampers the creation of fractures, which
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Figure 8.16: First order approximation of thermally induced mechanical stress $\sigma^{\text{Mo}}_\Delta$ imposed by the glass onto the Mo layer. The yield strength $\sigma^{\text{Mo}}_{\text{yield}}$ required for irreversible deformation is exceeded at approximately $\Delta T = 350$ K, and the ultimate tensile strength $\sigma^{\text{Mo}}_{\text{UTS}}$ required for creation of fractures at approximately $\Delta T = 400$ K. The actual CIGS deposition takes place at approximately $\Delta T = 650$ K with room temperature as reference.

can be explained with the additional friction between Mo and CIGS that must be overcome for the creation of fractures. These two effects, namely warping and stabilisation by the CIGS absorber layer, explain why the intact Mo layer may show irreversible deformations but not fractures, as exemplified in Fig. 8.14.

However, in case of incomplete P1 lines the Mo remnant can be imagined as a thin bond connecting two neighbouring Mo electrodes that are by magnitudes of order both longer, namely 1.2 m versus some µm, and wider, namely 4 mm versus about 50 µm. Hence, although some relaxation is present in reality, the two Mo cell back electrodes can with their elongation impose additional stress on a figuratively very weak bond between them, which makes fractures in the bond possible, as our experiments show.

8.3.4 Experimental Setup

The P1 line interruptions, which I show in our experiments, with lengths of up to approximately 100 µm occur inherently during the manufacturing process. Additionally, I implement scribing defects with lengths of up to 1 mm deliberately by placing adhesive tape on the glass side which absorbs the laser energy during glass side scribing [41, 42]. Beside the intentionally implemented line interruptions, the CIGS modules were manufactured normally in a real mass production site [33].

The insulation capability was investigated by EL, where after biasing the sample, a pause period was kept before each EL measurement until $\delta V/\delta t \approx 0$, in order to minimise the influence of metastable transiences [83].
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Figure 8.17: Schematic illumination setup for microscope images. Red arrows represent the illumination, while blue arrows represent the reflected light. (a) Illumination perpendicular to the Mo layer. The Mo reflects the illumination (solid blue arrows), while the reflection on glass inside the P1 line is low (dashed blue arrow). At the inclined edge of the P1 line, the light is reflected to the sides (dotted blue arrows) which makes the edges appear dark in the microscope image. (b) Ring illumination is also reflected by the Mo layer, but does not reach the mirror due to the angle of the reflected light (dotted blue arrows). Instead, the edges of the P1 line can reflect the light into the direction of the mirror (solid blue arrow). The resulting image looks like Figure 8.19 (f).

For the microscope investigation of the fractures two different illumination setups were used which are shown in Figure 8.17. While the perpendicular illumination in Figure 8.17(a) is used to show large areas on the Mo layer, the ring illumination in (b) is used to show more precisely the actual width of the thin fracture.

8.3.5 Inherent Thermal Repair

Fig. 8.18 depicts five different P1 scribing defects of finished CIGS thin-film modules. For P1 scribing defect lengths of 16 - 57 µm in (a)-(c) one can observe that after the CIGS absorber deposition a small fracture between the left and the right end of the interrupted laser line occurs. As the P1 scribing defect is characterised by a significant cross-talk in the EL image even for interruptions of
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**Figure 8.18:** Inherent thermal repair of incomplete P1 scribing. Microscope images show the defect position before CIGS deposition (second column) and after finishing the CIGS module (third column). The EL-images (fourth column) show sufficient electrical insulation for defect lengths up to $L_{\text{defect}} \approx 63 \, \mu m$. In each EL image the repaired defect position is located in the centre between the second and third cell. For $L_{\text{defect}} \approx 88 \, \mu m$ the characteristic P1 EL defect pattern appears.

only a few $\mu m$ (see Chapters 6 and 7), the correspondent EL images in Fig. 8.18 prove that the fractures sufficiently insulate the adjacent Mo back electrodes in (a)-(c).

Fig. 8.18 (d) shows multiple P1 scribing line interruptions of which the largest one, with $L_{\text{defect}} \approx 63 \, \mu m$, is labelled in the microscope image before CIGS absorber deposition. Obviously, the fracture can occur during CIGS deposition even between multiple small P1 line interruptions and still effectively isolate the two neighbouring cells. The first P1 scribing defect length for which the correspondent EL image indicates an insufficient cell isolation in the Mo layer is 88 $\mu m$ in Fig. 8.18 (e).

The results in Fig. 8.18 are representative for several hundred measured P1 defects, that I found in multiple modules which have been processed in different production batches. The mean value for the P1 line interruption width that could not be thermally repaired any more was approximately 70 $\mu m$.

### 8.3.6 Intentional Thermal Repair

In the following I show how the principle of thermal repair can be used intentionally in order to ensure insulation between Mo back electrodes even when there are P1 line interruptions. In the
correspondent experiment the P1 scribing was applied with intentionally introduced interruptions of up to 1 mm length. Afterwards, the CIGS module passed a real CIGS co-evaporation chamber with realistic industry process parameters like heating and conveyor motion speed. However, I left the CIGS precursor gas tanks empty, which means that no CIGS was deposited. This experimental approach allows to investigate only the influence of the temperature and to exclude the effect of the CIGS layer.

Figure 8.19 (a) - (e) depicts P1 scribing interruptions of 50 - 940 µm as recorded after the glass substrate, containing the P1 scribed Mo layer, passed the CIGS deposition chamber and cooled down to room temperature. In (b) - (e) two or more fractures originating from the left and right end of the interrupted line can be observed, which I do not observe in case of the inherent repair showed in Fig. 8.18. Note that the image resolution in Figure 8.19 (a) - (e) is only half of the resolution that I chose in Fig. 8.18 in order to record the complete interruption.

In Fig. 8.19 (a) - (e) the samples are illuminated perpendicularly, which causes a bright image where there is the plain reflecting Mo layer. The glass in the P1 scribing line channel reflects less light than the Mo and therefore appears darker than the surrounding. The inclined edges of the P1 scribing line appear darkest as they scatter the incoming light to the sides.

In contrast, a ring illumination is used in Figure 8.19 (f) in order to record the actual fracture width in (e) at the left end of the interrupted line, which is labelled by the red rectangle, more

**Figure 8.19:** Intentional thermal repair of incomplete P1 scribing. I deliberately implement P1 scribing interruptions of up to 1 mm length. Afterwards, the glass substrate passes the CIGS co-evaporation chamber and temperature ramp but with empty precursor gas tanks. In (a) - (e) five P1 scribing interruptions are recorded from the Mo film side. Fractures are visible for interruptions of up to 940 µm. (a) - (e) are recorded with perpendicular microscope illumination. (f) shows the left end of the scribing line in (e), but with a ring illumination which highlights the inclined edges of the laser line and of the fracture. The setup in (f) allows to determine the fracture width as approximately 4 µm.
precisely. The ring illumination can be placed above the sample in a way that allows to record only the light scattered at the inclined edges of the Mo within the scribing channel, which is an alternative way to determine the actual fracture width, and suitable for automated image processing algorithms as there is only a bright and dark signal level. Our measurements yield that the mean value of the fracture width that provides sufficient insulation is approximately 4 \( \mu m \).

Thus, with the same temperature treatment the absence of a deposited CIGS absorber layer allows us to thermally repair significantly longer P1 line interruptions, namely about 1 mm versus 70 \( \mu m \).

### 8.3.7 Conclusions

The thermal repair of incomplete P1 scribing lines, which significantly affect the cell’s electrical performance, by fractures in the Mo remnant occurring during CIGS co-evaporation has been studied.

A first order approximation suggests that thermally induced mechanical stress during the heating and cooling period, as it is applied for the CIGS co-evaporation, causes the fractures in the Mo.

I observe for our material and process parameters an inherent repair of P1 line interruptions of up to approximately 70 \( \mu m \) length.

In contrast, a heating (and therefore cooling) ramp before the actual CIGS co-evaporation allows due to the absence of the stabilising CIGS layer an intentional thermal repair of P1 line interruptions of up to approximately 1 mm length.

The most important finding is that mean fracture widths of only approximately 4 \( \mu m \) can sufficiently insulate two neighbouring Mo back electrodes. This means that a further reduction of the P1 line width, and thus of the entire interconnection width, is possible, which would lead to more active solar cell area and thus a higher electrical efficiency of the module.

### 8.4 Conclusions

I have investigated two mechanisms for the repair of P1 defects: a thermal repair and an electrical repair.

The fortunate situation in case of the thermal repair is that it is an inherent process taking place during CIGS absorber deposition for defect lengths of up to \( L_{\text{defect}} \approx 60 \mu m \). With the experiments on intentional thermal repair in Chapter 8.3.6 I have proven that the creation of fractures, which are observed after CIGS co-evaporation at positions of incomplete P1 scribing, is thermally induced.

Furthermore, my experiments show that the intentional thermal repair can repair significantly longer P1 scribing line interruptions than the inherent thermal repair (1 mm versus 60 \( \mu m \)), most likely because of the absence of the CIGS layer during intentional repair which stabilises the Mo (as shown in the Chapters 8.3.5 and 8.3.6).
Its simplicity with regard to technical realisation, and its reliability for the repair of P1 scribing line interruptions of up to 1 mm length, make the thermal repair a potential candidate for a repair tool inside of the production line.

The insulating fractures that I observe are of approximately 4 µm width, while in contrast the P1 laser lines are of 45 µm width. Nonetheless, fractures between the ends of interrupted laser lines provide sufficient electrical insulation of the neighbouring cells, as I have shown with the EL images of Figure 8.18. This indicates that the P1 line width can be further reduced in future in order to reduce the dead area loss per series connection line.

An alternative to the intentional thermal repair is the electrical repair, where a current $I_{\text{rep}}$ is driven through the P1 defect until the Mo remnant is melted and evaporated. The electrical repair works for defect lengths up to $L_{\text{defect}} \approx 1$ mm, too.

My experiments show that the application of a current ramp (see Figure 8.11) allows an electrical repair process with a practically self-adjusted highest repair current $I_{\text{rep, top}}$.

A beneficial characteristic of the electrical repair is that for $I_{\text{rep}} > 0$ A it can be determined if there are P1 defects at all, on which P1 lines they are, and, with regard to detectable current breakdowns, how much P1 defects per P1 line have been repaired.
Chapter 9

Conclusions and Outlook

I have investigated the use of EL and DLIT as diagnostic tools to identify various defects that can occur in the production process. My investigation of deliberately implemented defects shows that characteristic defect patterns can be found in EL and DLIT measurements, which allow a reliable defect identification. The conclusion from this insight is that it would be advantageous to design future measurement setups to measure both EL and DLIT. An advantage would be that the module needs only to be positioned once and the spatially resolved EL and DLIT images can be conveniently overlayed. The DLIT measurement duration in the range of minutes, which exceeds the current CIGS production cycle time of currently about half a minute, is no obstacle for a quality control because not every single module has to be measured. Instead, random samples, which represent a complete production batch that is produced with the same parameters, are sufficient. The next consequent step would be to implement an automated image processing which scans the measured EL and DLIT images for the characteristic defect patterns.

I have correlated the applied scribing tool contact pressure during mechanical P2 and P3 scribing with the mechanical wear of the used graver tip with scanning electron microscope (SEM) and energy dispersive X-ray (EDX) measurements. The results indicate that the applied scribing tool contact pressure in the process which is used in this work is typically a factor 2-3 higher than required. Manufacturers apply these high contact pressures in order to ensure that the mechanical graver has a continuous contact to the substrate during the scribing process, despite the waviness of the substrate, which is a result of the glass warping due to the high temperatures during CIGS co-evaporation. However, the high contact tool pressure accelerates the mechanical wear of the mechanical gravers, and thus can lead even earlier to defective mechanical P2 and P3 scribing, if the graver is not changed on time.

My experimental results suggest that the nature of the chemical bath deposition makes the CdS layer cover easily rough surfaces or fill up cavities like holes in the Mo or the CIGS absorber. Thus, the CdS chemical bath deposition provides a surface smoothing and allows the sputtered i-ZnO to form a uniform and unbroken layer that prevents contact between the ZnO:Al and CdS, or between ZnO:Al and Mo respectively. This result is in agreement with the common observation that CIGS modules still have comparatively high efficiencies although their correspondent EL images reveal multiple defects. These defects may be caused by a locally damaged absorber and locally lead to
voltage reductions, but their detrimental influence is apparently well mitigated by the i-ZnO/CdS buffer layer combination. Controlled model experiments, like those performed in the present thesis on point defects, could also be useful for the development and evaluation of alternative Cd-free buffer combinations.

The present work also sheds light on the significance of defect geometry for defect identification. The scribing defect length $L_{\text{defect}}$ of P1, P2, and P3 defects strongly determines whether a scribing defect can be reliably detected and identified in EL and DLIT images. Independent from their defect geometry, shunting point defects can not be reliably distinguished and identified. While the point defect type determines the defect resistivity, the geometry influences the actual defect resistance. In EL and DLIT measurements these two parameters can not reliably be distinguished and therefore a reliable identification of point defects is not possible. Only electrically inactive point defects can be distinguished from shunting ones. In contrast, in case of Cu-rich debris not the defect geometry but its position within the cell, or on the P1 line respectively, is relevant for its reliable identification.

My simulation software allows to model and simulate photovoltaic modules based on the principle of network simulation model. Analysis of the simulation performance shows that the simulation duration $t$ scales almost linearly with the number of equations $n$ to be solved in the non-linear system of equations, by $t \propto n^{1.08}$, which is close to the linear optimum. This almost linear behaviour is achieved by avoiding the calculation of the Jacobian matrix, usage of sparse matrices, and the usage of efficient memory allocation during runtime. The correctness of my simulation has been shown by comparison with a reference simulation [6].

Finally, I have found two ways to repair incomplete P1 lines, namely a thermal and an electrical repair. Fortunately, the thermal repair is an inherent process taking place during CIGS co-evaporation. The thermal repair is based on thermally induced mechanical stress, which I have proven with experiments on intentionally heated modules that contained P1 defects. While the inherent thermal repair works only for defect lengths up to $L_{\text{defect}} \approx 60 \mu m$ (due to the mechanically stabilising CIGS layers on top of it), the intentional thermal repair works for defect lengths even up to $L_{\text{defect}} \approx 1 \text{ mm}$ (here the stabilising CIGS layer is missing). My experiments on the thermal repair yield that fractures of about 4 $\mu \text{m}$ thickness are sufficient to insulate the Mo back contacts of neighbouring cells. This means that the current P1 thickness of about 45 $\mu \text{m}$ can be further reduced in order to reduce the dead area loss per series connection line. In addition to the thermal repair, I have developed an electrical repair which is based on melting and evaporating the Mo remnant at the P1 defect position by electrical current. The experiments on electrical repair yield that it is as efficient for scribing defect lengths up to $L_{\text{defect}} \approx 1 \text{ mm}$ as the intentional thermal repair. Additionally, the electrical repair allows an automated detection of defects, locating affected scribing lines, and counting the number of defects per affected scribing line with the setup which has been developed in this work. Both the intentional thermal repair and the electrical repair have the potential to be used as a reliable inline repair tool in a production site due to their simplicity, high efficiency, and reliability in P1 shunt prevention.
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Appendix A

LU Factorisation

The Gaussian elimination method is a common method for solving linear systems of equations. Its computational realisation is often done as LU factorisation (99–101) which I apply in the calculation of my NSM, too. In this chapter I briefly introduce its basic principle for a general example of a matrix $M \in \mathbb{R}^{3 \times 3}$. The linear system of equations

$$\begin{bmatrix} M \end{bmatrix} \begin{bmatrix} x \end{bmatrix} = \begin{bmatrix} z \end{bmatrix}$$  \hspace{1cm} (A.1)

that results from my NSM (see Chapter 5.1) can be solved by multiplying Eq. (A.1) with two elimination matrices $[L_1]$ and $[L_2]$. The first multiplication is given by

$$\begin{bmatrix} L_1 \end{bmatrix} \begin{bmatrix} M \end{bmatrix} \begin{bmatrix} x \end{bmatrix} = \begin{bmatrix} z^{(2)} \end{bmatrix}$$ \hspace{1cm} (A.2)

which is in detail

$$\begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} m_{11} & m_{12} & m_{13} \\ m_{21} & m_{22} & m_{23} \\ m_{31} & m_{32} & m_{33} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} z^{(1)}_1 \\ z^{(1)}_2 \\ z^{(1)}_3 \end{bmatrix}$$

and yields a matrix $[M_2]$ where the first column entries in the second and third row are eliminated. In order to additionally remove the second column entry in the third row, the second multiplication is performed by

$$\begin{bmatrix} L_2 \end{bmatrix} \begin{bmatrix} M_2 \end{bmatrix} \begin{bmatrix} x \end{bmatrix} = \begin{bmatrix} z^{(3)} \end{bmatrix}$$ \hspace{1cm} (A.4)
which is in detail

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -l_{32}^{(2)} & 1
\end{bmatrix}
\begin{bmatrix}
m_{11}^{(1)} & m_{12}^{(1)} & m_{13}^{(1)} \\
m_{22}^{(2)} & m_{23}^{(2)} & m_{33}^{(2)} \\
m_{32}^{(3)} & m_{33}^{(3)} & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
= 
\begin{bmatrix}
z_1^{(1)} \\
z_2^{(2)} \\
z_3^{(3)}
\end{bmatrix}
\]

The matrices \([L_1]\) and \([L_2]\) are called elimination matrices and their correspondent elimination factors \(l_{i,j}\) are given by

\[
l_{i,j} = \frac{m_{i,j}}{m_{j,j}}
\]

In Eq. (A.5) one obtains an upper triangular matrix \([U]\) by

\[
[M_3] = \begin{bmatrix}
m_{11}^{(1)} & m_{12}^{(1)} & m_{13}^{(1)} \\
0 & m_{22}^{(2)} & m_{23}^{(2)} \\
0 & 0 & m_{33}^{(3)}
\end{bmatrix}
= [U] = \begin{bmatrix}
u_{11} & u_{12} & u_{13} \\
0 & u_{22} & u_{23} \\
0 & 0 & u_{33}
\end{bmatrix}
\]

and Eq. (A.7) can be solved by

\[
x_3 = \frac{1}{u_{33}} z_3^{(3)} \\
x_2 = \frac{1}{u_{22}} \left( z_2^{(2)} - u_{23} x_3 \right) \\
x_1 = \frac{1}{u_{11}} \left( z_1^{(1)} - u_{13} x_3 - u_{12} x_2 \right)
\]

which can be generally written for a matrix \(M \in \mathbb{R}^{n \times n}\) as

\[
x_i = \begin{cases}
\frac{1}{u_{i,i}} \left( z_i^{(i)} - \sum_{i}^{n-1} u_{i,i+1} \cdot x_{i+1} \right), & \text{for } i < n \\
\frac{1}{u_{i,i}} \cdot z_i^{(i)}, & \text{for } i = n
\end{cases}
\]

The two multiplications in Eq. (A.2) and Eq. (A.4) can be combined by

\[
[L_1] [L_2] [M] = [U]
\]

Bringing both elimination matrices to the right side with

\[
[L] = [L_1^{-1}] [L_2^{-1}]
\]
yields

\[ M = LU \]  \hspace{1cm} (A.12)

which gives this method its name: LU factorization. If a LU-decomposition of \([M]\) can be found, then it is enough to solve the following two systems of equations

\[ Ly = z \]  \hspace{1cm} (A.13)

\[ Ux = y \]  \hspace{1cm} (A.14)

in order to calculate the vector \([x]\). Eq. (A.13) is solved in forward substitution and Eq. (A.14) in backward substitution. This finally yields the vector \([x]\) which contains the currents \(I_k^i\) of my NSM. The matrix \([y]\) is only introduced to conveniently solve for \([x]\).

There would be much more to say about this method like the restriction of non zero pivots \(a_{kk}^k\) and the application of partial pivoting, for example. But any further discussion would go far beyond the scope of this thesis. For more details see [99]-[101].
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