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Abstract

Communication networks are transforming towards all-TP networks with different
fixed-line and wireless access technologies (e.g., DSL, UMTS, WLAN). One of the
biggest challenges in such heterogeneous packet networks for the realization of real-
time services (e.g., Voice over IP, music, and video streaming) is dealing with trans-
mission impairments which include variable packet transmission delays and packet
losses. Current systems utilize different techniques to combat these impairments,
such as a Jitter Buffer to compensate the variance in transmission delay and re-
duce jitter based losses, Forward Error Correction (FEC) to recover lost frames,
and Packet Loss Concealment (PLC) to estimate unrecoverable frame losses. An
issue which has not yet been sufficiently addressed is how to choose the best suitable
methods and parameterize them optimally for a given scenario of application and
transmission channel.

This dissertation develops a new methodology to analyze and determine the
most suitable FEC method for a given transmission scenario. This approach aims
at the best possible transmission quality by considering both signal quality and
end-to-end delay. The main results include:

e A new channel model for packet losses which is based on the Gilbert-Elliott
model and can be adapted for different packet sizes and transmission intervals;

e Analytical determination of residual frame loss probabilities after erasure cor-
rection for different FEC methods based upon the new channel model;

e Fair comparison of methods with different packet sizes and transmission in-
tervals given the adaptability of the new channel model,;

e Derivation of optimal system parameters by applying the newly developed
methodologies to real-life scenarios of speech and music transmission in UMTS,
WLAN, and heterogeneous packet networks.

Furthermore, new PLC techniques for state-of-art speech codecs are developed,
which are particularly suitable for wireless transmission channels. In particular,
the estimation of lost codec parameters is improved by transmission of low-rate
side information in following packets. By utilizing steganographic methods, this
side information can be transmitted as hidden bit stream in the encoded bits of the
following frame, thereby requiring no additional data rate.
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Introduction

The infrastructure of communication networks is currently undergoing a technolog-
ical revolution, changing from the traditional circuit-switched technology towards
packet-switched transmission using the Internet Protocol (IP) suite. The adop-
tion of packet-switched transmission provides high flexibility in delivering various
services like telephony, music and video streaming, email, instant messaging, web
browsing, etc. The further advantage of such a network structure is that it uses
standardized and cost-efficient components and can be easily extended. Never-
theless, such a way of transmission also involves a significant amount of signaling
overhead due to the packet headers and leads to variable packet transmission delays
and packet losses. These properties pose challenges on the realization of real-time
services like voice communication and music streaming. The objective of this work
is to develop strategies to optimize realizations of such services so that users can
have the best experience under given constraints of the application and the network.

The development towards all-IP networks is progressing quickly. Many providers
of classical circuit-switched telephone services, both fixed-line and mobile, have al-
ready migrated their core network infrastructures to IP-based transmission technol-
ogy. While circuit-switched connections are still partly used for the last mile to the
customer (especially for telephone services), this technology is likely to phase out
over the next decade. In contrast to the incumbent operators of fixed-line telephone
services, other service providers already deliver Voice over IP (VoIP) (i.e. telephone
services) directly to the customer via their packet-switched DSL! or cable access
networks. At the same time, a fized-mobile convergence (FMC) can be observed,
with mobile communication standards (e.g., UMTS?/HSPA® and the upcoming
LTE?*) providing increasing transmission rates. With high transmission rates, mo-
bile access networks will eventually be able to facilitate most services that current
fixed-line DSL connections provide, with the additional great advantage of having

1DSL - Digital Subscriber Line

2UMTS - Universal Mobile Communications System
3HSPA - High Speed Packet Access

4LTE - Long Term Evolution
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access to the services anytime and anywhere. Such developments will eventually
lead to a world of highly flexible communication networks, with core networks based
on standardized IP transmission technology. These networks can be easily intercon-
nected and therefore provide high flexibility of delivering a multitude of services.
Attached to these core networks, a range of fixed and wireless access technologies
will offer consumers the possibility to access the same personalized applications and
services from different devices and locations, even when roaming.

The operators of such flexible “all-IP” networks also face new challenges. A
wide range of third-party application and service providers may offer a variety of IP
based services to the consumers, many of them free of charge as they can be easily
financed, e.g., via advertisements. Consider, for example, VoIP applications like
Skype, and Sipgate, [P-based services such as the map, email, and office applications
of Google, video platforms like Youtube, fast-growing social network communities
like Facebook, MySpace and StudiVZ, or micro-blogging services such as Twitter,
just to name a few. The multitude of these available services poses the threat of
downgrading the network operators to plain “bit-pipes”, i.e., simple distributors of
data packets. For the operators, a possible way out of this dilemma is to provide
different degrees of service quality at different charges, and to offer their own services
with a guaranteed quality to the customers. Consequently, the general trend for
providers is to become integrated service providers, which offer the consumers a
whole range of communication and entertainment services in a bundled form, i.e.,
telephone services, high speed Internet access, and television channels, all realized
on the common IP based network infrastructure.

Interconnected core networks with different fixed-line and wireless access tech-
nologies that provide an end-to-end IP transmission channel to the aforementioned
applications face new technological problems. The two most challenging problems
are packet loss and packet transmission delay. An additional problem is the general
limitation of the available transmission rate, especially when wireless access net-
works are considered. Each application, on the other hand, has specific demands
on their perceived quality by the users, which is determined, to a large extent,
by the amount of transmission errors, the efficiency of its implemented error con-
cealment algorithms, and the end-to-end delay of the signal transmission. These
problems and demands of networks and applications form a set of constraints when
one tries to find the optimal transmission parameters. The optimization criterion
has to be the best possible user experience, i.e., the optimal perceived quality of
music signals, video streams, or conversational exchanges in the case of a voice call.

This work investigates and develops algorithms and models for the optimization
of voice communication and music streaming in current packet-switched networks.
The main focus is on wireless packet transmission channels (especially Wireless
LAN and UMTS), possibly interconnected to a heterogeneous wide area network
(WAN) with varying packet transmission delays. The contributions of the work can
be classified into two areas: first, a new concept for an optimal parameterization
of the transmission which includes coding, packetization and packet level error pro-
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tection; second, an improved algorithm for the concealment of errors that cannot
be recovered.

In the first part of this work, three chapters are devoted to develop a strategy
for an optimal system design, which examines ways to determine a suitable choice
of transmission parameters and error protection schemes with the goal to achieve
the best possible user impression. Chapter 3 develops a flexible channel model
which models commonly observed packet loss distributions and can be adapted to
different packet sizes and transmission time intervals. The flexible adaptability of
the model is essential for the theoretical optimization of the system. Chapter 4
discusses different schemes of packet level error protection, i.e., forward error cor-
rection (FEC) codes and retransmission. Based on the channel model introduced
in Chapter 3, the rate and distribution of residual frame losses after error cor-
rection are derived theoretically for each of these schemes. Chapter 5 applies the
theoretical results of the preceding chapters to concrete optimization problems in
real-life systems (i.e., voice conversation and music streaming on UMTS, WLAN|,
and heterogeneous packet channels).

The second part of this work deals with unrecoverable transmission errors. Data
rate and delay constraints of typical networks and their applications usually prohibit
the utilization of error protection schemes that are effective enough to correct all
errors. Hence, some residual errors in the form of frame losses will remain. Packet
Loss Concealment (PLC) algorithms are therefore important for constructing a suit-
able replacement signal for the lost frames at the receiver’s end. In Chapter 6, a
new packet loss concealment approach is developed for CELP-based speech codecs
which is particularly suited for wireless transmission channels. This approach gen-
erates low-rate side information for each frame at the sender and transmits together
with the following frame. The side information is then used at the receiver to assist
the packet loss concealment. A further contribution of the chapter is a new way of
transmitting the side information as steganographic bitstream hidden in the original
codec bitstream.

Finally, Chapter 7 summarizes the findings of the preceding chapters.
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Packet Based Speech and
Audio Transmission

Packet-switched multimedia transmission is based on a complex system of various
components at transmitter and receiver, involving several transmission protocols
from different layers of the network architecture. In order to achieve the optimal
perceived quality, many system parameters need to be jointly optimized depending
on the type of application and the characteristics of the network. An overview of
the general system structure of speech or music transmission in packet-switched
networks is given in Section 2.1. In the following, the different system compo-
nents and protocols that are involved are described in more detail, concentrating
on those aspects which are important for the consideration of an optimal system
parameterization. Protocols for session initiation and control, as well as Quality
of Service (QoS) control are described briefly in Section 2.2. The description of
the media transmission itself will start with the media codecs for compressing the
signal to transmit (Section 2.3), proceed with the packetization of the media frames
including all protocols down to the network layer (Section 2.4), and continue to
the aspects of packet transmission through different kinds of wired and wireless
networks (Section 2.5). The impairments that the transmission may experience in
different networks are separately discussed in Section 2.6. Finally, an overview on
different possible techniques for combating the effect of packet losses is given in
Section 2.7. These techniques comprise sender-driven Forward Error Correction
(FEC) schemes, the use of a receiver buffer, as well as receiver-based Packet Loss
Concealment (PLC) approaches. In most systems, a combination of these mea-
sures is applied. The optimal choice and parameterization of these techniques is
the central focus of this work and will be discussed in the subsequent chapters.
The optimization requires the assessment of the resulting quality as perceived by a
user of the speech or music transmission service. Standardized means for a formal
prediction of this quality are discussed in Appendix H.
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2.1 System Description

The transmission of speech and audio signals over IP channels involves several
signal processing algorithms and transmission protocols on the different layers of
the network architecture. Figure 2.1 gives an overview of the different system
components, including a classification into logical layers according to two common
reference models, the TCP/IP Model, also referred to as Internet Protocol Suite
[Braden 1989], and the Open Systems Interconnection (OSI) Reference Model [ITU-
T Rec. X.200 1994; ISO/IEC 7498-1:1994 1994|. The layers of the TCP/IP model
are not as strictly defined as those of the ISO OSI model, however, they roughly
encompass the functionality of the ISO OSI layers as shown on the right side of the
figure®.

Within the transmitter, the signal is first segmented into frames, encoded (com-
pressed) if necessary, and optionally redundant data is generated for end-to-end
error protection, e.g., FEC. For streaming applications from a media server, the en-
coding process usually has been applied beforehand and the encoded media frames
are stored internally. The media and FEC frames are collected in the transmit buffer
and subsequently assigned to the payloads of RTP (Real-time Transport Protocol)
PDUs (Protocol Data Units). RTP is considered as application layer protocol in
the Internet Protocol Suite, as it provides the means to be adapted to different ap-
plications of multimedia transmission while keeping the underlying transport and
network layers application independent. The ISO OSI model assigns RTP to the
session layer.

The transport and network layer protocols, UDP (User Datagram Protocol) and
IP (Internet Protocol), add their own headers with necessary information, e.g., for
addressing, and thereby form the IP packets to transmit over the network. The
packets are in general not disassembled during transmission, since the IP and UDP
protocols provide an end-to-end transmission independent of the actual underlying
network. The lower network layers, i.e., data link and physical layer in the OSI
model, are network dependent and specific for the considered transmission channel.
In a heterogeneous network, the IP packets are therefore handed to different link
layer protocols along the transmission path over, e.g., Ethernet, WLAN, or UMTS
transmission channels.

The link layer protocols are responsible for the adaptation to the physical layer.
They assign the IP packets to the channel specific framing format, segmenting or
concatenating the packets in this process if necessary. In some mobile network stan-
dards, a further protocol at the top of the link layer may implement a compression
of the considerably large IP, UDP and RTP headers before transmission. In UMTS
the Packet Data Conversion Protocol (PDCP) implements such header compression
according to [Bormann et al. 2001] (cf. Section 2.4.2).

The transmission on the physical channel is usually protected against trans-
mission errors using channel coding techniques. Nevertheless, the channel decoder

1Strictly speaking, the transport layer of the TCP/IP model includes some part of the OSI
session layer, and the link layer some part of the OSI network layer.
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may not be able to correct all transmission errors. Residual errors are usually de-
tected by Cyclic Redundancy Check (CRC) checksums which are implemented at
the link layer and the affected PDUs (protocol data units) and hence the affected
IP packets are discarded. Some link layers, e.g., UMTS HSPA (high speed packet
access) channels, implement a fast retransmission technique for PDUs which still
contain residual bit errors after channel decoding. The link layer usually ensures
to deliver only error-free packets to the upper network layer, which therefore will
observe some losses of complete IP packets. In heterogeneous packet networks, the
application has usually no influence on the parameterization of link and physical
layer. Additional error protection measures might therefore be employed on frame
level as, e.g, FEC.

Besides transmission errors, the packets also experience a transmission delay.
In packet networks, this transmission delay may exhibit a high degree of variation
from its minimum value, mainly due to congestion and buffering at network nodes.
The result is a so-called jitter in the interarrival times of subsequent periodically
transmitted packets of a Voice over IP (VoIP) or music streaming application.
Depending on the tolerable end-to-end delay, some packets may have to be discarded
at the receiver if they arrive after their scheduled playout time.

The receiver of a multimedia IP packet stream decomposes the received packets
and extracts the contained media frames as well as possibly any further redundant
information, e.g., FEC frames. The frames are first placed in a receiver buffer
before they are further processed at the appropriate time for playout. Depending
on its length, this buffer is able to compensate for some of the variation in the
packet’s interarrival times. The maximum possible length of the buffer depends
on the application constraints regarding the maximum tolerable end-to-end delay.
If a frame has not arrived by the scheduled playout time because of packet loss
or delay, redundant information, if available, may be used to recover the missing
frame. With a joint parameterization of receiver buffer length and packet level
FEC schemes, an optimal trade-off between loss rate and delay can be achieved.
The frames are then decoded and the synthesized signal is played out. If a missing
frame cannot be reconstructed from redundant encodings or transmissions, it is
estimated by suitable PLC routines.

2.2 Session Setup and Quality of Service Control

Besides the actual transmission protocols for the media data, further protocols
are required for session initiation and control, as discussed in Section 2.2.1. In
some networks, the QoS of specific applications and transmission streams may be
guaranteed by the protocols described in Section 2.2.2.
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2.2.1 Signaling Protocols for Managing a Session of
Multimedia Packet Transmission

Several signaling protocols have been standardized for packet transmission applica-
tions. These protocols control the connection setup and disconnect procedure, the
negotiation of the media codec, and the session itself, e.g., by sending streaming
commands like start, pause, stop, etc. The I'TU has standardized a protocol frame-
work for IP based multimedia conferencing sessions in [ITU-T Rec. H.323 2006],
defining a set of protocols to use for data and control transmission. Whereas, the
standardization organization for Internet protocols, IETF (Internet Engineering
Task Force), has standardized the Session Initiation Protocol (SIP) [Rosenberg et
al. 2002], a simple and flexible text-based protocol which can be easily extended
with further functionalities. It utilizes the Session Description Protocol (SDP)
[Handley et al. 2006] for negotiating the parameters of the media transmission, e.g.,
the codec type, etc. SIP is the chosen protocol for the IP Multimedia Subsystem
(IMS) [3GPP TS 23.228|, a standardized framework initiated by 3GPP for offering
a variety of IP based applications and service in mobile communication networks.
Signaling protocols are not the focus of this work. For the considered appli-
cations, it is therefore assumed that suitable signaling protocols are employed to
perform session initiation and parameter negotiation/exchange if necessary.

2.2.2 Traffic Management and Quality of Service

For providing QoS in an efficient and scalable manner in IP networks, several ar-
chitectures have been proposed and standardized by the IETF: Integrated Services
(IntServ) [Braden et al. 1994], using the Resource ReSerVation Protocol (RSVP)
[Braden et al. 1997|; Differential Services (DiffServ) [Blake et al. 1998],|Grossman
2002]; and Multiprotocol Label Switching (MPLS) [Rosen et al. 2001|. In current core
networks of service providers, the IP/MPLS transmission technology is increasingly
applied, providing a high flexibility in traffic management and the setup of virtual
private networks (VPN). For QoS control in such networks, the DiffServ protocol
is used. The routers sort the incoming packets into different queues according to
their priority and perform an according scheduling algorithm. In current systems,
this protocol is favored above the more complex IntServ protocol which reserves
the required bandwidth for a service at all routers along the path through the net-
work. In spite of the employment of these protocols in providers’ core networks,
a multimedia transmission in the public Internet or in a heterogeneous network is
usually still a best-effort transmission of the IP/UDP /RTP packets which have to
compete with other applications.

2.3 Speech and Audio Codecs for Packet Networks

This section gives an overview on speech and audio coding standards from the
perspective of applications using packet transmission. It will focus on the spe-
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cific demands and constraints of such packet transmission scenarios and how they
influence the choice of a suitable codec.

2.3.1 Demands and Constraints for Packet Transmission

The choice of an appropriate speech or audio codec in general depends on a) the
demands of the respective application, i.e., the desired audio bandwidth, quality,
and end-to-end delay; b) the constraints of the device, i.e., microphone/speaker
characteristics, available computational complexity; and on c) the constraints of
the network, i.e., transmission delay, available bit rate, amount and characteristics
of transmission errors and hence the required error robustness of the codec.

The flexible packet transmission technology provides possibilities to easily over-
come the traditional narrowband communication quality (audio bandwidth below
4000 Hz) by employing speech codecs which encode speech signals with a wider audio
bandwidth, e.g., so-called wideband (50-7000 Hz), super-wideband (50-12000 Hz), or
fullband (20-20000 Hz) quality.

Most of the current VoIP applications employ standardized speech codecs, e.g.,
PCM, if a fairly high data rate is available, or standards with a higher compres-
sion rate like ITU G.729 or 3GPP AMR. The latter standards, which have been
developed for mobile communication systems, achieve a low data rate at the ex-
pense of a high sensitivity towards packet losses, i.e., the loss of complete frames,
especially due to a considerable amount of error propagation. Some applications
therefore rather employ proprietary codecs which have been designed for a higher
robustness against packet losses, e.g., iLBC and SILK in the popular “Skype” 1P
telephony software. Only recently, increasing efforts have been made in I'TU and
3GPP for standardizing speech codecs which are specifically designed for VoIP ap-
plications in packet networks. These standards provide data rate scalability by
allowing to discard less important parts of the bitstream (layered coding schemes,
cf. Section 2.3.2.4). Furthermore, they contain measures to enhance the error ro-
bustness in case of packet loss. An overview on the recently standardized ITU-T
Codecs G.711.1, G.718, G.719, and G.729.1 is given in [Cox et al. 2009]. In the
following section, various speech and audio coding standards will be reviewed and
compared regarding their suitability for packet based applications.

2.3.2 Speech and Audio Coding Standards and their
Suitability for Packet Transmission

The digital representation of an audio signal’s waveform, e.g., of speech or music,
usually requires a high data rate. For the efficient transmission of such signals,
source coding techniques are applied which reduce the date rate through signal
compression. The reduction is achieved by utilizing signal properties, models of
the sound production process (e.g., human speech production) and the perception
process of the auditory system, i.e., the human ear, in order to remove redundancy
and irrelevance from the source signal. Common codecs either encode the waveform
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directly or employ linear prediction (LP) utilizing periodicities in the signal and
derive a set of parameters for the considered signal segment which can be used at
the receiver to reproduce the signal with the desired accuracy. Codecs which encode
speech signals with a wider audio bandwidth often combine linear prediction with
transform coding techniques, e.g., the ITU-T G.729.1 codec. The existing codecs
can be classified into various coding schemes which differ in their suitability for
packet-based applications and networks.

2.3.2.1 Waveform Speech Codecs

Waveform codecs directly transmit the signal’s waveform by encoding each sam-
ple separately. A data rate reduction can only be achieved by using companding
techniques and/or differential transmission of samples. Examples of speech codecs
from this category are PCM (pulse-code modulation) [ITU-T Rec. G.711 198§|
at 64 kbit/s for narrowband speech, and ADPCM (adaptive differential pulse-code
modulation), e.g., [ITU-T Rec. G.726 1990] at 16—40 kbit /s for narrowband, or [ITU-
T Rec. G.722 1988| at 48-64 kbit/s for wideband speech. In case of transmission
errors, e.g, frame losses, these codecs have an advantage over codecs which involve
prediction techniques, because no error propagation results into the signal segment
following a loss. The loss itself is usually replaced with an periodic extrapolation
of the preceding signal segment by repeating the previous pitch period (see, e.g.,
[Gunduzhan and Momtahan 2001]).

2.3.2.2 Hybrid Speech Coding Schemes

The class of speech coding schemes most widely applied, especially in cellular net-
works, is the class of so-called hybrid codecs. These codecs employ parametric cod-
ing schemes with an additional transmission of the quantized error signal, achieving
a high compression rate and still providing a good quality of the speech signal in-
cluding a fairly high naturalness. The dominant technology in recent years has
been the CELP (code excited linear prediction) coding principle, first introduced
in [Schroeder and Atal 1985|.

The CELP encoding principle is based on the source-filter model of speech pro-
duction and applies linear prediction to determine the coefficients of the vocal tract
filter. The excitation of this filter is then formed using an adaptive codebook for
the periodic contribution, and a fixed codebook of pulse vectors for the innovation
in the signal. The parameters are determined for frames of usually 20 ms length,
each divided into four sub-frames. The determination of the parameters follows
an Analysis-by-Synthesis principle, i.e., optimizing the decoded signal during the
encoding process. The vector quantization of the excitation contributions for each
sub-frame perform a closed-loop search for the optimal entries. The codebook search
is done in a “perceptually weighted domain” in order to adjust the resulting quan-
tization error to the current spectral envelope of the signal. Such a noise shaping
results in a better perceptual quality than a white noise error.

Prominent examples of CELP codecs are: the Enhanced Full Rate (EFR) codec
[ETSI] with 12.2 kbit /s, which is the standard codec in cellular GSM networks; the
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Adaptive Multi Rate (AMR) codec [3GPP TS 26.090], the standard codec for UMTS
networks with code rates from 4.75 kbit /s to 12.2 kbit /s; its wideband version AMR-
WB [3GPP TS 26.190] encoding speech signals with a wider audio bandwidth of up
to 7kHz at bit rates from 6.6 kbit/s to 23.85kbit/s; and the ITU-T G.729 speech
codec with 8 kbit/s [ITU-T Rec. G.729 1996a].

The high encoding efficiency of these codecs is gained at the expense of a fairly
high sensitivity to transmission errors, especially frame losses. Due to the predic-
tive encoding of parameters and the codec’s inherent structure, particularly the
adaptive codebook, the loss and estimation of a frame leads to a considerable error
propagation into following frames. Within IETF, the internet Low Bit Rate Codec
(iLBC) [Andersen et al. 2004] has been standardized which avoids the typical frame
interdependencies of CELP based codecs and thereby increases the loss robustness.
However, this advantage is achieved at the expense of a higher data rate of 13.33—
15.2kbit/s for the same base quality as 8-12kbit/s codecs. iLBC is one of the
codecs implemented in the popular Skype Voice over IP software. Currently, how-
ever, the standard codec used in Skype is the so-called SILK speech codec which
provides scalability in several dimensions including wideband and super-wideband
audio quality. It has been developed by Skype and published as Internet-Draft at
the IETF in [Vos et al. 2010]. SILK uses a fixed frame length of 20ms and can
be operated at different operating points which can be switched any time during
operation on a frame-by-frame basis. This gives this codec a high flexibility to
adapt to the available transmission bandwidth as well as changing channel charac-
teristics. The operating point of the codec is defined by the following parameters:
sampling rate (8-24 kHz), packet rate (1-5 frames per packet), bitrate (6-40 kbit/s),
packet loss resilience (amount of inter-frame dependencies), use of in-band forward
error correction (additional low bitrate encoding of onsets or transients added to a
subsequent packet), complexity (high, medium, low), and use of discontinuous trans-
mission (DTX). The codec claims to achieve good quality at around 1 bit/sample,
and transparent quality for most material at 1.5 bits/sample.

2.3.2.3 Multiple Description Coding

Multiple Description Coding (MDC) techniques aim for a higher robustness against
transmission errors by generating several independent descriptions for a media frame
which are then transmitted separately. The reception of all descriptions enables the
receiver to reconstruct the signal at its optimal quality. The reception of a subset or
only a single description is nevertheless sufficient to regenerate the signal, although
at a somewhat lower quality. Particularly designed MDC schemes usually require
a higher data rate for achieving the same base quality as single description coding
schemes because of the loss in coding efficiency. To achieve the error robustness,
the descriptions have to be transmitted on independent transmission paths, e.g., on
separate transmission channels if available. Otherwise, nearly independent trans-
mission can be achieved by a transmission at different time points on the same
channel, which, however, increases the end-to-end delay. In packet-based appli-
cations, the descriptions are usually transmitted in separate packets on the same
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channel, causing further transmission overhead due to the required packet headers,
unless descriptions of successive frames are transmitted together in a packet. For
a discussion of practical design examples, see, e.g., [Chen and Chen 1997; Goyal
and Kovacevic 1998; Kubin and Kleijn 1999; Jiang and Ortega 2000; Pradhan et
al. 2004; Puri et al. 2005]. MDC schemes do not necessarily require a larger
transmission bandwidth. Alternative approaches utilize the interleaved subsets of
samples or parameters as multiple descriptions (see, e.g., [Jayant and Christensen
1981; Martin et al. 2001]). In the FlexCode project within the European Commis-
sion’s Sixth Framework Programme “Information Society Technologies” [FlexCode
2009], a highly flexible system of generic source and channel coders has been devel-
oped [Bruhn et al. 2008; Schmalen et al. 2010]. Different channel coding concepts
are applied to different sets of source coding parameters (model parameters and
transform coefficients) and an instantaneous adaptation of the source and channel
coding rates to varying channel conditions is supported.

Multiple description schemes may further be utilized for data rate scalability,
if a specific description of each frame may be dropped by the network without
reducing the quality of the signal too much. However, this is usually better fulfilled
for embedded coding schemes as described in the following section.

2.3.2.4 Embedded (Layered) Coding Schemes

Embedded coding schemes generate a single base layer allowing the receiver to decode
the signal at a base quality. In addition, a certain amount of enhancement layers
are generated which provide a further refinement of the signal and thereby improve
the resulting signal quality. As for MDC schemes, the network may omit parts
of the packet stream if the transmission path to a receiver has a limited capacity.
However, in contrast to MDC schemes each layer is dependent on the layers lower
than itself, i.e., the layers are hierarchical. Hence, at least the base layer needs to be
received to be able to decode the signal. Main application scenario for these codecs
are point-to-multipoint or even multipoint-to-multipoint connections, e.g., a speech
or video conference application, where the participants are connected via different
access technologies with different transmission rate capabilities. The flexibility of
adapting the transmission rate within the network requires some intelligence within
the network to be able to decide where to strip the packets of parts of its content.

Recently standardized layered coding schemes include the ITU-T codecs G.729.1,
G.711.1, and G.718. The two former codecs include the respective ITU-T codecs
G.729 and G.711 as their base layer. All of these codecs are scalable in bit rate
and audio bandwidth. The lower layers are based on the CELP coding technique
and deliver telephone band speech quality. Higher layers usually employ transform
coding techniques like MDCT (modified discrete cosine transform) and provide good
audio quality of up 7kHz.
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2.3.2.5 Coding Schemes for Audio Signals

Audio signals require a different encoding approach than speech signals. The more
complex and variable signal structure cannot be described by a production model
as in speech coding. Instead, a model of the auditory system is utilized for com-
pression, describing the frequency dependent listening sensitivity as well as mask-
ing effects. Most audio codecs therefore employ frequency based coding schemes
utilizing such psychoacoustic models to achieve the compression of the audio sig-
nal. The signal is first windowed and converted from time- to frequency domain,
e.g., using the MDCT. In the frequency-domain, the signal is then quantized with
frequency dependent accuracy based on the psychoacoustic model and afterwards
encoded. Prominent examples of audio coding schemes are MPEG-1 Audio Layer 3
[ISO/TEC 11172-3:1993 1993], more commonly referred to as MP3, and Advanced
Audio Coding (AAC) [ISO/IEC 13818-7:2006 2006].

For these audio codecs, the error propagation in case of packet losses is limited
to the length of overlapping windows. Most concealment schemes rely on frame
repetition or sub-band extrapolation techniques in order to estimate the missing
signal segment.

2.3.3 Speech and Audio Codecs Considered in This Work

The investigations and developments of this work will be applied exemplary to
some of the presented coding schemes which are of considerable importance for ac-
tual applications (PCM, AMR and AMR-WB for speech signals, and MP3 for music
signals). The uncompressed PCM speech codec is widely used in VoIP systems em-
ployed in company LANs. It provides PSTN (Public Switched Telephone Network)
quality and does not require transcoding at the gateways to PSTN. In spite of the
relatively high data rate it can also be used over Wireless LAN connections. With
considerably lower encoding rates, the AMR and AMR-WB codecs are intended
for cellular communication networks. They are widely implemented on mobile de-
vices and may therefore be used for VoIP services as well. Finally, the MP3 coding
scheme is widely used and will be considered for music streaming applications.

2.4 Packet Structure for IP based Multimedia
Transmission

In packet networks that are based on the Internet Protocol (IP) Suite, the trans-
mission of multimedia signals utilizes a specific set of these protocols. The encoded
media frames are first processed by the Real-time Transport Protocol (RTP), which
packetizes the frames according to a standardized codec specific payload format and
further includes information on the sequential order of the packets. On the transport
layer, the connection-less User Datagram Protocol (UDP) is used for multimedia
applications, and finally the network (Internet) layer Internet Protocol (IP) provides
the end-to-end transmission as for all packets in the network. The properties and
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Figure 2.2: Packetization of media frames

functionalities of these protocols are shortly reviewed in Appendix A. The packets
are assembled as explained in the following section, including a short overview on
the specific RTP payload formats for the considered speech and audio codecs. The
considerable overhead of packet headers can be reduced on wireless links that sup-
port the standardized RObust Header Compression (ROHC) algorithm [Bormann
et al. 2001| as explained in Section 2.4.2.

2.4.1 Packetization of Media Frames and Assembly of IP
Packets

The packetization of the encoded media frames with the IP/UDP/RTP protocols
is visualized in Figure 2.2. At the application layer, the encoded media frames
are assembled according to the respective RTP payload format. Depending on the
specific media codec and the requirements of the application, one or several frames
are packed together in each packet. Additional payload header(s) may be attached
(RTP PL header) and this payload data together with the RTP header then forms
the RTP packet which is handed to the transport layer. On transport and network
layer, the respective protocols, UDP and IP, attach their headers with the required
information regarding packet length, addressing, etc. The so formed IP packet
is then transmitted end-to-end, i.e., without intermediate decomposition, utilizing
the respective link layer protocols and underlying physical channels of the network
paths it traverses. The link layer protocols of different networks usually attach
further specific headers, e.g., a MAC header, and possibly a trailer, e.g., a CRC
checksum. The link layer protocols of those networks which are relevant for this
work, i.e., WLAN, and UMTS, are described in Section 2.5.

2.4.1.1 RTP Payload Formats for Important Speech & Audio Codecs

In the following, a short overview is given on the standardized RTP payload formats
for the different speech and audio codecs considered in this work.

The payload format for the sample based speech encoding scheme PCM is de-
fined in [Schulzrinne and Casner 2003, Sections 4.3 and 4.5.14]. It provides a free
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choice of the segment length, i.e., the number of samples, to transmit in each packet.
The length of the segment is implicitly given in the packet length field of the IP
header and a particular payload header is therefore not required. The timestamp
field of the RTP header provides an accurate positioning of the received data on
the time-line, so that a change of the segment length within a transmission session
is possible.

AMR and AMR-WB encoded speech signals are packetized according to the
payload format defined in [Sjoberg et al. 2007|. The format allows to transmit an
arbitrary number of frames in a packet which may be encoded with different modes
of the multi-rate codecs. A specific payload header defines the frame type of each
contained frame and optionally contains a separate CRC checksum for each frame.
The payload format is designed to optionally support Unequal Error Protection
(UEP) and Unequal Error Detection (UED) in order to take full advantage of the
bit error robustness of the AMR and AMR-WB speech codecs. The application of
such schemes is discussed in Chapter 2.7.5.

As exemplary audio codec, the widely used MP3 encoding scheme is considered.
Although the file format stores encoded MP3 blocks of a constant length, these
blocks may actually contain information of more than one audio frame. The so-
called bit reservoir at the end of a block may be used by other than the current frame
if their length did not completely fit into the previous MP3 blocks. An RTP payload
format for a robust transmission of MP3 encoded frames has been standardized in
|[Finlayson 2008]. Here, the bit reservoirs are resolved and all information belonging
to a single audio frame is collected and transmitted in a single packet leading to
packets of varying length. As consequence, the loss of a packet only affects a single
audio frame. A more detailed description of this procedure is given in Appendix B.

2.4.1.2 RTP Payload Formats for Forward Error Correction

The application of FEC requires the standardization of specific payload formats
unless already included in a codec’s main payload format definition. Several pay-
load formats for forward error correction have been standardized by IETF. In the
approach defined in [Perkins et al. 1997], redundant encodings of a frame can be
transmitted piggybacked to the following packet. The encoding can be either a
copy of the original frame or a lower rate version generated by a different codec or a
lower encoding mode of a multi-rate codec. An additional payload header contains
timestamp offsets and block lengths of the contained secondary encodings.

[Li 2007] defines a payload format for generic forward error correction which
supports a wide range of media independent FEC configurations using parity codes
and also supports unequal error protection. The parity blocks are generated as
bitwise XOR of data blocks. The overall concept is termed in the standard as
Uneven Level Protection (ULP), since payload data are protected by one or more
protection levels. The configuration is signaled in-band, i.e., adaptation during a
session is possible. The FEC data, i.e., the parity blocks, are either transmitted as
separate packet stream with own RTP and RTP payload headers as defined in [Li
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2007], or they may be treated as secondary encodings and piggybacked to following
packets as defined in [Perkins et al. 1997] and explained above.

Finally, [Rey et al. 2006| defines a payload format for RTP retransmissions, an
effective packet loss recovery technique for real-time applications with relaxed delay
bounds. In this approach, the retransmitted RTP packets are sent in a separate
stream from the original RTP stream.

2.4.1.3 Calculation of Packet Size and Packet Data Rate

On wireless transmission channels, the experienced loss distribution depends on
the frequency and size of the transmitted packets. The size of the media packets
depends on the encoding rate of the utilized media codec, R., and the frame length
transmitted in each packet, Tt. The frame length T} is defined here as the actual
length of the new encoded signal segment that is transmitted in a single packet.
For sample-based coding schemes like PCM, the frame length is arbitrary and can
assume any integer multiple of the sample time. For frame-based codecs, the frame
length T} can — according to the previous definition — assume any integer multiple
Ny of the codec’s own frame length T¢, i.e.,

Ty = Ny - T... (2.1)

The size of the media data per packet, L¢, is then calculated from the encoding rate
R, and frame length T} as

Li = R, - T¢. (2.2)

The RTP payload format may define an additional payload header which con-
tains necessary information for decomposing the payload and extracting the encoded
frames. Furthermore, the payload header may contain additional information for
each contained codec frame, e.g., an identifier for the encoding rate of multi-rate
codecs or a CRC checksum of the frame. The codec dependent payload header

therefore may consist of a common part which is attached once, Lécl%, and a frame

dependent part which is attached for each contained frame, Lé]l?l. The length of the
payload header is then given as

Lplh = Lécl%l + Nf . LI()JI?I (2.3)

The total length of the IP packet, L, is given as the sum of the IP/UDP/RTP
protocol headers, Ly, the payload header L, and the size of the payload, i.e., the
encoded media frames, Ls:

Lp =Ly+ Lplh + Lf =Ly + Lplh + R. - Tk. (24)

The frame length per packet also defines the frequency of the packet transmission.
Hence, the IP packet data rate results to
Ly, Ln+Lpm+ Re Ty Ln+ Lpm

B - R.. 2.5
T; T; T (25)

Ry
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The total size of the protocol headers, Ly, depends on the utilized IP version.
The TP header amounts to 20 byte for IPv4 and 40 byte for IPv6. With the 12 byte
RTP header and the 8 byte UDP header, this results in a header size of L}, = 40 byte
(IPv4/UDP/RTP) or Ly, = 60byte (IPv6/UDP/RTP), respectively.

From the given byte numbers it becomes clear that the overhead in data rate
introduced by the various headers is enormous compared to the fairly small speech
data rate of some common codecs. For instance, when sending a single speech
frame per packet, encoded with the highest AMR bit rate of 12.2kbit/s, a 40 byte
header (IPv4/UDP/RTP) is necessary to transport 32 byte of speech data including
payload header. The overhead may be reduced by sending more speech frames in
each RTP packet, but this leads to an increase of the latency and also reduces the
frame erasure robustness, because in this case the loss of one packet would instantly
mean a loss of several successive speech frames. To avoid such a burst loss, the
frames can be interleaved before packetization, however, only at the expense of a
further significant increase of the end-to-end delay. The header overhead becomes
particularly relevant when there is a wireless link within the transmission route,
e.g., the link between a base station and an UMTS hand-held. In this case, header
compression algorithms are absolutely necessary to reduce the protocol overhead,
as described in the following section.

An overview of the resulting IP packet sizes and data rates for different speech
and audio codecs is given in Appendix C. The tables in the appendix also show the
impact of the header overhead and the possible reduction through header compres-
sion. Furthermore, the transmission of several frames per packet and the transmis-
sion of redundancy for forward error correction are considered, which are the focus
of the investigations in Chapter 4 of this work.

2.4.2 Robust Header Compression for Wireless Links

In packet switched speech transmission, the size of packet headers compared to
the speech payload is very high, as shown in the previous section. Particularly,
in transmissions over radio channels, this enormous overhead leads to a very low
bandwidth efficiency. Therefore, the IETF has standardized an algorithm to com-
press RTP/UDP/IP headers for transmission over wireless links: Robust Header
Compression (ROHC [Bormann et al. 2001]?).

The header compression algorithm is based on the significant redundancy be-
tween header fields of consecutive packets belonging to the same packet stream. The
header size can be significantly reduced by sending full static information (e.g. IP
addresses, UDP ports) only initially, and utilizing dependencies and predictability
to reduce the size of the dynamic fields in the compressed header (e.g., RTP se-
quence number and timestamp). A dynamic field like the UDP /UDP-Lite checksum

2Further profiles have been defined in [Jonsson and Pelletier 2004] for IP only compression and
in [Pelletier 2005] for UDP Lite. Corrections and clarifications have been published in [Jonsson et
al. 2007]. A second version of the ROHC protocol (ROHCv2) has been standardized in [Pelletier
and Sandlund 2008], introducing some simplifications and enhancements. ROHCv2 introduces
own header formats and does not obsolete ROHC.
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that changes irregularly with every single packet has still to be transmitted com-
pletely within the compressed header. The compression scheme is robust in dealing
with packet loss as well as residual errors in a received packet by optional use of
a CRC in the compressed header. The algorithm compresses an RTP/UDP /IPv6
header down to a minimal size of 3 bytes without ROHC header CRC or 4 byte with
ROHC header CRC, both including the 2 byte UDP checksum which is mandatory
for IPv6.

Different modes of operation are defined for the ROHC header compression
scheme in [Bormann et al. 2001]: the unidirectional, the bidirectional optimistic,
and the bidirectional reliable mode. The modes differ in the utilization of a feed-
back channel for acknowledgments and error recovery if the contexts of compressor
and decompressor get out of sync due to transmission errors. The unidirectional
mode has to be used in network scenarios where a feedback channel is unavailable or
undesirable. In this mode, the compressor will frequently transmit the full packet
headers to ensure a possible resynchronization of the compressor and decompres-
sor states in case of intermediate transmission errors. The bidirectional optimistic
mode utilizes a feedback channel for sending error recovery requests from the de-
compressor to the compressor. This mode aims for a high compression efficiency
while making only sparse use of the feedback channel. It is therefore applicable only
for channels with low loss rates. Finally, the bidirectional reliable mode ensures a
higher robustness against transmission errors by a more intensive use of the feed-
back channel. This mode will be assumed for application in the different scenarios
of speech and music transmission over wireless packet channels in Chapter 5.

2.5 Packet Transmission over Wired and Wireless
Networks

The IP packets, which are assembled according to the description in the previous
section, are transmitted end-to-end through the network, i.e., they are not decom-
posed and reassembled in between. This aspect guarantees the service flexibility of
packet networks and relieves the network nodes itself of otherwise required intelli-
gence and processing power to decompose and analyze the packet contents.

The transmission of the IP packets is managed by link layer protocols and the
underlying physical layer of the respective network or transmission link. In the
following, a short overview is given on the different types of packet-based networks,
considering fixed, wireless, and mobile networks. The investigations and develop-
ments conducted in this work are mainly focusing on wireless packet transmission
channels like Wireless LAN and UMTS packet-switched (PS) channels. An overview
on these transmission standards is given in Appendix D.

In today’s communication infrastructure, the different communication networks
are all interconnected and can be seen as a single large heterogeneous network
with different access technologies. According to the OECD [OECD], the broadband
subscriptions worldwide as of December 2008 can be classified by technology into
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60% DSL, 28% cable modem, 10% fiber & LAN, and 2% other technologies, e.g.,
satellite or WIMAX [IEEE Std 802.16 2004]. These numbers do not yet include the
increasing use of wireless broadband access through Wireless LAN access points
at public spots and third generation cellular networks (UMTS). These additional
access technologies are used when not at home and are therefore not included in
above statistics.

The preferred modus of operation for voice communication and media streaming
applications in such a heterogeneous network is a transparent end-to-end IP trans-
mission. The clients negotiate the media codec to use in the call initiation phase
(cf. Section 2.2.1) and no transcoding is required in between.

The characteristic of an effective end-to-end transmission channel in such a
heterogeneous network will depend on the chosen access technology, the number
of network transitions, as well as the quality of the involved transmission channels.
The characteristics of the networks’ transmission channels may vary greatly in terms
of packet loss distribution and packet delay variation (jitter).

2.5.1 Local Area Networks (LAN)

Sufficiently designed local area networks (LANSs), e.g., corporate networks, provide
enough capacity to prevent congestion and packet losses. The distances between
the connected clients is usually short, the end-to-end delay is therefore rather low
and the variation is also not significant. Because of its limited size, the network
can be monitored fairly easily and adapted or enhanced when necessary. The same
network infrastructure can be used for data and voice traffic and the employment
of TP telephony in such a controlled network can be expected to deliver a quality
comparable to PSTN. Calls are routed to the PSTN or circuit-switched mobile
networks (e.g., GSM) via gateways.

2.5.2 Broadband Access Networks

Broadband access service providers offer different DSL (digital subscriber line) tech-
nologies or access via cable TV with a wide range of access data rates. The core
or backbone networks of such providers are in general dimensioned with enough
capacity to prevent packet losses and excessive packet delays. Within its own core
network, a broadband service provider may further provide a guaranteed quality of
service for specific applications, e.g., VolP telephony, or for specific users. Quality
control is achieved through technologies like MPLS as discussed in Section 2.2.2.
However, for applications and connections which cross the boundaries of the
own core network, network transitions and different intermediate network types
between the user and the other end-point of the transmission may lead to packet
losses and considerable variation in packet delays. Additionally, many users of fixed
broadband access networks use a Wireless LAN router at home to connect their
notebooks and other devices with the flexibility of moving around. This rapid spread
of wireless Internet access also has some drawbacks. The increasing number of
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WLAN access points in private homes leads to an increasing amount of overlapping
channels when several base stations use the same transmission frequency. The
result is an increasing amount of distortions and therefore also transmission failures,
collisions, and less channel available times.

2.5.3 Wireless and Mobile Access Networks

Besides the wireless access through WLAN routers at home, an increasing number
of WLAN access points in public places, hotels, cafés, and restaurants, etc., pro-
vides roaming users the ability to use IP services with their mobile devices. Device
manufacturers are designing a multitude of capable smartphones and ultra-portable
notebooks and mobile network providers offer transmission flat rates and 1P ser-
vices. The available data rates in mobile networks are increasing further through
the development and deployment of new network technologies like UMTS-HSPA
(High Speed Packet Access) and UMTS-LTE (Long Term Evolution). Hence, com-
munication networks are quickly proceeding in their development towards the goal
of providing “access anytime and anywhere” to the telephone and IP services that
previously were only available via Cable or DSL.

The loss characteristic of a wireless packet transmission channel is in general
a “bursty” packet loss distribution, i.e., there are periods of low loss densities and
periods of higher loss densities. A mobile user may be moving and thereby experi-
ence a further variation of the error characteristics, i.e., phases of varying channel
quality, caused by fading and shadowing effects, as well as inter-symbol and multi-
user interference. The system may therefore employ an adaptive power control and
also adapt the employed modulation scheme for higher error robustness, resulting
in a variable transmission rate, as, e.g., in the WLAN standard [IEEE Std 802.11
2007].

2.5.4 Public Internet

The transmission characteristics of an Internet connection mainly depend on the
available capacity and the amount of competing traffic. Packet losses may occur
due to buffer overflows at network nodes in case of congestion, or due to network
failures. The public Internet does in general not inflict high packet loss rates if
the particular access network (DSL, WLAN, etc.) is not considered. However, it
experiences packet delays with a high degree of variation which in turn may lead
to packet losses at the receiver if a packet arrives after its scheduled playout time.
The transmission characteristic is in general dependent on the distance between
the end points (e.g., national versus international connections), the specific world
region, i.e., how good the network is developed (e.g., first world versus third world
countries), and the considered time of day (e.g., peak hours at lunch time or in the
evening in contrast to hours of low usage, e.g., very early in the morning).
Furthermore, the network capacities are constantly enhanced worldwide by in-
stalling new and more fiber cables, as well as employing new technologies for trans-
mitting higher data rates, e.g., by using new modulation schemes. The increased
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capacity has no significant effect on the minimum transmission times since that
mainly depends on the distance, but it may reduce jitter as it avoids congestion.
Transmission times are reduced in parts of the world by changing the employed
technology. In the recent years, countries with satellite links, e.g., Argentina and
China, have moved to land lines, reducing the minimum Round Trip Times (RTT)
from more than 400 ms to much lower values. Currently, fiber optic connections are
planned for parts of Africa.

Various efforts have been made to characterize the loss and delay characteristics
of the Internet, e.g., [Bolot 1993], [Bolot et al. 1995|, [Bolot 1995], [Yajnik et al.
1999|, [Karam and Tobagi 2001], [Sun and Ifeachor 2004].  Because of its het-
erogeneity and constant development, however, it is not possible to define a single
explicit standard model of the Internet. The yearly “ICFA SCIC Network Mon-
itoring Report”® provides statistics of various international Internet connections
based on frequent ping measurements. According to the report from January 2009
|Cottrell 2009, minimum RTTs between the USA and Europe are 80-200 ms, and
between the USA and China 200-250 ms. Packet loss rates have decreased over the
last years, leading to a yearly average of below 1% between the USA and Europe as
well as Asia. However, connections to Africa still experience around 7% loss rates
and round trip times of up to and partly exceeding 400 ms.

2.6 Transmission Impairments in Packet Networks

The transmission of multimedia content over packet-switched networks of various
types is subject to transmission errors and delay. However, the characteristics
of these impairments are specific to the packet transmission process and shall be
discussed in the following.

2.6.1 Packet Forming and Transmission Delay

In packet-switched networks, several parts of the transmission chain of sender, net-
work, and receiver contribute to the resulting end-to-end delay of the signal trans-
mission.

Delay introduced in the sender

For real-time speech communication, the minimum delay contribution of the sender
consists of an algorithmic delay and a processing delay. The algorithmic delay
of a speech codec is the frame length 7% plus a possible lookahead Ti,, Dene =
Tt + Ti., i.e., the length of the signal segment that needs to be collected before
encoding. Furthermore, if FEC or frame interleaving is used before packetization,
an additional algorithmic delay, D fec, needs to be considered. The processing delay,
Dy proc, comprises all delays from the computational processing, e.g., for encoding,
packetization, and transmission. This results in a delay of Dy = Denc + Ds fec +

Shttp://www.slac.stanford.edu/xorg /icfa/scic-netmon/
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Dy proc. For streaming applications, all frames are read from a previously encoded
file and are therefore instantaneously available. Therefore, the delay contribution

of the sender is limited to the processing delays of packetization and transmission,
ie., Dy = Dg proc-

Delay introduced in the network

The transmission delay of packets in a packet-switched network consists of a fixed
and a variable part. The fized part comprises the transmission and propagation
time over network links as well as transit delays (processing times) in network
components. The size of this fixed transmission delay Dy depends on the number
of links, i.e., node connections, the packets have to traverse, the distance as well as
the types and transmission rates of these links.

A further variable part of the transmission delay is caused by queuing delays
in network elements, medium access protocols regulating access to, e.g., a shared
wireless channel, possible retransmissions in case of transmission failures, among
others. This packet delay variation is sometimes also referred to as jitter and has
a minimum value of zero. If the packets take different transmission paths through
the network, e.g., when a network node becomes unavailable/fails, or when it gets
congested, then the fixed transmission time becomes variant in that it differs for
each considered end-to-end transmission path. The most common example is the
public Internet, where there is no control over the paths the packets take. In such
a transmission scenario, the fastest transmission path then sets the fixed minimum
end-to-end delay and the alternative slower transmission paths add to the delay
variation. The resulting contribution of the variable delay component to the total
end-to-end delay is determined by the length of the receiver buffer, i.e., the amount
of additional time a packet is given to arrive before it is considered lost.

Depending on the considered application, the end-to-end delay and its variation
may have a severe effect on the resulting service quality. For conversational services,
an increasing delay will negatively affect the interactivity of the communication
partners. Furthermore, the effect of other impairments, e.g., echo, may increase
significantly with an increasing transmission delay of the signal. Therefore, the
end-to-end delay must not exceed a certain application dependent maximum. The
actual effect of delay on the conversation quality can be assessed with the ITU-T
E-model as described in Appendix H.3.

Delay introduced in the receiver

The delay introduced at the receiver is determined by the length of the receiver
(jitter) buffer, Dy, defined here as the total time between the earliest possible time
of reception (i.e., after sender and minimum transmission delay) and the playout of
the signal. The buffer shall compensate for some of the transmission delay variation.
Its length has to be at least long enough to cover the necessary time to wait for
FEC data or interleaved frames to arrive before error correction and decoding are
possible, D, .., as well as any processing delays, D, ... Hence, the receiver delay
equals the buffer length, D, = Dy, with Dyyg > Dy fec + Dy proc. This definition
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makes the buffer delay independent from the actual transmission settings, e.g., the
utilized FEC scheme.

End-to-End Delay

The different delay components of sender, network, and receiver together determine
the resulting end-to-end delay of the signal transmission. For reasons of simplicity,
all processing delays are neglected in this work, i.e., Dg proc = Dy proc = 0. Then,
the end-to-end delay of a conversational application is calculated as

D = Denc + Ds,fec + Dtx + Dbuf- (26)
For streaming applications, the calculations simplifies to

D = Dy + Dyys. (27)

2.6.2 Packet Losses

In the transmission of packets on fixed and wireless packet networks, packets may
get lost due to several reasons. In case of congestion in a part of the network, packets
may have to be dropped at network nodes because of overflowing queues or buffers.
If network components should fail completely, all packets still stored in their queues
will be lost. Furthermore, impairments on the transmission channel, especially on
wireless channels, will cause packet losses. Besides these “direct” losses, packets
may also get lost “indirectly” by being discarded at the receiver when arriving too
late.

Packet losses lead to the loss of the contained media frames. Some of these
frames might be recovered through implemented FEC schemes. However, due to
delay and data rate constraints, it may not be feasible to design these FEC schemes
so that they can recover all losses. The general approaches of combating packet loss
and recovering and estimating lost frames are discussed in Section 2.7. The optimal
parameterization of forward error correction schemes and improved approaches for
the concealment of lost frames are the central focus of this work.

2.6.3 Bit Errors on Wireless Transmission Channels

On wireless transmission channels, path loss, shadowing, and small scale fading lead
to distortions in the received signal. Adaptive modulation schemes and advanced
channel coding principles are incorporated to limit these effects but residual bit
errors will remain in some transmission blocks after channel decoding. These errors
are usually detected by a checksum implemented on the link layer. Some wire-
less transmission systems, e.g., HSPA, will initiate a retransmission of erroneous
transmission blocks, otherwise the block has to be discarded. Depending on the
considered link layer, these transmission blocks may contain a single IP packet,
several IP packets, or also fractions of IP packets. If residual errors are detected,
the complete transmission block is usually discarded leading to the loss of all TP
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packets which have at least a fraction in this transmission block. In general, only
error free IP packets are handed up to the network layer. Especially the packet
headers, added by the transmission protocols, must not contain any bit errors to
prevent an uncontrolled behavior, e.g., mis-routing or misinterpretation of pack-
ets. Some media codecs might tolerate some residual bit errors in a less important
part of their bitstream which facilitates the use of Unequal Error Detection (UED)
techniques on higher layers as further discussed in Chapter 2.7.5.

2.7 Techniques for Combating Packet Loss

The transmission of speech and audio signals over heterogeneous packet networks
experiences packet losses and thereby losses of media frames. Packet losses occur due
to transmission errors, network failures, or extensively delayed packets, as described
in the previous section. Packet-based communication systems therefore need to
implement techniques to combat the loss of signal frames, e.g., a receiver (jitter)
buffer, forward error correction, and retransmission to limit the frame loss rate, as
well as packet loss concealment techniques to mitigate the effect on the resulting
quality. Extensive overviews of different strategies can be found in the literature,
e.g., in [Perkins et al. 1998], [Wah et al. 2000], or [Lefebvre et al. 2004]. The
following summary adopts the classification from [Perkins et al. 1998] into sender-
driven repair methods and receiver-based error concealment schemes. It will be
extended by a class of sender-assisted concealment approaches which basically reflect
a combination of these approaches.

The design of robust packet based transmission systems for speech and audio
applications is the central topic of this work. The following chapters of this work
develop new approaches for optimizing redundant transmission schemes and im-
proving receiver-based and sender-assisted packet loss concealment techniques.

2.7.1 Sender-driven Packet Loss Recovery

Sender-driven approaches limit the impact of packet loss by adding redundancy to
following packets. These redundancy adding schemes can be further classified into
media dependent and media independent approaches.

General Forward Error Correction (FEC) schemes, e.g., frame repetition or var-
ious types of block codes, belong to the media independent approaches and have
been proposed for packet transmission in [Bolot et al. 1999|, [Rosenberg et al. 2000],
[Frossard 2001], [Jiang and Schulzrinne 2002], [Li 2007], among others. Such media
independent error recovery schemes for packet transmission will be considered in
Chapter 4 of this work, where new approaches for an optimal parameterization are
developed based on a model of the transmission channel. An example for a media
dependent approach is the additional transmission of a low-bit-rate version of each
frame, so-called LBR (low bit-rate redundancy), i.e., the same frame encoded with
a different codec or a different codec mode in case of multi-rate codecs. [Jiang
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and Schulzrinne 2002| compared the two different concepts, transmission of redun-
dancy derived with FEC and transmission of LBR.. In their studies, FEC performed
better than LBR. Other media dependent approaches only transmit a selective
and/or partial redundancy in following packets. Here, partial redundancy, denotes
the redundant transmission of only a subset with the most important parameters
of a frame. Selective redundancy, on the other hand, is defined as the redundant
transmission of information on only the most sensitive frames in the signal, i.e.,
transitional segments of the speech or music signal whose loss cannot be concealed
easily and therefore would lead to a considerable impairment. These approaches
therefore limit the additionally required data rate on the channel. Possible schemes
have been proposed, e.g., in [Johansson et al. 2002],| Tosun and Kabal 2005].

Media independent FEC schemes can also be used for a partial protection of
a frame’s parameters. So-called Unequal Error Protection (UEP) schemes protect
only the most important parameters or the most sensitive bits of these parameters.
In case of packet losses, the remaining information which cannot be recovered will be
estimated. The objective of these schemes is a graceful degradation of the quality
with increasing losses in transmission systems. For example, [Horn et al. 1999]
proposed such a scheme of UEP across packets for the application with scalable
video coding.

The different techniques of sender-based loss recovery schemes that have been
proposed in the literature differ in their requirements on additional data rate, in-
creased delay, as well as computational complexity. The choice and parameter-
ization therefore strongly depends on the demands of the considered application
and the constraints of the network, possibly limiting the achievable error correction
capabilities. These approaches therefore generally still require an receiver based
approach for cases where the lost information cannot be completely recovered.

Finally, packet retransmission schemes, e.g., automatic repeat request (ARQ)
techniques, might be employed if the round-trip time across the channel is low or
the application tolerates a high delay. A more detailed discussion on the utilization
of packet retransmission versus forward error correction is given in the following.

Forward Error Correction versus Retransmission

The error robustness of IP transmission on wireless packet channels can be increased
by media independent error recovery schemes like Forward Error Correction (FEC),
Automatic Repeat reQuest (ARQ), or hybrid schemes. ARQ mechanisms are closed-
loop mechanisms based on the retransmission of packets which were not received at
the destination or contain errors. FEC mechanisms on the other hand are open-loop
mechanisms based on the transmission of redundant information so that some loss
in the original information can be recovered at the receiver.

In a pure ARQ scheme, transmission errors are detected and for the corrupted
or missing data block a retransmission is requested via a feedback channel. Because
this retransmission may again be corrupted, several retransmission attempts may
be required depending on the channel’s error distribution. The maximum delay
can therefore not be guaranteed when using ARQ. To limit the delay, the number
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of retransmission attempts may be limited if the receiver can cope with lost data
segments, e.g., by using concealment techniques. ARQ protocols further need to
deal with the possibility that the feedback information about the reception or loss
of a packet may get corrupted or lost itself. Standard ARQ protocols, e.g., Selective
Repeat ARQ), are defined in [Comroe and Costello 1984], [Fairhurst and Wood 2002].
The acknowledged mode of the Radio Link Control (RLC) protocol in UMTS,
for example, provides retransmissions of packets which are not acknowledged as
correctly received. And also in the Wireless LAN standards, retransmission of
packets is defined for unicast transmission streams.

When the network does not provide a feedback channel or a feedback would
be too slow, e.g., the end-to-end transmission in a heterogeneous network, or more
extreme, in satellite or deep space communication, ARQ cannot be used. In these
cases, FEC has to be used for increasing the loss robustness. Another scenario in
which ARQ is often also not feasible is the multicast streaming of music or video,
especially when the multicast group size increases. The transmission channels to
the receivers are assumed to be independent and therefore experience different loss
patterns. This may lead to many retransmissions as a retransmission will already
be initiated if only one of the receivers requests for it. Instead, FEC’s open loop
control is inherently suited to support large multicast groups.

The potential of FEC mechanisms depends to a large extent on the character-
istics of the packet loss process in the network, favoring a small average number of
consecutive losses. However, FEC increases the transmission data rate and thereby
may lead itself to an increase of the loss rate on the channel. Furthermore, FEC
is computationally demanding, so it is desirable to choose the simplest FEC code
that still matches the requirements of the current transmission system.

Finally, hybrid schemes use a FEC code for error detection and correction and
incorporate ARQ only if the correction fails, thereby leading to considerably less
retransmissions than in pure ARQ systems. Furthermore, each transmission at-
tempt may use a different encoding of the data which can then be combined at
the receiver to yield an error free packet, even if all single transmissions have been
corrupted. Such a code combining is, e.g., used in the hybrid ARQ (HARQ) scheme
of UMTS HSPA (High Speed Packet Access) channels. However, the application
of these hybrid schemes on a end-to-end basis in a heterogeneous network would
still cause too much delay. As in the HARQ scheme of HSPA, these methods are
therefore usually applied directly in layer 2 or layer 1 of a wireless transmission link
and not on an end-to-end basis.

2.7.2 Receiver-based Packet Loss Concealment

Receiver-based concealment approaches aim at concealing the effect of a frame loss
at the receiver. In the literature, such techniques are synonymously referred to
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as packet loss concealment (PLC), frame loss concealment, or frame erasure con-
cealment*. In circuit-switched transmission systems, a missing frame is usually
recovered by parameter extrapolation (e.g., [3GPP TS 26.091]) or periodic pitch
replication (e.g., [Gunduzhan and Momtahan 2001]). In packet networks, however,
the use of a receiver buffer for compensating delay variations, as discussed in Sec-
tion 2.7.4, may often lead to situations in which the packet following a lost one has
already been received. The received future frames may then be utilized to conceal
the missing frame which facilitates the use of more reliable parameter and waveform
interpolation techniques instead of a simple extrapolation. See, e.g., [Johansson et
al. 2002; Mertz et al. 2003; Fingscheidt and Perez 2002; Wang and Gibson 2001].

However, the performance of PLC algorithms has its limit. For speech signals,
they are able to perform adequately up to loss lengths of 50-60 ms, i.e., when the loss
starts to cover whole phonemes (cf., e.g., [Tobagi 2004]). Higher loss lengths cannot
be concealed anymore without further information and a reduction of the natural-
ness and intelligibility of the speech may result. PLLC algorithms therefore start to
slowly mute the signal if the lost segment gets too long. Besides on the length of
the lost segment, the performance strongly depends on the actual signal structure.
For example, a lost segment within a vowel can be much easier reconstructed as a
transitional segment from an unvoiced to a voiced sound.

In Chapter 6, a more detailed overview on state-of-the-art receiver-based PLC
algorithms is given and a new approach is developed. This approach is based on a
low complex approximation of lost CELP codec parameters which is dependent on
the current signal structure around the lost segment.

2.7.3 Sender-assisted Packet Loss Concealment

Approaches which do not aim at completely recovering lost frames or parameters,
but rather transmit specific additional information which can be utilized by the
receiver’s concealment routine, do not clearly belong to either of the previous classes.
Therefore, a further class is introduced here which will be referred to as sender-
assisted concealment approaches. In the literature, several approaches have been
proposed which can be classified in this group, e.g., [Johansson et al. 2002; Lefebvre
et al. 2004; Agiomyrgiannakis and Stylianou 2005; Tosun and Kabal 2005].

A suitable sender-assisted approach for the AMR speech codec is developed in
Section 6.4 of this work (see also [Mertz and Vary 2006]), which generates low rate
side information to assist the concealment. This information can be transmitted as
hidden bit stream in the codec parameters as explained in Section 6.5 (cf. [Mertz
and Vary 2008]).

The use of sender-assisted approaches is particularly aimed at medium or low
rate codecs and transmission channels with a low available data rate, i.e., especially

4The term frame erasure concealment is mostly used in circuit-switched mobile communication
systems like GSM, where some frames are rendered unusable by residual bit errors in the important
bits, as detected by a physical layer CRC.
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mobile application scenarios. Here, a low rate side information can achieve a consid-
erable improvement of the quality and robustness of the transmission. On channels
with higher available data rates, the use of FEC schemes becomes feasible which
is able to recover complete frames and considerably reduce the resulting frame loss
rate itself.

2.7.4 Receiver Buffer for Compensation of Jitter

The receiver in a packet-based transmission system incorporates a buffer to com-
pensate delay variations which is therefore also called jitter buffer. This buffer
holds the still encoded frames which have been extracted from the payload of the
IP/UDP/RTP packets and delays them before further processing. If the system
implements forward error correction schemes on packet level, or if other redundant
information is transmitted in following packets, the buffer also needs to be large
enough so that the redundant information can still be exploited when it arrives.

The length of the jitter buffer significantly contributes to the end-to-end delay
of the transmission as given in (2.6) and (2.7). Hence, the maximum length of
the buffer, Dyufmax, depends on the delay demands of the application, i.e., the
maximum tolerable end-to-end delay of the signal, D.x:

Dbuf,max - Dmax - Ds - Dtx- (28)

The length of the buffer will determine the amount of jitter that can be compen-
sated: the longer the buffer, the more delay variation may exist, i.e., the more time
each single packet has to arrive before it has to be considered lost. Therefore, the
parameterization and possibly adaptation of the jitter buffer length needs to find
an optimal trade-off between delay and loss rate.

For scenarios with tight constraints on the end-to-end delay, e.g., voice commu-
nication scenarios (telephony and video conferencing) with typically a maximum
of 100-150 ms for high quality or up to 300 ms if constraints are a bit relaxed (cf.
[ITU-T Rec. G.114 2003]), the tolerable delay may not be large enough to facilitate
a length of the jitter buffer that would be necessary to keep the packet loss rate
at an acceptable level. Therefore, techniques for a highly adaptive control of the
jitter buffer length have been proposed in the literature, e.g., [Ramjee et al. 1994],
[Moon et al. 1998], [Liang et al. 2001], [Sun and Ifeachor 2004], [Tobagi 2004]. These
schemes try to follow the delay profile of the transmission closely and constantly
adapt the buffer’s length accordingly.

Packets that arrive too late are considered lost for the decoding process. How-
ever, [Gournay et al. 2003] proposed to still utilize these packets arriving just after
their playout time to correct the states of the decoder, i.e., the parameter memories,
in order to limit the error propagation.

This work will not consider adaptive receiver buffers, but a fixed length chosen to
achieve the best trade-off between delay and loss rate (cf. Section 5.6). In Section 4.3
it will be shown that forward error correction on packet level can be used to recover
delayed frames which otherwise would have to be considered lost. The application
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of FEC thereby allows for a shorter buffer length and hence a shorter end-to-end
delay.

2.7.5 Utilization of Packets with Residual Bit Errors

In currently employed packet transmission systems, bit errors anywhere in a trans-
port block are detected by physical layer checksums and all erroneous transport
blocks (protocol data units - PDUs) and the contained packets are discarded. This
system behavior guarantees independence of the packets’ contents and facilitates
an end-to-end IP transmission without the need for intermediate decomposing and
evaluation of packets. The result is a flexible network structure without consid-
erable computational complexity at network nodes. The disadvantage is that also
packets are discarded which could still be utilized at the receiver.

While packet headers have to be absolutely error free before the packets are
forwarded in the protocol stack, this does not necessarily apply to the complete
packet payload. The bits within a frame of encoded multimedia signals like speech,
music, or video can be classified into groups of different importance for the resulting
signal quality. These groups therefore exhibit different sensitivities towards bit
errors. In the following, two concepts will be discussed for utilizing packets with
residual bit errors at the receiver.

2.7.5.1 Discussion of Concepts

A first concept to utilize packets with residual bit errors is to discard only packets
with errors in the packet headers and the most important part of the payload,
while tolerating bit errors in unimportant payload parts. This can be achieved
by applying unequal error detection (UED) on packet level using the UDP-Lite
protocol, which has been standardized for this purpose by IETF in [Larzon et al.
2004]. As a modification of UDP, UDP-Lite provides a partial checksum coverage
on the packet, covering at least the packet headers. This approach requires some
system changes across several layers so that erroneous packets are handed from the
physical layer up to the transport layer where they are evaluated. Note that the
decomposition of the transport blocks into IP packets may already fail due to errors
in the bits defining the packet boundaries. In this case, the packets are irrecoverable.

A second concept tries to utilize the complete payload by considering additional
reliability information from the channel decoder. Any information on the likelihood
of bit errors or even the reliability of every single bit might be exploited at the
receiver, e.g., by applying soft decision source decoding (SDSD) techniques [Fin-
gscheidt 1998; Fingscheidt et al. 1998]. Besides the payload data, it is also possible
to extend this approach to the various packet headers. The reliability information
would be utilized piecewise at the respective protocol layers. This approach requires
further system changes compared to the first concept. Besides the possibly erro-
neous packets, the reliability information needs to be handed as meta data through
the complete protocol stack from the physical layer upwards to the application.
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This might only be feasible if the physical layer and the application, i.e., the me-
dia decoder, are located in the same device, e.g., a mobile phone using downlink
transmission. Considering the uplink direction of a mobile access network, the IP
packets are forwarded from the receiving base station through the provider’s back-
bone and possibly via another wireless link down to a receiving terminal. Along
this transmission path there is usually not enough capacity to transmit additional
meta information of considerable bit rate. Furthermore, the second wireless link
produces bit errors itself which would also affect the meta data. The evaluation
of the reliability information from a wireless uplink transmission therefore needs
to be already done at the receiving network entity after the radio transmission.
Hence, a complete decoding of the media frames and subsequent re-encoding and
packetization is required, contradicting the concept of end-to-end IP transmission
without media dependent processing within the network nodes. This aspect and
the considerable complexity overhead make this approach rather unfeasible, at least
for the uplink direction of wireless channels.

Further concepts of utilizing bit level reliability information have been intro-
duced for circuit-switched mobile networks. These approaches apply an iterative
process of source and channel decoding (so called Iterative Source-Channel Decod-
ing (ISCD) [Adrat 2003|) or additionally taking the demodulation into this loop
(so-called Turbo DeCodulation [Clevorn 2006]). These approaches exchange extrin-
sic information between the different steps. The joint utilization of all available
information is able to deliver considerable performance improvements. An appli-
cation for packet transmission, however, would again require a complete decoding
and re-encoding of the signal at the end of the wireless link in uplink direction.

2.7.5.2 Unequal Error Detection for Packet-Switched Channels

The approach with the least impact on the concept of an end-to-end IP transmission
is the utilization of unequal error protection and detection. The application of
UDP-Lite for unequal error detection in VoIP transmissions over UMTS has been
investigated in [Mertz et al. 2005]. The simulation results show that the achievable
performance gain (in terms of less discarded IP packets and therefore better speech
quality) depends on the distribution of the residual bit errors after channel decoding
and thus on the choice of the channel coding scheme: the application of UED can
improve the quality for channels with convolutional channel coding but not for
channels with Turbo coding. The different results were shown to be due to the fact
that Turbo coding is more effective in correcting bit errors, which results in either
error-free packets or packets with a high amount of residual errors. Convolutional
coding, on the other hand, can correct fewer errors and leaves a certain amount of
packets with only few bit errors, which can then benefit from the UED method,
especially when header compression is applied to reduce the sensitive header size.
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Model of the Packet
Transmission Channel

The optimal design and parameterization of media transmission systems and ser-
vices requires a sufficiently accurate model of the transmission channel and its effects
on the transmitted data. Such effects can be transmission errors (bit errors or era-
sures of longer contiguous data blocks), fixed and variable transmission delays, as
well as linear or non-linear signal distortions, e.g., echo. For the channel model in
this work, only transmission errors and delay effects are considered.

Demands on the Channel Model

Transmission channels differ in their characteristics of transmission errors and trans-
mission delays. A wireless GSM link, for example, can be described in detail with a
model of residual bit errors and a fixed transmission delay. Internet connections, on
the other hand, are characterized by IP packet losses and variable delays. The choice
of a suitable channel model does however not only depend on the characteristics of
the physical channel, but also on the characteristics of the considered application.
For the description of the channel’s effects on a specific application or service, a
certain level of abstraction from the underlying physical channel is required. This
abstraction refers to two different properties of the model, the assumed size of the
transmitted data blocks and the timing of these data blocks, i.e., how often they
are transmitted. The channel model may therefore rather describe snapshots of the
channel at regular time points.

For packet-based speech or music transmission services, an abstraction level
is required that describes the transmission of packets of a certain size at regular
time intervals. For a specific packet transmission scenario, the desired channel
model should describe the distribution of packet losses, irrespective of their origin
of loss, i.e., whether they occur through transmission errors or delayed packets.
The structure of the channel model itself may therefore be completely independent
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from the underlying physical channel, i.e., whether it is a UMTS radio channel, a
Wireless LAN link, or an end-to-end IP connection in the public Internet.

Packet size and transmission time interval of a packet stream of speech or music
signals depend on the chosen system parameters, such as codec choice, frame length,
frames per packet, and a possibly employed forward error correction scheme. For the
optimal parameterization of packet-based speech and music transmission services
as considered in this work, different parameter sets have to be compared which
consequently differ in packet size and/or packet transmission time interval.

Depending on the transmission channel and the applied channel coding tech-
niques, the probability of packet loss may depend on the size of the packets. On
wireless packet channels, residual bit errors in transmission blocks are usually de-
tected on the physical layer by use of a Cyclic Redundancy Check (CRC). In this
case, smaller packets may have a lower residual bit error probability than larger
ones. All erroneous packets are discarded and therefore lost.

This leads to an additional demand on the channel model. The level of ab-
straction needs to be adjustable in order to allow a comparison of different sys-
tem parameterizations. In other words, the channel model needs to describe the
transmission effects with a high resolution that can be downsampled for different
application settings. For a sufficient description of the channel, the model does
not necessarily need to reflect single bit errors, it can consider transmitted data
blocks of a certain size and then determine whether such a block contains errors or
not. The size of these data blocks should be the greatest common divisor of the
considered packet lengths or smaller.

To summarize, a suitable channel model for the packet-based transmission of
speech and music signals over heterogeneous networks needs to reflect packet losses
and it needs to be flexible, i.e., adaptable to different packet sizes and packet trans-
mission time intervals. Last but not least, the model has to be manageable, i.e.,
the mathematical description needs to be compact enough and has to allow the
calculation of probabilities of specific loss patterns with feasible complexity.

A suitable model which meets the above demands is the generalized Gilbert-
Elliott model [Elliott 1963], a two-state hidden Markov model with different loss
probabilities in each state. Compared to its more widely applied simplification
with pure ‘loss’ and ‘no loss’ states, it provides a greater flexibility in modeling
various packet loss distributions of heterogeneous networks. The comparison of
both model variants for different simulated wireless channels will show that the
simplified version is indeed in certain cases not sufficient to describe the resulting
loss distribution.

Chapter Outline

The Gilbert-Elliott model will be shortly reviewed in Section 3.1 and compared
to alternative proposals from the literature. Section 3.2 then describes how this
base model can be adapted to different packet transmission time intervals (TTT),
which usually correspond to the frame length of the utilized speech or audio codec.
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Subsequently, a novel procedure is developed for adapting the model to describe the
loss behavior for packet streams of different packet sizes. Both adaptations together
will provide the necessary basis for comparing different transmission configurations
(i.e., codec frame lengths and data rates, as well as redundancy rates) on a given
channel.

In the considered applications and services, variable transmission delays of pack-
ets may lead to packet losses if the total end-to-end delay budget of a packet is
exceeded. Delay variations of packet networks can be modeled with the Weibull
distribution (cf. [Sun and Ifeachor 2004]) and the additional packet loss probability
can then be incorporated into the Gilbert-Elliott packet loss model according to
Section 3.3.

The correct parameterization of the channel model requires detailed knowledge
of the transmission channel which can be either gained by real life measurements
or by appropriate system simulations. The measured or simulated error patterns
are then used to train the parameters of the channel model as explained in Ap-
pendix E.1. Simulation results for WLAN and UMTS packet transmission channels
are presented in Appendix E.2 and the respective channel models are developed.
For a transmission scenario in heterogeneous networks, several trained models may
be available for the different parts of the end-to-end transmission channel. An ef-
fective end-to-end channel model can be determined by concatenating these models
as derived in Appendix G.

The proposed statistical packet loss model and its adaptations are able to reflect
the observed behavior of fixed and wireless packet transmission channels and can
be utilized for the development of robust transmission schemes and packet loss
concealment algorithms. The probabilities of specific loss patterns which are needed
for the determination of the forward error correction capabilities in Chapter 4 are
derived in Section 3.4.

3.1 Modeling Packet Loss: Gilbert(-Elliott)
Models and Alternatives

The loss process on a packet network is often of bursty nature, i.e., it shows a
mixture of short and longer loss bursts (cf. Section 2.5). In this work, a burst is
defined as the loss of one or more successive packets or data blocks. In the following,
several statistical packet loss models are described which are commonly used in the
literature to model packet loss distributions. The models will be discussed, first,
with respect to their ability to model various loss distributions of different bursti-
ness, and second, with respect to the availability of a manageable mathematical
description for calculating probabilities of specific loss events. These probabilities
are needed for the prediction of forward error correction capabilities in Chapter 4.

The considered channel models are used to describe packet losses and not single
bit errors within packets. However, the models do not necessarily refer to real 1P
packets containing protocol headers and a defined payload. They can also describe
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transmitted data blocks of a specific length which may be only a fraction of the size
of a real IP packet. The model then describes whether this fraction is lost, e.g.,
because it contains residual bit errors. In Section 3.2 it will be explained how such
a base model can be adapted to reflect a transmitted packet stream with different
packet sizes and different transmission time intervals between successive packets.

3.1.1 Notation for Describing Packet Loss Distributions

The following notation will be used in describing the burst length distributions and
loss probabilities of the considered channel models:

b — length of a loss burst, i.e., number of consecutively lost pack-
ets; assuming that directly preceding and following packets are
received

P g — probability of a burst start, i.e., the occurrence of a packet loss
after a received packet

P,(b) — probability that a single loss burst is of length b, i.e., that a loss
event consists of b successively lost packets

Pyi(b) — probability of occurrence of a loss burst with length b, i.e., of b
successively lost packets

b — mean burst length

Py — mean packet loss probability

The distribution of burst lengths can be sufficiently described by the probability of
a burst start B, ¢ and the probability of a single burst having length b, denoted by
Py (b). Combining both, the probability of occurrence of a burst with length b is
calculated as

Po(b) = Py - Po(b). (3.1)

The expected mean burst length b can be either calculated from Py (b) as

(3.3)

The calculation of the probabilities P, s, P,(b), and Py depends on the considered

model and is described in the respective following sections®.

1The calculations of these probabilities are in general known in the literature for the considered
models. They shall be reviewed here in the respective notation of this work before a novel approach
for adaptation of the model to different packet sizes is introduced.
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The channel models itself are defined by their respective model parameters. All
considered models consist of one or multiple states with different transition proba-
bilities between the states. Depending on the model, not all transitions are allowed.
Fach state has a different probability of packet loss. The following parameters are
used to describe the different channel models:

P ;; — state transition probability from state i to state j
P.; — probability of a packet loss in state %
P;; — probability that the channel is currently in state ¢

3.1.2 The Bernoulli Model for Independent Packet Losses

The Bernoulli model describes a process of independent packet losses of a specified
packet loss probability P = P.. This model is therefore insufficient in describing the
burst behavior of packet losses which are observed, e.g., for wireless links. However,
it may still suffice for other transmission channels, e.g., local area networks (LANSs).

For the Bernoulli model, the probability of a burst start is determined with the
specified loss probability P, as the probability of occurrence of a received packet
(no loss), followed by a lost packet:

P,s=(1—-F,)-Pe.. (3.4)
The distribution of burst lengths, i.e., the probability that a burst is of length b,
is given as the probability of b — 1 successive losses after assuming a burst start,
followed by a single received packet determining the end of the burst:

Py(b) = P!~ (1 - ). (3.5)
The probability of occurrence of a burst with length b is then calculated as

Py (b) = Pys - Po(b) = (1 — P,)?- P (3.6)

Finally, the mean burst length of a Bernoulli packet loss process is given as

E:Zb By (b) = Zb Pl (1-P,

_1—Pe Pe 1
P, (1-P)? 1-P

(3.7)

The single parameter of the Bernoulli model, the error (loss) probability P, can be
determined easily from given measurements, i.e., from recorded loss traces.
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Figure 3.1: Gilbert(-Elliot) Model: 2-state model with specified transition probabilities
P, ;; and different loss probabilities P, ; in state G and B (¢, j € {G, B}) with P, ¢ < P. B

3.1.3 Gilbert(-Elliott) Models for Bursty Packet Losses

The Gilbert(-Elliott) model [Gilbert 1960; Elliott 1963] is a 2-state Markov model
as defined in Fig. 3.1. Originally utilized to model burst-noise binary channels, it is
also widely used to describe bursty packet loss distributions. The two states of the
model differ in their loss probability. State G (good) has a low loss probability P ¢
and state B (bad) has a higher loss probability P. g. For each transmitted packet,
a state transition is made according to the given transition probabilities /% ;; with
i,7 € {G, B}. The new state then determines the probability that the considered
packet is lost. With these two states the model is able to reflect a loss behavior
which consists of periods with high loss densities and periods with no losses or low
loss densities.

In the literature, the Gilbert(-Elliott) model is used in several forms differing in
their degree of simplification:

Gilbert model In the original model proposed by Gilbert in [Gilbert 1960], the
loss probability in state G is set to P, g = 0, i.e., G becomes a lossless state.
The loss probability in state B, however, is variable in the range 0 < P, g <1,
i.e., not every packet is necessarily lost in state B.

Simplified Gilbert model In a simplified version of the Gilbert model, the loss
probabilities in states G and B are set to P, = 0 and P, g = 1, respectively.
Thereby, the two states are becoming a lossless and a loss state, and the loss
distribution is only controlled by the state transition probabilities. Due to
its simplicity, this variant is most often found in the literature for packet loss
modeling.

Generalized Gilbert model or Gilbert-Elliott model The highest flexibility
for modeling different loss distributions is achieved by allowing arbitrary val-
ues for the loss probabilities of the two states accordingto0 < P, ¢ < Pog < 1,
as proposed by Elliott in [Elliott 1963].

The properties and limitations of these variants are discussed in more detail in the
following, starting with the most general form, the Gilbert-Elliott model.
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3.1.3.1 Generalized Gilbert Model (Gilbert-Elliott Model)

A generalized form of the Gilbert model has been proposed by Elliott in [Elliott
1963], which later on has often been referred to as Gilbert-Elliott model. The
error probability in the good state G is now allowed to be greater than zero, i.e.,
0 < P, ¢ < P.g <1. The Gilbert-Elliott model is usually parameterized such that
state G produces rare, single packet losses, whereas state B generates loss bursts.

The probabilities of being in state G or B can be determined from the state
transition probabilities:

P; B

P P Ba
° P.gs + Pipc

' P o + P BC

and FPsp =

(3.8)

With the transition probabilities and the loss probabilities of the states, the mean
packet loss rate Pgq can be computed by considering the occurrence and error prob-
abilities of both states:

Pt BG Pt GB
Pir=PFP.¢q P.g+P,g-P.g = : -P. o+ . -P.g. (3.9
f GleG Bt P g + P:BC G P g + PiBc B (39)
The probability of a burst start is then given as
Py,s=FPsq-(1-PFeq)-  (P,ccPec+ PcBFeB) (3.10)
+Psp-(1—Pe) - (PiBg Pec + PiB PeB). (3.11)

Given (3.9) and (3.11), the average length of a loss burst can be calculated as

Py
Pb,s -

b= (3.12)

The calculation of the burst length distribution, i.e., the probability P, (b), is more
complex than for the other two variants, because losses may occur in both states.
Therefore, a burst possibly includes several state changes. The derivation of the
distribution will be given in Section 4.1.4.

The model parameters, i.e., the state transition and error probabilities, can
be determined from recorded loss traces using the training procedure described in
Appendix E.1.

3.1.3.2 Gilbert Model

The original Gilbert model, proposed by Gilbert in [Gilbert 1960] to model a burst-
noise binary channel, sets the loss probability in the good state to zero (P. ¢ = 0).
For an erroneous channel, the error probability in the bad state is greater than zero,
but may be smaller than one (0 < P.p < 1).

To simulate burst noise, the states G and B must tend to persist. Therefore,
the transition probabilities P; gp and P; pg need to be small. The run lengths of
the state sequences G and B have geometric distributions with means 1/P; qp for
the G-runs and 1/P; p¢ for the B-runs. If it can be assumed that burst events are
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statistically independent of each other, their distance in time will have a geometric
distribution, and therefore the model’s geometric distribution of G-runs can be
justified [Gilbert 1960]. However, a geometric distribution of B-runs is only justified
by mathematical simplicity and may not result from real measurements. If P, g < 1,
the distribution of burst lengths does not directly correspond to that of the B-runs,
because not all packets in state B are lost. Hence, the distribution of burst lengths
can to a certain extent be shaped by an appropriate choice of the loss probability
P. 5.
For the Gilbert model, the mean packet loss rate defined in (3.9) simplifies to

P B

Pi=Pp Pop = .
f B B P o + P BC

PeB. (3.13)

The probability of a burst start, i.e., the probability of receiving a packet and losing
the next, is given as

Pos=Psg-Piecp-Pes+Psp-(1—FP.n) P FPep. (3.14)

For the calculation of the burst length distribution a burst start is assumed, i.e., a
lost packet in state B. For a burst length b, the channel then needs to remain in
state B for b — 1 packets, all of which have to be lost. Finally, the channel either
changes to state G or it remains in state B and receives the next packet, which ends
the burst:

Py(b) = Plgh - PY5' - (Pupa + Peps(1 — Pog)). (3.15)

The probability of occurrence of a burst of length b is then given by:

Pui(b) = Py s - Po(b). (3.16)
Finally, the mean burst length can be computed as

b= . 3.17

P (3.17)

If P, < 1, it is impossible to reconstruct the state sequence directly from a
given error sequence. Instead, a training algorithm needs to be employed to estimate
the model parameters (cf. Appendix E.1).

3.1.3.3 Simplified Gilbert Model

The variant most often seen in the literature is a simplified version of the original
Gilbert model, where the loss probability in state B is fixed to ., g = 1. Therefore,
a packet is never lost in state G, because P, ¢ = 0, and it is always lost in state B,
since P, g = 1.

The mean packet loss rate Py of the simplified Gilbert model, which is sometimes
referred to as the unconditional loss rate P, in the literature, now becomes

P; B

Py=P, = .
f P g + P BC

(3.18)
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The probability of transition from the loss state to itself is then referred to as
conditional loss probability P.:

P.=1- P pc = P pB. (3.19)

As in the original Gilbert model, the residence times for states G and B are
geometrically distributed. For this model, however, also the burst and gap lengths
are geometrically distributed, as they directly correspond to the state sequence.
The distribution of burst lengths, i.e., the probability of a given burst having a
length of b successive packets, is given by the probability of staying in the loss state
for b — 1 times and then changing to the no-loss state, which ends the burst:

Py(b) = P'g Pipe = (1 — Pupa)’™' Prge. (3.20)

The probability of a burst start, i.e., being in state G and then changing to state
B, computes to

P; Bc
P g + P BG

P,s=PFc-Pcos= P; gB. (3.21)

The probability of occurrence of a burst of length b is then given by:

P s

P b :PS'P b =
bi(0) b b(0) P o + P Bc

- PaB - P5p - Pupa: (3.22)

Finally, the mean burst length can be computed in the same way as in (3.7):

B 1
P pc’

b=> n-Py(n) (3.23)

The simplified Gilbert model is the mathematically least complex of the vari-
ants. The state sequence of this model is always reconstructible from a given error
sequence, because the state alone determines whether a packet is received or lost.
This allows an easy determination of the parameters from a given measurement
trace. However, the simplified Gilbert model is restricted to a geometrical distri-
bution of the burst lengths which does not necessarily correspond to real network
scenarios.

A special case of the simplified Gilbert model results when P; g + Py pg = 1
applies. The model then turns into a Bernoulli model with independent losses of
rate Pﬂ = Pt,GB-

3.1.4 Alternative Channel Model: 4-State Markov Model

Some alternative channel models have also been proposed in the literature for mod-
eling packet loss distributions. Compared to the Gilbert(-Elliott) models, Markov
models with a higher order than two may provide a higher accuracy in modeling a
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measured loss distribution. A widely used example of a four-state Markov model is
defined and used in [ITU-T Rec. G.1020 2006; Clark 2001; ETSI TIPHON TS 101
329-5 Annex E| and shown in Figure 3.2. This model consists of two 2-state models
representing periods of high loss rate (burst period) and periods with no or single
packet losses (gap periods), defined by the following four different states:

1:  packet is received successfully within a gap period

2:  packet is received successfully within a burst period

3:  packet is lost within a burst period

4:  packet is lost within a gap period (isolated packet loss)

The definition of bursts and gaps for this model differs from that applied in the
previous section. In this case, not all packets might be lost in a burst and not all
are necessarily received in a gap period.

For the derivation of the model parameters from the measured loss traces, a
minimum gap length G, has to be defined. This parameter defines the minimum
number of consecutive packets that need to be received after a lost packet in the
burst period, such that these received packets are assigned to a gap period. A
gap ends as soon as there is a loss of at least 2 successive packets. The model
parameters and the state sequence can then be determined directly from the loss
traces as explained in [ITU-T Rec. G.1020 2006].

Like the generalized Gilbert-Elliott model (Section 3.1.3.1), the 4-state Markov
model is also able to model a large variety of packet loss distributions. The cal-
culation of probabilities of specific loss patterns, however, is considerably more
complex than for the Gilbert-Elliott model. The simulations of wireless channels in
Appendix E.2 will show that the generalized Gilbert-Elliott model is sufficient in
modeling the observed loss behavior. It has therefore been chosen for the studies of
this work.

3.2 Extended Gilbert-Elliott Model Considering
Various Transmission Time Intervals and
Packet Sizes

One of the central aspects of this work is the optimal parameterization of packet-
based speech and music transmission systems in heterogeneous network scenarios
with wireless access. For this purpose, several packet level forward error correction
(FEC) schemes will be analyzed in Chapter 4 with respect to their error correction
capabilities. The application of forward error correction on packet level results in
additional packets for the FEC data or in increased packet sizes if the FEC data
is piggybacked to the original media packets. Hence, the transmission time inter-
val and the packet size vary among different considered methods. For most packet
transmission channels, the experienced distribution of packet losses is influenced
by these two parameters. On wireless channels, e.g., the probability of a packet
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Figure 3.2: 4-state Markov Model: 4-state model with specified transition probabilities
P;; (i,5 € {1,2,3,4}). Packet is received in states 1 and 2; packet is lost in states 3 and 4.

loss usually increases with an increasing packet size. Channels with bursty loss
behavior cause longer burst losses, i.e., higher number of successively lost packets,
if the transmission time interval between the packets is short. Thus, each consid-
ered scheme requires a specifically tailored channel model reflecting the appropriate
transmission time interval and packet size. A separate measurement or simulation
and subsequent training for all possible scenarios would be far too complex.

Therefore, a flexible base channel model is required which can be adapted to
different packet sizes and transmission time intervals. The generalized Gilbert-
Elliott model is a suitable basis of such a flexible model. The following sections
will review the procedure of adapting the transmission time interval of this model
and develop a novel approach for adapting the model to different packet sizes. The
adaptation will be subject to the constraint that the base model is of sufficient
resolution. The resulting extended Gilbert-Elliott model will be used as a basis
for the prediction of residual loss distributions in connection with different FEC
schemes in Chapter 4.

3.2.1 Model Adaptation for Multiples of the Transmission
Time Interval

First, an increase of the transmission time interval from the original value of the
channel model 77 to a new value of Ty is assumed, i.e., an increase by the factor

(3.24)
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The new transmission time interval needs to be an integer multiple of the original
value, such that the factor k; becomes an integer. The adaptation of the channel
model parameters is only possible if this constraint is met. At first, no increase
in the packet size is assumed. Then, the state transition probabilities of the new
effective channel model, denoted with the superscript (k;), can be derived from the
original values as follows [Elliott 1963]:

(k) P cB k
P, = (1 — (P — P, t 3.2ba
“GB P g + PG (1= (Piaa Lna)) ( )
(kt) P Ba k
P, = (1 — (P — P, t 3.25b
EBG T Poas + Piope (1= (Puga — Pusa)™) ( )
k k
Pl —1- P, (3.250)
k k
P =1 PUL (3.25d)

The error probabilities of the two states are unaffected by the change of the trans-
mission time interval:

Y —pq (3.26a)

e

P = Py (3.26D)

The same applies to the probabilities of being in either of the states P ¢ and Fs B,
and therefore, the overall loss rate Py of the channel model remains unchanged as
well. What changes is the distribution of loss lengths due to the modified state
transition probabilities.

3.2.2 Model Adaptation for Arbitrary Packet Sizes

In the following, a novel approach for adapting the channel model to account for
different packet sizes is developed. On channels with a constant transmission rate?,
the packet size is directly proportional to the packet transmission time 7,, which is
defined here as the quotient of packet size L, and transmission rate on the channel

Ran:

Lp
Rch '

(3.27)

Tp =

The packet transmission time should not be confused with the end-to-end delay of
a packet transmission.

2A constant transmission rate is assumed for the channels considered in this work. In case
of heterogeneous networks with several transmission links, the transmission rate of the effective
channel is determined by the link which has the lowest transmission rate.
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The adaptation of the model for different packet sizes is possible if the following
constraints are met: First, the new packet transmission time 7, has to be approxi-

mately an integer multiple of the model’s base transmission time TI/)Z

kp & Tp /T, (3.28)

Second, the base transmission time TI/) needs to be equal to the base transmission
time interval T'ppy, i.e., the base model has to describe the channel at 100 % uti-
lization:

7 = Thyy. (3.29)

An increase of the packet transmission time by the factor k, may result in a higher
loss rate on wireless channels with bit errors. This is determined by the probability
to lose any number and combination of consecutive k, data packages of the original
transmission time T};. However, since the loss probabilities of the sequential packets
depend on the state transitions of this sequence, the state the channel is in at the
start of the following transmission time interval has to be taken into account. This
leads to transition dependent loss probabilities instead of state dependent loss prob-
abilities as considered in the standard Gilbert-Elliott model. The error probabilities
of the adapted model depend on both factors k¢ and &, and are therefore denoted
by the superscript (ki, kp):

kp
(kt,kp) 1 . (k¢ —kp)
Poty” =~y D D Pxzliky) Py (3.30)
Pt,XY Ze{G,B} =1
Here, the error probability Pe(’k)t(’;;p) for a transition from state X to Y, with X, Y €
{G, B}, is calculated using the following terms:

° Zf:pl Px z(i,kp) is the probability of at least 1 and up to k, errors in k,
successive packets according to the original channel model; the channel is in
state X at the first packet and in state Z at the (k, 4+ 1)th packet, with
X, Z € {G,B}.

. Pt(th; "») is the probability of transition from state Z at the (k, + 1)th packet
to state Y at the first packet of the following new transmission time interval
Trrr, with Z)Y € {G,B}

e The sum over Z € {G,B} covers both possible intermediate states at the
(kp + 1)th packet.

° Pt(]?g)y is the probability of transition from state X to Y for two successive
packets at the distance of the new transmission time interval Trpry.

The transition probabilities Pt(f;g-y are calculated according to (3.25a-d) with the
given increase factor. The probabilities of i losses in k;, packets, Pxy (i, kp), are
calculated as will be explained in Section 3.4.
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3.2.3 Examples for the Channel Model Adaptation

Table 3.1 shows some exemplary cases for increasing the transmission time interval
(from first to second row), for increasing the packet transmission time (from second
to third row) or for applying both at the same time (from first to fourth row).
The loss behavior of the resulting packet stream can be derived from the extended
Gilbert-Elliott channel model using (3.25a-d) and (3.30) with the according values
of k;, and k. Note that the base model for the adaptations describes the channel at
100% utilization as required, i.e., the packet transmission time interval equals the
packet transmission time of a single packet.

‘ ki | kp H Packet Transmission Time Line ‘
‘1|1 le‘p?‘pS‘p4‘p5‘p6‘p7‘pS‘...‘
(2 [t ffet] [p2][ [p3] [pd] |.. |
212 pt | p2 | p3 | p4 | ... |
(312 et ] | p2 | | p3 ... |

Table 3.1: Examples of channel model adaptation for increasing transmission time in-
terval and/or packet transmission time. Packet sizes and hence transmission times are
indicated by gray background.

3.3 Modeling Varying Transmission Delay (Jitter)

In the transmission over packet networks, not all packets necessarily experience the
same transmission delay. There are several reasons for such delay variations, also
called jitter, which have been already discussed in Section 2.6.1.

Several distributions have been used in the literature to model the varying trans-
mission delay. The choice of the best suitable distribution depends on the considered
network and application. Measurements of [Sun and Ifeachor 2004] have shown that
in general the Weibull distribution leads to a better fit for VoIP traces than Pareto
and exponential distributions, where the latter is included as a special case in the
Weibull distribution. The Weibull distribution is therefore considered for modeling
delay variation in this work. In general, the choice of a suitable distribution may
vary for different considered channels and applications. Since the general method-
ology described in this work is not limited to the Weibull distribution, it can also
be used with other distributions for specific network and application characteristics
if required.

In time sensitive applications, delay variations may lead to packet losses if the
delay of a packet exceeds its scheduled playout time. The probability of packet loss
caused by delay depends on the available delay budget of the packet. After a short
review of the Weibull distribution, the calculation of this loss probability and its
integration into the packet loss channel model will be explained.
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3.3.1 The Weibull Distribution for Modeling Jitter

The Weibull distribution is defined by its probability density function (PDF)

fx(x)=~va " (x—p)"? e_<T , (3.31)

or its cumulative distribution function (CDF)

Fe(n) = P(X <) =1—¢ () (3.32)

For describing the delay variation of packet transmission, the parameters of the dis-
tribution have the following meanings: The end-to-end delay of a packet is denoted
by x. The parameter p describes the minimum transmission delay of each packet,
which depends on the considered channel, the distance between sender and receiver,
etc. Delay values below this minimum delay are not possible, i.e., fx(z) = 0 and
Fx(z) =0if x < p. Finally, o and ~ are the general scale and shape parameters of
the Weibull distribution and therefore determine the actual form of the distribution
depending on the network’s delay characteristic. The Weibull distribution contains
the exponential distribution as special case for v = 1.

Example for VoIP traces in the Internet

The example shown in Figure 3.3 has been taken from [Sun and Ifeachor 2004]. The
figure shows the PDF and CDF of the delay variation derived from measurements
of VoIP traces from Plymouth, UK, to Beijing, China. For these traces, the param-
eters of the Weibull distribution have been determined as p = 116 ms, a = 15.9,
v = 0.4451.
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Figure 3.3: Weibull distribution modeling the measured delay variation of VolP traces
from Plymouth, UK, to Beijing, China, taken from [Sun and Ifeachor 2004|. Weibull
parameters: y = 116 ms, o = 15.9, v = 0.4451
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3.3.2 Packet Loss Due to Jitter Depending on Receiver
Buffer Length

Besides losses caused by transmission errors and buffer overflows, packets can also
be lost due to jitter. In this case, the packet is still arriving at the receiver, however,
it arrives to late to be considered. The amount of losses due to jitter depends on
the chosen jitter buffer length [jp at the receiver. The larger the buffer, the more
time does a packet have to arrive. However, for most applications, especially for
conversational services like Voice over IP or video telephony, the tolerable end-to-
end delay is limited. Therefore, the length of the jitter buffer is also limited, since
it determines the resulting end-to-end delay of the service. Depending on the jitter
buffer length available at the receiver, [jg, the probability of packet loss due to
jitter, i.e. the probability of a packet arriving too late, is given by

Py =P(r, > 1) =1 Fx(lyB). (3.33)

3.3.3 Incorporating Jitter Losses into the Gilbert-Elliott
Packet Loss Model

The Gilbert-Elliott model described in Section 3.1.3 models end-to-end packet losses
which include jitter based losses only if the model is trained for a specific transmis-
sion scenario with a fixed jitter buffer length at the receiver. In this case, however,
the model cannot be used for optimizing the jitter buffer length itself. Hence, an
alternative approach is needed for incorporating jitter based losses into the model
while retaining the jitter buffer length as a parameter. Such an approach shall be
developed in the following.

The Gilbert-Elliott channel model is trained without consideration of losses due
to jitter, i.e., a receiver jitter buffer of indefinite length is assumed. The packet
losses due to jitter can afterwards be incorporated into the model by modification
of the error probabilities, which then become dependent on the chosen jitter buffer
length [j5. The new loss probabilities for the two states are defined by the events
of packet loss due to transmission errors and packet loss due to delay. These two
events are not disjoint, i.e., a packet could be delayed so that it would have to be
regarded lost and at the same time it may also be affected by transmission errors. In
the following, it is assumed that these events are statistically independent. Hence,
the loss probabilities of the two states in the Gilbert-Elliott model become

e/,G = Poag+P,y;—FPa- B, (3.34a)
w5 = FPep+Pj—Pep-Fis (3.34b)

The resulting total loss rate then becomes
P/=Pic-P.g+Pp-P.g (3.35)

The assumption of statistical independence implies that transmission errors and
delay variations are of independent origin. In case of network congestion, delay
and loss due to buffer overflows may not be completely independent. However, this
dependency is not considered in this work.
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3.4 Deriving Probabilities of Loss Patterns from
Model Parameters

For evaluating the expected quality of multimedia transmission in packet networks,
the probabilities of occurrence of specific loss patterns are required. Particularly
in conjunction with forward error correction schemes, the detailed knowledge of
such probabilities is necessary to predict the residual loss distribution after error
correction. In the following, the calculation of these probabilities is explained for
the generalized Gilbert-Elliott model from Section 3.1.3 following the derivation in
|[Elliott 1963]. Subsequently, the probabilities are derived for the extended model
introduced in Section 3.2, thereby providing the means for a reliable comparison of
packet streams with different packet sizes and transmission time intervals. The de-
rived probabilities are utilized in the evaluation of different forward error correction
schemes as will be discussed in Chapter 4.

3.4.1 Generalized Gilbert-Elliott Model

Consider a group of n successive packets. The probability of m losses in these n
consecutive packets will be denoted as Pxy (m,n), with the two subscripts indi-
cating the channel state X at the first packet and state Y at the packet directly
following the group of packets, i.e., the (n+1)-th packet. X and Y can assume
either one of the model states, G and B, i.e., X, Y € {G,B}.

The probability of m losses in n consecutive packets with arbitrary channel states
at the first and following packets can be calculated according to [Elliott 1963| as

P(m,n) = Py (Pac(m,n) + Peg(m,n)) + Pss(Psc(m,n) + Pgs(m,n))
= Z Ps,X PXY m TL) (336)
E{G B}

with the probabilities to be in a certain state, P x, X € {G, B}, calculated as given
n (3.8), and the following conditional probabilities:

e Pgia(m,n): Pr(m losses in n packets; in G at n + 1-th packet | start in G),
o Pgp(m,n): Pr(m losses in n packets; in B at n + 1-th packet | start in G),
e Pgg(m,n): Pr(m losses in n packets; in G at n + 1-th packet | start in B),
e Pgp(m,n): Pr(m losses in n packets; in B at n 4 1-th packet | start in B).

The probabilities Pxy (m,n), X,Y € {G,B}, can be derived by recursive calcula-
tion:
Pxy(m,n) =(1 - P x) (P, xc - Pay(m,n—1)+ P, xB - Pgy(m,n—1))

(3.37)
+ Pe x (P, xa - Pay(m—1,n—1) + P, xB - Pry(m—1,n—1)),

where the respective terms stand for the following probabilities:
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(1 - P, x) P xc Pay(m,n —1): no loss in state X, transition to state G, m
losses occur in the following n — 1 packets, channel is in state Y at following
packet

e (1 - P, x)P xgPsy(m,n—1): no loss in state X, transition to state B, m
losses occur in the following n — 1 packets, channel is in state Y at following
packet

o P. x P, xg Pay(m —1,n—1): loss in state X, transition to state G, m — 1
losses occur in the following n — 1 packets, channel is in state Y at following
packet

o P. x P, xgPgy(m —1,n—1): loss in state X, transition to state B, m — 1
losses occur in the following n — 1 packets, channel is in state Y at following
packet

The initial terms of the recursions in (3.37) are given by

Pxy(0,1) = (1-Pex)P xv, (3.38a)
Pxy(1,1) = Pex P xv, (3.38Db)
> Pxy(0,1) = 1-P.x, (3.38c¢)
Ye{G,B}
> Pxy(1,1) = Pux, (3.38d)
Ye{G,B}

and Pxy(m,n) =0 for m < 0and m >n; X,Y € {G,B}.

3.4.2 Extended Gilbert-Elliott Model

The error and transition probabilities of the extended channel model are marked by
a superscript (k) or (k¢, kp), as introduced in Section 3.2, reflecting the increase fac-
tors of the transmission time interval, k¢, and the packet size or packet transmission
time, k,, respectively. These superscripts will also be applied to the probabilities
describing loss distributions, e.g., the probabilities of occurrence of m losses in n
successive packets as derived in the following. When applied to the calculation of
residual loss probabilities for forward error correction schemes in Chapter 4, the
superscripts will be omitted to facilitate better readability.

As derived in Section 3.2.2, the error probabilities, i.e., the loss probabilities
of a packet in each state, become dependent on the transition probabilities when
considering an increased packet size. Therefore, the probabilities describing the
event of m packet losses in a group of n consecutive packets have to be modified
accordingly by replacing the respective error probabilities in (3.36) and (3.37) with
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their transition dependent forms from (3.30) resulting in the following probabilities
for the extended Gilbert-Elliott model:

p(ktkp) (m, n) =P, (Péké,kp) (m, n) + P((}Iigt’kp) (m, n))
+ Py (PSP (m,n) + P (m, m))

= 3 Px P (myn)
XY
€{G,B}

(3.39)

for arbitrary channel states at the first and following packet. The probabilities

P)((k}’kp)(m, n) are calculated recursively according to

(kt,kp) (k¢ kp) k (kt,kp)
Pyt (myn) = (1 - PUCEP) PUE, PO (myn — 1)

kt .k k ki .k
+ (1= P P P (mym - 1)

(3.40)
kb k kg, k
+ P Pl POy m —1n — 1)
ki k k kg k
+ Pt Py Py ™ (m— 1 - 1),
with the following initial terms:
ky,k ki, k k
PEE(0,1) = (1 - PYe) PO, (3.41a)
ki k kg k k
PEE(1,1) = Pe(,;ﬁyp) P (3.41b)
(Kt kp) (ke kp) p(k (kt:kp) p(k
Z PX;E' P (17 1) - Pe,)t(Gp Pt(,)‘(ﬂ')Gr + Pe,)ng Pt(,)gg
Ye{G,B}
kp
=3 (Pxaliky) + Pxnli k), (3.41c)
i=1
ki, k ki .k
oo P on=1- > PR, (3.41d)

Ye{G,B} Ye{G,B}
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Analysis of Forward Error
Correction Capabilities on
Packet Transmission Channels

In the transmission of speech and audio over heterogeneous IP networks, the packets
possibly cross several transmission links between sender and receiver. These links
may all have different properties in terms of available data rate, transmission delay,
delay variation (jitter), and packet loss. Wireless links are prone to interference,
fading effects, and noise, resulting in bit errors within the received signal which
lead to packet losses if not corrected. Channel coding schemes are therefore usually
employed at the physical layer in order to protect the transmitted bits and minimize
the resulting block error rate and thereby the resulting packet loss rate. A more
detailed discussion on the properties of different transmission channels and the
means employed for physical layer error protection is given in Section 2.5.

In general, an application has no way of influencing the parameters of interme-
diate transmission links, e.g., the code rate of physical layer error protection. A way
to control the end-to-end quality of packet-based transmissions of speech or other
multimedia signals like music or video is to implement an error protection scheme
on a higher system level, i.e., on the packet level. In the terminology of the Open
Systems Interconnection (OSI) Reference Model [ITU-T Rec. X.200 1994; ISO/IEC
7498-1:1994 1994|, the end-to-end protection is applied on the application layer,
where also media encoding and RTP packetization is located.

Both, application and transmission network set certain constraints on the design
of suitable end-to-end forward error correction (FEC) schemes: The available data
rate on the channel limits the maximum amount of redundancy that can be added,
and the delay constraints of the application restrict the choice of an applicable
FEC scheme and its parameterization. Furthermore, the computational complexity
may have to be considered when developing solutions for specific products with
limited processing power and battery capacity, e.g., mobile devices. Under these
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constraints, the design of the end-to-end FEC scheme will have to be optimized for
the expected channel behavior, i.e., the nature and distribution of losses, i.e., their
frequency and burstiness.

The application of media independent error protection schemes for packet-based
transmission of speech, music, or video frames has been widely considered, imple-
mented, and described in the literature. Furthermore, standardization efforts
have been made in the IETF to define appropriate RTP payload formats, e.g., in
[Li 2007] (cf. Section 2.4.1). However, a still not sufficiently answered question
is how to optimally utilize the available techniques, i.e., which scheme and which
parameterization should be used in a specific situation. The optimization requires
knowledge about the error protection capabilities of each considered scheme. More
specific, the residual loss distribution of frames at the receiver after error correction
has to be determined.

In this chapter, theoretical calculations of the correction capabilities of different
forward error correction schemes will be developed. The derived formulas will then
subsequently be applied in Chapter 5 to real-life speech and audio transmission
scenarios over various networks, demonstrating their applicability for determining
the best suitable system parameterization.

The considerations in this chapter will focus on media independent schemes for
end-to-end error protection by FEC which are suitable for application in packet-
based audio transmission. The concepts, e.g., standard block codes or XOR com-
binations, will be applied on packet level to complete media frames, i.e., the FEC
codes are applied in parallel for every bit or byte position of two or more successive
media frames such that a certain number of parity frames is generated, depend-
ing on the code rate of the FEC code. These parity or FEC frames can then be
transmitted either in separate FEC packets or more efficiently by piggybacking®
the FEC frames one by one to the following packets containing further original me-
dia frames. A separate transmission of the FEC frames may be required, e.g., if
backwards compatibility has to be ensured. At the receiver, the positions of errors,
i.e., lost frames, can be derived from the sequence numbers in the RTP headers of
received packets. Hence, the receiver knows which original and which FEC frames
are lost. Then, an erasure correction of a certain number of losses in a certain group
of frames can be performed, depending on the error correction capabilities of the
code. Based on the adaptable channel model introduced in Chapter 3, probabil-
ities are derived for a set of common FEC schemes in Section 4.1 which describe
the resulting loss distribution after erasure decoding, i.e., frame regeneration, at
the receiver. The calculations include the adaptation of the channel model to the
specific properties of the considered FEC scheme, i.e., the resulting packet size and
transmission time interval. Thereby, the capabilities of different FEC schemes can
be reliably compared for a given transmission channel, as discussed in Chapter 5.

1Piggybacking in packet data transmission denotes the transmission of additional information,
i.e., here the FEC frames, within the same packet payload as some other information, i.e., here
the media frames. Hence, the FEC frames are piggybacked to the media frames.
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An alternative approach to systematically adding redundancy by applying for-
ward error correction is to use retransmission in case of packet loss as discussed in
Section 4.2. Such a retransmission can be initiated by the receiver using standard
Automatic Repeat-reQuest (ARQ) protocols [Comroe and Costello 1984; Fairhurst
and Wood 2002], e.g., Selective Repeat AR(Q). However, for real-time services in
heterogeneous networks an end-to-end based ARQ scheme would usually cause too
much delay. Retransmission may nevertheless be used efficiently if it is directly
applied on the physical or data link layer of a wireless transmission system. A
prominent example is the Hybrid ARQ (HARQ) technique applied on UMTS-HSPA
channels. A more detailed discussion on the conditions under which FEC or ARQ
schemes are preferred is given in Section 2.7.1. The remaining frame loss rate and
distribution after a limited number of transmission attempts are derived in Sec-
tion 4.2. The performance and data rate efficiency of retransmission schemes is then
compared to redundancy adding forward error correction schemes in Section 5.2.2.

Finally, in Section 4.3 the evaluation of FEC capabilities will be discussed for
channels with varying transmission delay (jitter), where FEC frames can also be
utilized to recover frames from delayed packets. The calculation of the loss prob-
ability of a specific frame after possible regeneration from other media and FEC
frames has to consider different delay budgets for each involved packet. The appli-
cation of FEC schemes in such transmission scenarios may allow for a reduction of
the receiver buffer length and thereby the end-to-end delay.

4.1 Theoretical Determination of Residual Losses
for Different FEC Schemes

In this section, different forward error correction (FEC) schemes for application on
packet level are discussed. The focus is on block codes (e.g., Reed-Solomon codes),
exclusive disjunction, i.e., XOR combinations of frames, as well as on a compu-
tationally very simple frame repetition scheme. All these schemes are applied in
existing services of multimedia IP transmission. In the literature, several approaches
have been made to derive the theoretical performance of some of these schemes on
a packet loss channel. The residual frame loss rate and mean burst length when
applying a Reed-Solomon code have been calculated in [Frossard 2001]|, assuming
that the FEC frames were transmitted separately from the original frames in spe-
cific FEC packets. [Jiang and Schulzrinne 2002] showed a similar calculation for
piggybacking the FEC frames to the following media frame packets. Both used
the simplified Gilbert model in which the states directly determine the reception or
loss of a packet (P.,c = 0 and P.p = 1, cf. Section 3.1.3.3). In Appendix E.2 it
has been shown that this simplified model is not sufficient in describing the effects
of packet loss on wireless packet channels like UMTS and WLAN, especially when
considering a flexible model that should be adapted for different transmission time
intervals and packet sizes. Although a change of the transmission time interval has
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been considered in [Jiang and Schulzrinne 2002], the influence of the packet size has
been neglected.

The following sections consider the different FEC schemes mentioned above.
Depending on the variable parameters of each code, the packet sizes and transmis-
sion time intervals of each scheme are determined, considering both a separate and
piggybacked transmission of the FEC frames. Furthermore, the required data rate
and the resulting delay will be computed. Finally, the residual loss probabilities and
burst lengths after erasure correction will be derived. In contrast to [Frossard 2001]
and [Jiang and Schulzrinne 2002], the derivation of these properties is based on
the extended Gilbert-Elliott model as introduced in Section 3.2, thereby correctly
including the dependencies on the packet transmission time interval and the packet
size. This allows for a realistic and fair comparison of the different schemes and
their individual parameterizations on wireless packet channels. The determination
of the optimal scheme and parameterization is discussed for various channels and
application scenarios in Chapter 5.

4.1.1 Interleaved Transmission of Media Frames

In general, wireless transmission channels, such as Wireless LAN, do not produce
statistically independent packet losses, but rather bursts of packet losses (cf. analysis
of channel measurements in Appendix E.2). A well-known concept to cope with
bursty error distributions is to employ an interleaver which breaks up long error
bursts into several shorter ones. Interleavers are applied, e.g., to the bit stream in
mobile communication systems or to the data stored on digital storage media like
CD/DVD.

Since the errors in the considered transmission systems consist of packet losses
and therefore of complete media frames (assuming the transmission of one or several
media and/or FEC frames per packet), the interleaver has to operate on packet
level. Interleaving on packet level is achieved by reordering the frames prior to
transmission, such that the transmission time point of successive frames is drawn
further apart. The resulting loss distribution after deinterleaving, i.e., reordering at
the receiver, consists of mainly short loss lengths (i.e. single frames) which can be
recovered more efficiently by the used frame level FEC schemes. If no FEC can be
applied, shorter losses are also more easily concealed by the packet loss concealment
routine at the receiver (cf. Chapter 6). However, the objective of an interleaver can
only be achieved at the expense of an increased end-to-end delay.

In the following, a general block interleaver is considered which is defined by
two parameters, the interleaver depth dj and the interleaver length [;;. Consider
the following example with d;; = [;; = 3. Two successive blocks of dj; - [;; = 9 frames
are shown, represented by consecutively numbered squares:

l;; columns l;; columns

10417 10 | 13 | 16
21 5| 8 11| 14 | 17
31619 12 | 15 | 18

d; rows
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The encoded media frames are written column-wise into the interleaver matrix at
the sender. Once a block is complete, i.e., the matrix is filled, the frames are read
out row-wise and sent as payload in individual packets, resulting in the following
transmission order:

block 1 block 2

L] l7][2][5][s][3] (6 ][9] [10][x3][x6][x1][1a][s7][12][15][18]

This procedure is repeated for every block of dj; - [;; frames. The receiver buffers the
received frames before play-out for reconstructing the correct order. Consequently,
a block interleaver causes a delay of about 2 dj [;; times the length of a frame?. The
interleaver length [;; determines the distance in the interleaved sequence between
two originally consecutive frames, while the interleaver depth d; determines the
original distance between two consecutive frames from the interleaved sequence.
The appropriate choice of the interleaver parameters d;; and [;; depends on the
considered FEC scheme and the expected packet loss distribution on the channel,
as well as a possible delay constraint.

The effect of an interleaver which spreads successive frames by the length [;;
can be approximated through an adaptation of the channel model as described in
Section 3.2 by increasing the transmission time interval of the original packet stream,
Trr1, to a new effective transmission time interval Tfﬁrl = l; - Trr1. Assuming that
the channel model is based on an arbitrary transmission time interval T.,; which
not necessarily has to equal the transmission time interval of the considered packet
stream, T, the adaptation factor is calculated as

eff .
b = 211 - HUTTL (4.1
TTI TTI
The interleaving of frames does not increase the size of the packets, i.e., only pos-
sibly differing packet sizes of the channel model and the packet stream need to be
considered in the adaptation factor k, = 7,/7;. If the transmission time interval
and the packet size of the channel model already equal those of the considered
packet stream, i.e., Tp; = Trrr and TI/) = Tp, the adjustment of the interleaver is
done with k¢ = [; and k, = 1.

For such a modification of the channel model an ideal behavior of the interleaver
is assumed, i.e., that two originally successive frames are always spaced [;; packets
apart in the interleaved sequence. However, at the boundaries of successive blocks,
the described block interleaver does not increase the distance of the last frame of
the previous block and the first frame of the following block. This block boundary
effect can have a significant impact on the performance of the interleaver when it
occurs too often, i.e., when d; and [; are small. For these cases it is beneficial to use
a slightly modified interleaver, where the rows of the matrix in the example above

2 An efficient implementation can reduce the delay to a minimum of 2(dy; — 1)(l;; — 1) times the
length of a frame, since the transmission can already start before the matrix is completely filled.



58 4 Analysis of FEC Capabilities on Packet Transmission Channels

are transmitted in reverse order?, resulting in the following transmitted sequence
of frames:

block 1 block 2
[4] 8] [5][2][9][6][3] [x6][13][10][17][14][11][18][15][12]

4.1.2 Overview of Considered FEC Schemes

A large variety of possible forward error correction techniques may be applied on
packet level for end-to-end protection on packet-switched channels. The forward
error correction schemes considered in this work are a low complex repetition of
frames, the exclusive disjunction of frames (i.e. XOR combination), and a flexible
block code, e.g., implemented as Reed-Solomon code. For each of these schemes,
the FEC frames may either be transmitted in separate FEC packets or they may
be piggybacked to the original media packets.

Figures 4.1 and 4.2 visualize each scheme and explain the packetization of media
and FEC frames as well as the timing of each packet transmission. The successive
media frames are denoted by rectangles marked with the letters w,z,vy, z,a, b, c, d,
or with a1, as,...,b1,bs,... for the block codes shown in Figure 4.2. FEC frames
can be copies of original frames and are then marked like the original itself. If FEC
frames are the result of an XOR combination of two frames, they are marked with
a ‘+’ symbol in between the letters of the contributing frames, e.g., a + b. Finally,
FEC frames which are derived as parity frames from block codes are denoted by
a line over the letter of the according block, e.g., @1,as,.... Depending on the
considered scheme, several media and FEC frames together or each frame by itself
form a packet’s payload. The packet headers are indicated by black squares.

Depending on its parameterization and the chosen transmission strategy, each
FEC scheme may lead to different packet sizes and time points of packet transmis-
sion, as visualized in the figures, and consequently to different packet data rates and
end-to-end delays. For every FEC scheme, the formulas of the transmission time
interval 71 and the packet transmission time 7, are given in Table 4.1, together
with the packet data rate R, and the end-to-end delay D that the application of
each scheme requires.

The packet transmission time interval, Tppr, is the time distance between the
transmission of successive media or FEC packets. When the FEC frames are trans-
mitted in separate FEC packets, they still have to be sent within the original length
of a frame, Tt, preferably regularly spaced in this interval as shown for the different
FEC schemes in Figure 4.1. In the piggybacked transmission scenarios, the packets
are transmitted at the original transmission time interval which equals the frame
length in a packet, T%.

The packet transmission time, 7, is defined as the time that a fixed-rate trans-
mission channel is occupied with the transmission of a packet. It is determined by

31n this case, an efficient implementation can only reduce the delay to a minimum of 2d;;(l;; — 1)
times the length of a frame.
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the size of the packet headers Ly, (possibly including layer 2 headers, cf. Section 2.5),
the size of a media/FEC frame L, the number of frames transmitted in a packet,
and finally the transmission rate R., on the channel. Hence, for the transmission of
media and FEC frames in separate packets, all packets have the same size and packet
transmission time as the original media packets. For the piggybacked transmission
schemes, the packet size depends on the considered scheme and parameterization.
The time it takes to transmit a single packet may be considerably smaller than the
transmission time interval, e.g., on high data rate channels. In Figure 4.1 and 4.2,
the relations of header size to payload size, as well as packet transmission time to
transmission time interval are only exemplary and do not necessarily reflect realistic
proportions. In real applications, these relations depend on the chosen media codec,
the channel data rate, and other factors.

The packet data rate, R, is determined by packet size and frequency, i.e., the
number of packets transmitted per time interval. The minimum end-to-end delay of
the media signal, D, consists of a contribution from the sender, D, the transmission
delay of the network, D;,, and a contribution from the receiver, D,., as discussed
in detail in Section 2.6.1. For the delay calculations in this section, a real-time
speech communication is assumed. For reasons of simplicity, the processing delays
of sender and receiver are neglected, i.e., Dg proc = Dy proc = 0, and the employed
speech codec is assumed to have no lookahead, i.e., T}, = 0. The delay contribution
of the sender then consists only of the algorithmic delay for collecting the media
frame(s) before encoding, optional interleaving, and transmission. The speech codec
is further assumed to have a constant bit rate and frame length 7;.* Depending
on the utilized FEC scheme and interleaver settings, several frames may need to be
collected before the first packet is transmitted which contributes to the sender delay
D;. For streaming applications, the delay contribution of the sender, Dy, is always
zero as all frames can be assumed to be already encoded and readily available from
a storage medium. Finally, the receiver buffer length D, needs to be large enough
so that the FEC frames in following packets can be utilized to recover a lost media
frame.

A more detailed discussion of each scheme and its parameterization is given in
the following sections.

No Forward Error Correction

If no forward error correction is applied, i.e., no redundancy is added, the transmit-
ted frames are not protected against packet losses. The loss distribution, however,
can be influenced by an interleaved transmission of the frames. This will not reduce
the final loss rate, but it will reduce the mean burst length of losses in the signal.
Through the use of an interleaver, longer loss bursts are broken into shorter losses,
which are easier to conceal by packet loss concealment (PLC) algorithms (cf. Chap-
ter 6). In the following, a quadratic block interleaver is considered with a variable
interleaver length [;; and interleaver depth dy = [j.

4The frame length may be the chosen length of a codec with arbitrary but fixed frame length
or a multiple of the codec’s fixed frame length as defined in Section 2.4.1.
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Repetition Code

The simplest and computationally least expensive way of adding redundancy is to
use a repetition code, i.e., to transmit several identical copies of a media frame in
different packets. The receiver needs to receive one of these copies, otherwise the
frame is lost. However, the repetition code leads to a high increase of the transmis-
sion data rate and is in this aspect the most inefficient way of adding redundancy.
The number of repetitions of each media frame is given by the parameter p, i.e.,
including the original copy every frame is sent p+ 1 times. The repetitions are either
sent in separate packets of their own or piggybacked to following packets containing
other media frames (originals and repetitions).

When transmitting repetitions of media frames in separate packets, the order of
transmission can be set to one of the following two possibilities. In REP Scheme 1),
the original frame and its repetitions are all sent consecutively in separate packets
within the original transmission time interval, which amounts to the frame length
Tt. An optional block interleaver for this scheme should use a fixed interleaver depth
diy = 2(p+1) such that the copies of two successive original frames are spaced apart
by another packet. A suitable interleaver length [;; then determines the distance
of the different copies of a frame and has to be chosen depending on the desired
capability and the burst characteristics of the channel. Another approach, as shown
in REP Scheme 2), is to transmit within a frame length Tt first the original frame,
then the copy of the previous frame, followed by a copy of the previous to the
previous, and so on. Thus, the distance between the copies of a frame is increased
at the expense of a higher delay, which should lead to a higher robustness against
burst errors. This results in an interleaved transmission of the frames, although
different from the above block interleaver. No further block interleaver is therefore
considered for this scheme.

The repetitions can also be piggybacked to the following packets containing
originals and repetitions of other media frames (REP-PB). Here, the distance pa-
rameter d, controls to which packet a repeated frame is attached, i.e., how many
packets lie between each copy of a frame. Packet n then contains the following
frame numbers: n,n—d,,n—2d,,...,n—pd,. Examples are given in Figure 4.1.
The use of a distance d, > 1 has a similar effect compared to the use of a block
interleaver before transmitting the packets, because it spreads the copies of a sin-
gle frame further apart in time and is therefore able to recover from longer burst
losses. At the same time, a significantly lower delay is required compared to a block
interleaver with the same performance. Therefore, a further block interleaver is not
considered.

Exclusive Disjunction (XOR) Schemes

XOR schemes are more rate efficient and require a slightly higher computational
complexity than the repetition scheme above, but it is still low compared to the
block codes discussed below. In the XOR schemes, several media frames are bitwise
added modulo 2 to generate additional FEC frames which can be used at the receiver
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to regenerate lost frames. In the considered scenarios the frames have all the same
length. If the involved media frames were of different lengths, the shorter ones would
have to be padded with zeros before the XOR operation such that all involved frames
have the same length.> The erasure correction capabilities of simple XOR schemes
are limited and they are not as flexible as other schemes in terms of code rate and
block length (cf. Reed-Solomon codes below). Nevertheless, XOR schemes are still
sufficient in many cases and have the advantage of a low computational complexity.

Two exemplary schemes of generating XOR combinations of two successive me-
dia frames are considered here. The schemes differ in the amount of redundancy,
i.e., in the resulting data rate. As for the repetition code, the FEC frames may be
either transmitted as separate packets or piggybacked to subsequent media pack-
ets. The first XOR code (XOR Scheme 1) and XOR-PB Scheme 1)) generates an
FEC frame for every group of two successive media frames, resulting in a code rate
of r. = 2/3. The second code (XOR Scheme 2) and XOR-PB Schemes 2a,b,c))
generates a new FEC frame after each media frame as XOR combination of the
two previous original frames, thereby transmitting information on a specific frame
additionally as part of two FEC frames. The code rate then results to r. = 1/2.
For the piggybacked transmission of this scheme, three different delays for attaching
the FEC data are considered (see XOR-PB Schemes 2a,b,c) in Figure 4.1). At the
expense of a slightly increased overall delay, a higher robustness against packet loss
bursts can be achieved when the FEC data is further separated from the original
media frame.

The receiver needs to wait for future packets with media and FEC frames that
can be used to reconstruct a previously lost frame. Theoretically, the reception of an
original frame may allow the iterative reconstruction of frames a long distance in the
past, if all intermediate FEC frames have been received. In practical applications,
the delay is limited and the receiver can only wait for a certain number d, of
frame lengths T} for future packets to arrive. A choice of d,. = 4 for XOR Scheme
2) (separate transmission of FEC frames) has shown to be the best compromise
between delay and performance. For the piggybacked XOR-PB Scheme 2a), a

choice of dfa) = 4 leads to the best compromise. To include the same amount
of information for reconstruction in XOR-PB Schemes 2b) and 2c¢), d, has to be

chosen as d%b) = d%a) +1=>5and dzc) = d?a’) +2=6.

When transmitting the FEC data in separate packets, the dimensioning of an
optional block interleaver uses a fixed interleaver depth dy = 6 for XOR Scheme 1)
and dy = 10 for XOR Scheme 2) to achieve a sufficient spacing of the frames. A
suitable interleaver length [;; has to be chosen depending on the desired capability
and the burst characteristics of the channel. Again, no interleaving is considered
for the piggybacked transmission schemes.

51f the information on the original lengths of the frames is not already part of the frame data,
it has to be communicated to the receiver, e.g., using respective payload header fields in the
according payload format, e.g., [Li 2007].
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Block Codes

Block codes, e.g., Reed-Solomon (RS) codes, provide a flexible way of applying
forward error correction to the packet stream with arbitrary amounts of redun-
dancy. However, they are also computationally more complex when compared to
the schemes described in the previous sections. A systematic (n, k)-block code adds
n—Fk parity frames to each group of £ media frames, resulting in a total of n code
frames describing the k£ media frames. When applying a Reed-Solomon Code, the
code usually operates on symbols of 8 bit length, i.e., on complete bytes. The calcu-
lation of the parity information is then performed in parallel for each byte position
of the k media frames, resulting in the according bytes of the n—k parity frames. If
the k£ media frames of one encoding block are of different lengths, the shorter ones
first have to be extended with bytes of zeros such that all frames have the same
length. The padding bytes are only needed for the encoding process and do not
have to be transmitted. The parity frames therefore always have the length of the
longest frame of the current group of k contributing frames.

Block codes can detect and correct a certain number of errors within an encoded
block, depending on the chosen parameterization of the code. In the considered
application of packet transmission, errors need not be detected, but are known at
the receiver in form of erasure information, i.e., the position of lost packets and
the contained frames. The receiver can therefore perform an erasure correction
(recovery) of up to n—k lost frames within a group of n encoded frames.

The transmission of the n—k FEC frames, either in separate FEC packets or
piggybacked to the original media packets, is visualized in Figure 4.2. The string
of media packets is segmented into groups of k packets, denoted by a;, b;, and so
forth, with ¢ = 1,...,k. The parity (FEC) frames which are calculated for each
group of media frames are denoted by a line above the letter, e.g., for group a; the
FEC frames are denoted by @; with j =1,...,n — k.

In case media and FEC frames are transmitted in separate packets (RS schemes),
the transmission of an encoded block of packets, i.e., the media and FEC packets of
a group, can start when all media packets of this group are available and the FEC
packets have been generated. Figure 4.2 shows the transmission time points of the
packets for several exemplary combinations of n and k. An optional interleaver uses
a fixed interleaver depth d;; = n and a suitable interleaver length [;; depending on
the desired capability and the burst characteristics of the channel.

The piggybacked transmission of FEC frames (RS-PB schemes) is visualized
in Figure 4.2 using the same n, k combinations as for the separate transmission.
For an optional block interleaver, the following choice of the interleaver depth d;
assures that the distance between two successive parts of an encoded block is always
at least the given interleaver length [j:

dyy = [ﬂ k. (4.2)
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4.1.3 Data Rate and Delay Constraints

The packet data rate R, of the transmission is constrained by the capacity of the
channel or in case of multiplexed transmission of several packet streams, by the
capacity of the logical channel of a single stream. The data rate R, is therefore
limited and cannot exceed the maximum available data rate R, max, i.e.,

Rp < Rp,max- (4.3)

This constraint limits the possible code rate, i.e., the amount of redundancy that
can be added by any FEC scheme, and therefore limits the parameterization of the
different schemes. It also influences the choice of the codec, i.e., the encoding rate,
and the frame length to transmit in each packet, because the latter determines
the resulting header overhead. The choice of an optimal frame length and the
determination of an optimal trade-off between encoding rate and added redundancy
is discussed in Section 5.2 of the following chapter.

The transmission of multimedia frames usually requires a low end-to-end signal
delay. This constraint of a maximum delay Dy .« is more or less tight depending
on the considered application, e.g., conversational or streaming services:

D < Doy (4.4)

The delay constraint limits the parameterization of the FEC schemes and partic-
ularly the possible interleaver length [;;, depending on the frame length 7} of the
codec.

The specific limitations of parameters depending on the maximum available data
rate R, max and the maximum tolerable delay Dy,.x are listed in Table 4.2 for all
considered FEC schemes. Most parameter constraints can be directly derived from
the according formulas of the packet data rate I, and end-to-end delay D given for
each scheme in Table 4.1. An exemplary case shall be considered in more detail:
For the block code with separate transmission of media and FEC packets (RS), the
delay D must not exceed the given maximum Dy ,y:

k
<2 k — —) Tt + Dix < Diax- (4.5)
n
Furthermore, the data rate I?, must not exceed the available maximum data rate
Rp,max:
n Ly + Lt
- A - 4.6
P < By (4.6

Hence, the code rate r. = k/n to use must be larger than a minimum value, i.e.,

E > 7Lh + Ly ) (4.7)
n Rp,max Tf
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Assuming the minimum possible code rate according to (4.7), this value can be sub-

stituted in (4.5) to finally derive a maximum value for the length of an information
block k:

(DmaX - Dtx) Rp,max + Lh + Lf

k<
- 2 Rp,max Tf

(4.8)

4.1.4 No Forward Error Correction

For the calculation of the frame loss distribution in case of no forward error cor-
rection, but optional interleaving, the given channel model (with possibly differing
Tty and 7)) needs to be adjusted to the actual transmission time interval and
packet size as described in Section 3.2. The effect of an interleaver can be included
according to Section 4.1.1, finally resulting in the following adjustment factors for
the transmission time interval and packet size, k; and &, respectively:

Ty LTrr T T Ln+ Lg
o=yt = T = s A k= = (4.9)
TTI TTI TTI Tp ch Tp

In the following, all probabilities are assumed to be derived from the appropriately
adjusted channel model. The superscripts (i, kp) indicating the adjustment factors
of the channel model are omitted in order to facilitate readability.

The frame loss probability Py at the receiver is the probability of losing a single
packet, since no error correction is possible:

Py = P(1,1). (4.10)

The term P(m,n) denotes the probability of losing m out of n consecutive packets
which is calculated from the adjusted channel model as explained in Section 3.4.
Here, the different possibilities of channel states at the first and at the (n+1)-th
packet are included with their respective probabilities.

A frame loss burst is defined in this work as the event of loosing a certain number
of consecutive frames. Hence, the loss of a single frame also constitutes a burst —
a burst of length 1 — if the preceding and following frames are received. A burst
start is defined as the event of losing a media frame after receiving the preceding
media frame. Considering no forward error correction, each packet contains a single
media frame. Hence, the probability of a burst start P, ¢ is given as the probability
to first receive a packet and then to lose the next packet. This probability can be
determined with the general probability of losing m out of n packets, Pxy (m,n),
assuming that the channel is in state X at the first packet and in state Y at the
(n+1)-th packet:

Pos= Y Pyx Pxy(0,1)(Pyg(L,1)+ Pyp(1,1)). (4.11)

XY
€{G,B}
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Scheme R, < Ry max D < Dpax
Ly +L [Dmax—D
no FEC % S Rp,max lil S %ftx
Dmax —Dyx —T¢
p S 2 Tf‘l‘DtX—DrnaX ’
Rp,max T :
REP Scheme 1) P < W —1 if Dmax < 2Tf + Dtx;
Dmax—D
lil S mEZXTf tx
_ 122
p< 4 \/(—“21) +a+1,
. Dmax—D
with ¢ = =& ——tx _ 9.
REP Scheme 2) p < fpmaxTp T ’
htLf < Dmax—Dix 2
p ~ Tf I
if Dpax is large
Rp’max Tf—Lh—Lf DmaX_Dtx_Tf
REP-PB p= i; prdp < Ti
3 Ly+L Dmax—D
XOR Scheme 1) 5 hTf L < Ry max Iy < %ftx
Ly+L dyr < DrMX_TDtX_T]f
XOR Scheme 2) 2 b=t < Ry max £
f I < Dmax—Dix
il = 10Ty
Ly+5 L
XOR-PB Scheme 1) % < Rp max 3Tt + Dix < Diax
Lh—‘y—QLf Dmax—Dy —Tf
XOR-PB Scheme 2) T < Rp max d, < T X
E < (Dmax —Dix) Rp,max+Lyp+Lg
RS k> _Intle = 2 Rp max T§
— R T
n p,max 1f l < Dmax—Dix
il = 2k Ty
Dmax—DtX
n < ——X
RS-PB by o
n p,max 4f—4Lh l < DmaX_Dtx
1= "2d)Ty

Table 4.2: Parameter limitations for different FEC schemes depending on maximum
available data rate, Rp max, and maximum tolerable end-to-end delay, Dmax.



4.1 Theoretical Determination of Residual Losses for FEC Schemes 69

With Py and B, s, the mean burst length b at the receiver, i.e., the mean number
of consecutively lost frames after deinterleaving, is then calculated as

Py

b= :
Pb,s

(4.12)

4.1.5 Repetition Code

When transmitting p redundant copies of each frame, the receiver experiences a
frame loss only if all p 4+ 1 copies of a particular frame are lost. The calculation of
the probability of a frame loss at the receiver and the mean burst length, i.e., the
average number of consecutively lost frames, has to take into account whether the
repeated frames are transmitted in separate packets or piggybacked to the following
original packets.

4.1.5.1 Separate Transmission of FEC Frames

For the calculation of the respective loss probabilities, a given channel model with
differing transmission time interval T and packet transmission time 7, needs to
be adjusted as described in Section 3.2 using the following factors, depending on
the utilized scheme (cf. Table 4.1):

REP Scheme 1)

B Tﬁ}” Tt Iy Tt (4.13)
t T/ - T/ - ( +1) T/ -
TTI TTI p TTI
Ly + Ls
D — e _ 4.13b
P ) Ren ), ( )
REP Scheme 2)
eff,2
kD = i) (p+)Trm_p+2 T (4.14a)
’ Ty Ty p+1 Trp
Ly + Ls
2 = Tp _ 4.14b
p ) Ren 7)) ( )

For the adjustment of the transmission time interval with factor k¢, the new effective
transmission time interval T2, is set to the distance between the copies of a frame.
For REP Scheme 1), the effect of a block interleaver is considered by a multiplication
with the interleaver length [; as explained in Section 4.1.1, resulting in the new
effective transmission time interval T%f;}l) = Iy Trry with Trpp = T /(p + 1) from
Table 4.1. In REP Scheme 2), the copies of a frame are transmitted with a distance
of p + 2 packet transmission time intervals, resulting in the effective transmission

time interval To? = (p + 2) Trr.
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Since every frame is sent p + 1 times in independent packets, the probability
of losing a frame, Pjy, is the probability of losing p + 1 successive packets in the
appropriately adjusted channel model (REP Scheme 1) and REP Scheme 2)):

Pa=Plp+1p+1). (4.15)

A burst is defined as the loss of one or several successive frames while the preceding
and following frame of the burst are received. Thus, the probability of a burst start
B, s is the probability of receiving a frame and losing the following frame. For REP
Scheme 1) it is given as the probability of receiving at least one of the copies of a
frame, i.e., losing up to p of the p+ 1 packets containing this frame, and then losing
all copies of the following frame, i.e., all p + 1 packets containing these frames:

p
Pl;,)s: > Pix ) Pxy(ip+1) > Prglp+1lp+1). (4.16)
XY i=0 Ze{G,B}
€{G,B}

For REP Scheme 2), a slightly different approach is used: The probability of a
burst start, i.e., the probability of losing all copies of the current frame and receiving
at least one copy of the previous frame, can also be calculated by subtracting the
probability of the event of losing all copies of the preceding and of the current
frame from the probability of losing all copies of the current frame, not taking into
account whether the copies of the previous frame are lost. The latter probability

is given by Pq in (4.15), calculated from the adjusted channel model with k:tQ ) and

k}%) as given in (4.14). For the calculation of the probability of losing all copies of
the previous and current frame, the implicit interleaving of the packets has to be
taken into account. This event is therefore equivalent to the occurrence of a specific
loss pattern which shall be denoted as {1 2P 1}?*! according to the following new
notation.

Notation for specific loss patterns: This new notation shall be explained with
the example above, {1 zP 1}PT1. In this pattern notation, x stands for a packet
which is either received or lost, 0 stands for a received packet, and 1 for a lost
packet. An exponent denotes that a specific part of a pattern or the whole
pattern itself occurs a certain number of times in direct sequence. Hence, the
pattern {1 2P 1}P*! denotes a (p + 1)-fold occurrence of the pattern {1zP 1},
which itself consists of a lost packet, followed by p packets that are each either
lost or received, followed by another lost packet. The respective probabilities
of the (repeated) occurrence of loss patterns are calculated according to the
formulas given in Appendix F and shall be denoted by PP?*({..} ). Note:
The superscript “pat” differentiates the probability of occurrence of a specific
loss pattern from the probability of m losses in n packets which is denoted by
P(m,n).

Following this notation, the probability of the event of losing all copies of the
previous and current frame, i.e., the probability of occurrence of the loss pattern
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{127 1}P+1) is given as PPat({12P 11P11) calculated as explained in Appendix F.
Note that the involved probabilities in the calculation of PPa*({1z? 1}*™') need
to be derived from a differently adjusted channel model with ky = Trrrr /T =

Tt /((p+ 1) Tppyp) and kp = l{:g). The probability of a burst start for REP Scheme
2) is then given as

PY = Py — PP ({127 1}P), (4.17)

Finally, the mean length of a burst b is calculated from the computed probabil-
ities Py and P, ¢ of the respective scheme as in (4.12).

4.1.5.2 Piggybacked Transmission of FEC Frames

For the calculation of the loss probabilities in case of piggybacked transmission, the
given channel model needs to be adjusted to the transmission time interval and
packet size of this FEC scheme, especially considering the increased packet size due
to the piggybacked transmission of the frame repetitions. For values of the distance
parameter d,, > 1, the copies of a frame are transmitted further than one packet
apart. This will be considered in the probability calculation of the loss patterns
and is therefore not considered in the adaptation of the channel model. Hence, the
effective transmission time interval in the adapted model equals the transmission
time interval of the scheme, i.e., T%%I = Tprrr = T¢. The adaptation is done as
described in Section 3.2 using the following factors:

kt_T%f_pr_TTTI_ Tt Ak T Lnt+(+1) L (4.18)
= = = b= 2 = . )
Trry Tprrp Tom G Ren 7y,

For d,, = 1, every frame is sent p+1 times in successive packets. The probability
of losing a frame is given by the probability of losing p + 1 successive packets:

Pi=Plp+1,p+1) (4.19)

For d,, > 1, the probability of losing a frame is the probability of losing all packets
containing a copy of this frame, which are spaced d,, packets apart. The probability
of the pattern of d, — 1 successive packets (either received or lost) followed by a lost
packet, i.e. {x% =11}, can be calculated for different start and end states as shown
in Appendix F. The mean loss rate Pq is then determined® by the probability of a
(p + 1)-fold occurrence of pattern {z%~11}:

Py = PP({a® -1 1)P . (4.20)

The probability of a burst start also depends on the value of d,. For d, = 1,
the probability of a burst start is given as the probability to first receive a packet

6The loss probability Py for dp > 1 can also be calculated according to (4.19) using an appro-
priately downsampled channel model with k¢ = (dp Tf)/T"/fTI‘
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(containing the current frame and the copies of the p previous frames) and then
lose the next frame, i.e. lose the following p 4+ 1 successive packets:

= Y PuxPxy(0,1) Pyz(p+1,p+1). (4.21)

XY, Z
€{G,B}

For d,, = 2, the probability of a burst start, i.e., the probability of receiving the
previous and losing the current frame, is calculated by subtracting the probability
of losing the previous and current frame from the probability of losing the current
frame independently of whether the previous one is received or lost (cf. calculation
n (4.17)):

Pys = Pa—P(2(p+1),2(p+1)) = PP ({z 1}") = P2(p+1),2(p+1)). (4.22)

For d, > 2 the probability of a burst start computes as the probability of losing
all p+ 1 copies of two successive frames, PPt ({x9%~212}P*+1) subtracted from the

probability of losing all copies of the second frame, no matter whether the first is
lost or not, Prat({xdp—11}P+1):

Pb,s _ Ppat({xdp—l 1}p+1) _ Ppat({xdp—2 12}]0—1-1). (4_23)

Finally, the mean length of a burst b is calculated from the computed probabil-
ities Pq and B, 5 as in (4.12).

4.1.6 Exclusive Disjunction (XOR) Codes

The residual frame loss rate and mean burst length at the receiver after error
correction, i.e., recovering of lost frames from received XOR combinations, has
to take into account whether the FEC frames have been transmitted separately or
piggybacked to original packets.

4.1.6.1 Separate Transmission of FEC Frames

The residual frame loss rate and mean burst length for XOR Scheme 1) can be
calculated as for a Reed-Solomon code with n = 3 and k = 2 (cf. Section 4.1.7.1).
For the calculation of the respective loss probabilities of XOR Scheme 2), the
given channel model needs to be adjusted to the transmission time interval and
packet size of the FEC scheme as described in Section 3.2 using the following factors:

Teft LT T L,+ L
by — ST _ 1 /TTI _ 1/ £ ky = T_I/) _ L/f (4.24)
Trrpy Trrpy 2Ty Tp Ren 7

The calculation of the residual frame loss probability Py for XOR Scheme 2) is
explained with the help of Table 4.3, depicting patterns of lost packets. Assume the
loss of the packet containing the original frame d. This frame cannot be recovered
from other media and FEC packets if the following packet loss constellations occur:
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Packet stream z a b c d e f
(media frames & a|+|b |+ |c|+|d|+|e|+]|f|+]|9g]|+
XOR combinations) a b c d e f g

i) Constellations of packet loss patterns leading to loss of frame d without possibility
of reconstruction from XOR combination ¢ + d

{11} x|z |x|z|x| x| 1|1
{1110} x| x|x|x | 1|1 |1]O0
{11{10}*} x|z |11 |1]0]|1]0
{11{10}3} 11|10 |1]lO0|1]0

ii) Constellations of packet loss patterns not allowing a reconstruction of frame d
from the XOR combination d + e

{z 1} x| 1|z |z |z|
{10z 1} 10|z |1 |z| =z
{{10}?z1} 1]o|1]0|xz]|1
{{10}3} 1o 1]0][1]0

Table 4.3: XOR Scheme 2): Constellations of packet loss patterns leading to an unre-
coverable loss of frame d (1 indicating a lost packet, 0 indicating a received packet, and x
indicating that this packet is either lost or received). The complete set of constellations
leading to this event is derived by combining each of the patterns from i) with each pattern

from

i)

ii)

ii). For this example, m, = 3 and d, = 4 are assumed as explained in the text.

See case i) in Table 4.3: If the packet containing FEC frame c+d is lost, the
packets before d are irrelevant for recovering of frame d. If c+d is received,
frame ¢ must not have been recovered. Similarly, frame ¢ has not been re-
covered if a) all packets containing this frame or an XOR combination of it
with another frame have been lost or if b) FEC frame b+c has been received
and frame b has not been received or recovered. This can be extended into
the whole past of the packet stream. For the calculation of the probability,
however, only about m, = 10 steps are necessary until the contribution can
be neglected.

See case ii) in Table 4.3: If the packet containing FEC frame d+e is lost,
frame e and all following packets are irrelevant for recovering of d. If d + e is
received, frame e must be lost and unrecoverable from future frames. Frame e
cannot be recovered if FEC frame e+ f is lost or received and frame f cannot
be recovered. This can be extended further into the future and is limited by
the parameter d, defined in Section 4.1.2, i.e., by the tolerated delay.

Frame d is irrecoverably lost if one of the packet loss constellations from i) occurs
together with a constellation from ii). Hence, the probability of a frame loss at the
receiver can be calculated as the sum of the probabilities of all possible combinations
of loss patterns from i) and ii):

mor dr—2

=3 ( Y PPR({L1{10} 2 1)) + PP ({1 1{10}+r2 10})). (4.25)

i=0  j=0
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In the calculation, the packets within m, frame lengths in the past and d, frame
lengths in the future of the respective packet are considered.

The calculation of the probability of a burst start is done in a similar way and
results to:

moy dfr—2

Ps,)s => ( ST PP ({02 {10} 11{10} 21})+ PP ({0x {10} 11 {10} > 10})).

i=0 = j=0
(4.26)

The mean length of a burst b is finally calculated from the computed probabilities
Py and P, ¢ as in (4.12).

4.1.6.2 Piggybacked Transmission of FEC Frames

The residual frame loss rate and mean burst length for XOR-PB Scheme 1) can be
calculated as for a Reed-Solomon code with n = 3 and k = 2 (cf. Section 4.1.7.2).

For the calculation of the respective loss probabilities of XOR-PB Scheme 2), the
given channel model needs to be adjusted to the packet transmission time interval
and packet size of this FEC scheme as described in Section 3.2 using the following
factors:

ik T L 2L
s e L S N (4.27)
Trrr Trm T Ren 7))

For XOR-PB Scheme 2a), the loss patterns leading to the loss of a frame and to
a burst start are shown in Table 4.4. A single frame loss results if three successive
packets are lost. If two successive packets are lost, the next is received, and the
following lost, two frames will be lost. These cases determine the frame loss rate:

P = P(3,3) + 2 PP ({12 0 1}). (4.28)

The probability of a burst start is given as the probability of receiving a packet and
then either losing the following three packets or losing two packets, followed by a
received packet, and finally losing another packet:

P2 = PPt({0 13}) + PP*({0 12 0 1}). (4.29)

The probabilities of occurrence of the given patterns of lost and received packets,
{120 1}, {0 13}, and {0 1% 0 1}, are calculated as explained in Appendix F.

For XOR-PB Scheme 2b), the residual frame loss rate is calculated by consid-
ering all possible loss patterns in a group of 6 successive packets (cf. Table 4.5):

PY = PP ({1 z 12}) + 2 PP*({1% 0 1}) + 3 PP**({1? 0 0 1}). (4.30)
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The probability of a burst start results to

P = Pret({0 1@ 12}) + PPe4({0 13 0 1}) + PP*({0 13 02 1})

(4.31)
+PPat({0 12 0 12}).

For XOR-PB Scheme 2c), finally, the residual frame loss rate is calculated by
considering all possible loss patterns in a group of 8 successive packets (cf. Table 4.6):
P? = PPt({1 22 12}) +2 PP ({12 2 1 0 1}) + 3 PPat({14 02 1})

(4.32)
+4 PPt ({1* 0% 1})

And the probability of a burst start is computed as

P9 = Pret({0 1 2% 12}) + PP*({0 1% 2 0 1%}) + PP ({0 13 0 1%})
+PP2({0 12 2 10 1}) + PP*({0 17 0 1 0 1}) + PP2({0 1* 0% 1})
+PP2({0 1% 0° 1})

(4.33)

For all schemes, the resulting average burst length is calculated from the respec-
tive probabilities of a loss and a burst start as in (4.12).
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Packet

Stream Y ala clc

loss of b
loss of b and ¢
loss of @ and b

d
+
1
0
1
1

burst start
at b 0

Table 4.4: XOR-PB Scheme 2a): Packet loss patterns leading to frame loss and burst
start; patterns consist of received packets (0), lost packets (1), and arbitrary packets (z).

b
_|_
1
1
1
1
1

o|lo|lrs8 ||+ o
==l o= =+ o
~lells|~8]||t+

Packet z a b c d e f g
Stream w+x | x+y | y+z | z+a | a+b | b+c | c+d | d+e
loss of b x T 1 €T 1 1 T €T
loss of b and ¢ x T 1 1 1 0 1 T
loss of b, ¢, d T T 1 1 1 0 0 1
x 0 1 x 1 1 T T
burst start T 0 1 1 1 0 1 T
at b T 0 1 1 1 0 0 1
0 1 1 0 1 1 T x

Table 4.5: XOR-PB Scheme 2b): Packet loss patterns leading to frame loss and burst
start; patterns consist of received packets (0), lost packets (1), and arbitrary packets (z).

Packet Y z a b c d e f g h i
Stream u+tv | v+w | wtzx | x4y | y+2z | z+a | a+b | b+c | c+d | d+e | e+ f
loss of b T x T 1 T T 1 1 T T T
loss of b,c x x x 1 1 x 1 0 1 x x
loss of b — d x T x 1 1 1 1 0 0 1 T
lossof b—e T T T 1 1 1 1 0 0 0 1
T T 0 1 T T 1 1 T T T
T T 0 1 1 T 1 0 1 T T
burst start T T 0 1 1 1 1 0 0 1 T
at b T T 0 1 1 1 1 0 0 0 1
T 0 1 1 T 0 1 1 T T T
T 0 1 1 1 0 1 0 1 T T
0 1 1 1 0 0 1 1 T T T

Table 4.6: XOR-PB Scheme 2c): Packet loss patterns leading to frame loss and burst
start; patterns consist of received packets (0), lost packets (1), and arbitrary packets (z).
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4.1.7 Block Codes (e.g., Reed-Solomon Codes)

Block codes, e.g., Reed-Solomon codes, are able to recover up to n — k frames in an
encoding group of n frames by erasure correction. For the derivation of the residual
frame loss rate and mean burst length at the receiver after erasure correction it has
to be taken into account whether the FEC frames have been transmitted separately
or piggybacked to original packets. For erasure correction scenarios, systematic
codes are preferred over non-systematic codes, because the receiver can then still
utilize any received information frames even if an erasure correction of other frames
is not possible. Therefore, a systematic block code is assumed in the following.

4.1.7.1 Separate Transmission of FEC Frames

For the calculation of the respective loss probabilities, the given channel model
needs to be adjusted to the packet transmission time interval and packet size of the
RS scheme (cf. Table 4.1) as described in Section 3.2 using the following factors:

ki = Ty _ by T _ L k T N S M (4.34)
Ty Ty n Ty ’ T Ren 7,

The resulting frame loss rate after possible corrections of up to n — k packet
losses in the group of n packets is calculated by taking all possible loss distributions
in this group into account which lead to the unrecoverable loss of one or several
media frames:

min(k, z)

Z s | Z Pox Py (7, k) (Pra(i—j,n—k)+ Pyp(i—j,n—k))

i=n—k+1 j=i— n—l—k
e{G B}

(4.35)

with the indices of the two sums given as

e i: number of losses in a block of n packets; no erasure correction possible if
the number of losses is at least n — k + 1

e j: number of losses in the k original media packets; only these losses contribute
to the loss rate

e | — j: remaining losses in the n — k parity packets

In (4.35), the packet losses in the k packets containing the original media frames
and those in the n — k packets containing the parity (FEC) frames have to be
differentiated. Therefore, both possible states the channel may be in at the first of
the FEC packets have to be considered.

The probability of a burst start needs to be calculated separately for each pos-
sible position within the group of k£ media frames (cf. [Frossard 2001] for a similar
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derivation considering the simplified Gilbert model). Let P} s denote the probabil-
ity of a burst start at the j-th frame of a group of £ media frames. For a start of
a loss burst, the previous frame needs to be received or corrected and the current
frame needs to be lost and unrecoverable. Hence, for a burst start at the first frame
of a block, i.e., for j = 1, the following probabilities are required:

o P7VPY: probability that the packet with the last media frame (not a parity
frame) of the previous block is lost but can be recovered, and that the channel
is in state X, X € {G,B}, at the first packet of the current block

o PSPV probability that the packet with the last media frame (not a parity
frame) of the previous block is received, and that the channel is in state X,
X € {G,B}, at the first packet of the current block

For the special case of k = 1, P°"""™" describes the probability that the last
and only media packet of the previous block is lost and that a maximum of n — 2 of
the following n — 1 parity packets are lost as well, so that it can still be recovered.
PP further includes the probability of the channel being in state X at the
packet directly following the last parity packet, i.e., the single media packet of the
current block, with X € {G,B}:

n—2
P}(éor,prev _ Z Ps,V PVW(la 1) ZPWX(Z7n_1) (436)
V,W =0
€{G,B}

The probability PP"™") i.e., the probability that the last media packet of the
previous block is received and the channel is in state X € {G,B} at the single
media packet of the current block, computes to

n—1
P)r(ec,prev _ Z PS,V PVW(Oa 1) Z pWX (Z, n_l) (437)
V,W i=0

€{G,B}

For k > 1, the probability that the last media packet of the previous block is lost
but corrected and that the channel is in state X € {G, B} at the packet containing
the first media frame of the current block, Pg”"""", can be derived as

n—k—1 min(k—1,e)

PR = NS NT ST Py Puy (b k1) Pyw (1, 1) Py x (e=b, n—k).

e=0 b=0 UV,W
€{G,B}

(4.38)

Here, the number of additional losses e must not exceed n — k — 1 so that the
last media frame from the k-th packet is still corrected. The e packet losses are
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distributed over the packets preceding and following the lost k-th packet, such that
there are b losses in the preceding £k — 1 and e — b losses in the following n — k
packets.

The probability that the last media packet of the previous block is received and
that the channel is in state X € {G,B} at the packet containing the first media
frame of the current block, P"P"™Y computes to

n—~k
PEOP™ = N Py Pyw(0,1) ZPWX i,n—Fk). (4.39)
V,W
E{G B}

Finally, the probabilities are summed up, considering both possible channel states
X € {G, B} for the packet containing the first media frame of the current block:

P)}zrev _ P}c{or,prev + P}r{ec,prev. (440)

The probability of a burst start at the first media packet of a block, P, (1), is now
given as the probability that the last media packet of the previous block is received or
corrected (as computed above), the first media packet is lost, and enough following
packets are lost so that it cannot be recovered, i.e., at least n — k losses occur in
the following n — 1 packets:

n—1
1 rev
Pb,s(l) = E Z P§ Z PXy 1 1 Z (PYG Z n— 1) —|—Py]3(l n— 1))
Xe{G,B} Ye{G,B} i=n—k
(4.41)

The probability of a burst start at the second media packet of a block, P} (2),
is given as the probability to receive the first packet of this block, lose the second,
and then have at least n — k further losses in the following n — 2 packets so that it
cannot be corrected:

n—2

Pos(2) = Z Py x Pxy(0,1)Pyz(1,1) Y (PZG(i,n—Q) +PZB(i,n—2)>.

X,Y.Z i=n—k
€{GB}

(4.42)

Finally, the probability of a burst start at the j-th media packet of a block
with 2 < 7 < k can be computed considering the necessary number of losses in the
preceding and following packets of the block. Let e denote the number of further
errors so that the burst start is not correctable. These e losses are distributed over
the j — 2 previous and n — j following packets: e — b losses in the first j — 2 packets;
the (j — 1)-th packet is received and the j-th packet is lost, together marking the
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start of the burst; further b losses in the n — j following packets. The probability
of a burst start at the j-th media packet of a block, P, ¢(j), is then calculated as:

n—2 min(e,n—j)

Pbs(j % Z Z Z PS7WpW)((€—b,j—2)...

—k b=max(0,e—(5—-2)) W,X,Y,Z
€{G,B}

.. Pxy(0,1)Py5(1,1) (PZG(b, n—4) + Pyu(b, n—j)). (4.43)

The overall probability of a burst start can then be calculated as the sum of the
probabilities of a burst start at the j-th packet:

k
= Z Py o (4). (4.44)

Finally, the mean length of a burst is calculated from the probabilities Py in (4.35)
and P, s in (4.44) as in (4.12).

4.1.7.2 Piggybacked Transmission of FEC Frames

For the calculation of the respective loss probabilities, the given channel model
needs to be adjusted to the packet transmission time interval and packet size of the
RS-PB scheme as described in Section 3.2 using the following factors:

Iy T~ i T} Ly + %L

it drrr _ b ds kp:E: h gt (4.45)

ki =
/ / ! /
Ty Ty T, Ren o

The resulting frame loss rate after possible corrections of up to n — k frame
losses in the group of n frames can be calculated in the same way as for the separate
transmission of the FEC frames (cf. (4.35)):

min(k, z)

=YY LY RPa (i) (Prali-in—k)+ Prnli—jn—b)).
i=n—k+1 j=i— n—i—k: XY
E{G,B}

(4.46)

However, it is important to note that although (4.35) and (4.46) are the same,
the calculation is based on differently adjusted channel models because of differing
transmission time intervals and packet sizes. The frame loss rates for the cases of
separate and piggybacked transmission of the FEC frames will therefore in general
not be the same on a given channel.

The calculation of the probability of a burst start for the piggybacked trans-
mission of the FEC frames differs from that for the separate transmission, but the
approach is similar. Again, the probability of a burst start has to be calculated
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Figure 4.3: Block code, piggybacked transmission of FEC frames: Illustration for the
calculation of the probability of a burst start at first frame, b1, of current block.

separately for every position j in the group of k£ media frames. In the piggybacked
transmission scheme, each group or block consists of k£ packets which contain the
original £ media frames and possibly further FEC frames. The n — k FEC frames
of a block are subsequently piggybacked to the packets of the following block(s).

For a burst start at the first frame of a block of £ media frames, i.e., for j =1,
the first packet of the block, which contains this frame, is lost. The previous frame
needs to be available and it has to be distinguished whether it has been received
with the last packet of the previous block or whether that packet has been lost and
the frame can be recovered utilizing FEC data. In case the previous packet has been
received, there need to be at least n — k losses in the n — 1 packets following the
lost packet so that the loss of the first frame cannot be corrected. The probability
of this event is calculated as

n—1

bs (1 Z PSXPXY(O 1 PYZ 1 1 Z (Pzg(i,n—1)+PZB(i,n—1)>.

X,Y,Z i=n—k
€{G,B}

(4.47)

If Kk > 1 and n—k > 1, there is another possible event which causes a burst start at
the first frame of an encoding block: The last packet of the previous block is lost,
but the contained media frame can be recovered, and the first packet of the current
block is lost and the media frame cannot be recovered. Because of the piggybacked
transmission of the FEC frames, a possible recovering of these two frames involves
partly the same packets. The derivation of the probability of this event is explained
with the help of the illustration given in Figure 4.37. The packets containing the
last frame of the previous block, ax, and the first frame of the current block, by, are
assumed lost. For a burst start at frame by, frame a; must be recoverable utilizing
other media frames together with the parity frames @;, and frame b; must not be
recoverable from the other media frames and the parity frames b;, 1 < i < n — k.

"Without loss of generality, it has been assumed in this example that n < 2k — 1.
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Since a; is lost together with by, the k£ — 1 packets preceding the packet with frame
ar, and the n —k — 1 packets following that with frames b; and @; must together not
contain more than n — k — 2 losses, such that a; can be recovered. This number of
losses is expressed by e, which is split into e — b losses among the preceding k£ — 1
packets and b losses among the following packets. At the same time, the n — 1
packets following the lost packet with frame b; must contain at least n — k& more
losses such that b; cannot be recovered. Hence, depending on the number of losses
in the n — k — 1 packets following that of b, i.e., depending on b, the last k£ packets
with media and FEC frames of the current block need to contain at least n —k — b
losses.

Incorporating these considerations, the probability of the considered event, i.e.,
that the last packet of the previous block is lost while its media frame can be
recovered and that the first packet of the current block is lost while its media frame
cannot be recovered, is derived with the following formula:

n—k—2 min(e,n—k—1)

Pég)(l): Z Z Z PS,WPW)((G—b,]{?—l)...

e=0  b=max(0,e—(k—1),n—2k) W,X,Y,Z
€{G,B}

k

.. Pxy(2,2) Pyz(b,n—Fk—1) Z (PZG(i,k)-l—PZB(i,k)). (4.48)
i=n—k—>b

The calculation is taking the different states that the channel might be in at certain
intermediate packets into account. If £k = 1 or n — k = 1, this probability is set to

zero, i.e. P(B)(l) =0.

The total probability of a burst start at the first frame of an encoding block is
then given by combining the probabilities of the two events from (4.47) and (4.48):

P,s(1) = P + B (). (4.49)

For the occurrence of a burst start at the second frame of a block, the first packet
needs to be received, the second lost, and then there need to be at least n—k further
losses in the following n — 2 packets so that the losses cannot be recovered, resulting
in the same equation as for the separate transmission (cf. (4.42)):

Pbs(2 Z P, XP)(y(O 1 PYZ 1, 1 Z (PZG 1, n— 2)+PZB(Z n— 2))
XY, Z 1=n—
€{GB}
(4.50)

The probability of a burst start at the j-th media frame of a block (2 < j < k)
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can also be computed as for the separate transmission of FEC packets in (4.43):

n—2 min(e,n—j)

Z Z Z PS,WPWX(G—b,j—Q)...

e=n—k b=max(0,e—(j—2)) W,X,Y,Z
€{G,B}

e PXy(O, 1) Pyz(l, 1)(Pzg(b,n—]) + PZB(ba TL—])) (451)

| =

Pb,s(.j) =

It is again important to note that compared to the corresponding probabilities
for the separate transmission of the FEC frames, the calculations in (4.50) and
(4.51) are based on a differently adjusted channel model to account for the different
transmission time interval and packet size for the piggybacked transmission.

The overall probability of a burst start can then be calculated as the sum of the
probabilities of a burst start at the j-th packet:

k
Pys =Y Pyyli). (4.52)
1=1

Finally, the mean length of a burst is calculated from the probabilities Py in
(4.46) and P, ¢ in (4.52) as in (4.12).

4.2 Theoretical Determination of Residual Losses
after Retransmission

On wireless links with short transmission delays and an available feedback channel
it may be beneficial to implement retransmissions upon request instead of gen-
erally adding redundancy with forward error correction schemes, as discussed in
Section 2.7.1. In the following, the properties of such a retransmission scheme will
be derived, i.e., delay, data rate, as well as the residual loss rate are determined in
dependence on a maximum number of transmission attempts. The maximum num-
ber of transmissions for each packet including the first attempt shall be given by the
parameter N,¢. This parameter depends on the transmission rate of the channel
as well as further data rate and delay constraints of network and application.

The retransmission scheme will be considered for high speed wireless links with
short delay, on which all retransmission attempts can be executed before the next
media packet needs to be transmitted. Therefore, a simple Stop & Wait AR(Q algo-
rithm will be assumed for the derivation. In this ARQ variant, the sender waits for a
feedback from the receiver after each transmitted packet. If a negative acknowledg-
ment is received, i.e., the packet has not been correctly received by the receiver, the
sender initiates a retransmission of the last packet until the transmission attempt
counter for this packet reaches the given maximum. Upon reception of a positive
acknowledgment or when the maximum number of attempts is reached, the sender
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stops the retransmission, resets the counter, and continues with the transmission
of the following packets. On channels with a high transmission delay, other ARQ
schemes would lead to a better performance which continue transmitting media
packets while still waiting for the feedback information on previous packets.

Consider the example in Figure 4.4. Four successive packets of a media stream,
marked as a, b, ¢, and d, are transmitted over a wireless link with retransmission
capabilities and a maximum of N, = 4 transmission attempts. After each packet
transmission, the receiver sends back a short feedback packet including a positive
or negative acknowledgment. In this example, packet a has to be transmitted three
times before it is received correctly, packet b is already correctly received after the
first attempt, and packet d needs one retransmission. Packet ¢ is transmitted four
times, i.e., the maximum number of attempts. If it is still not received correctly in
the last attempt, the packet will be considered lost and not retransmitted again. The
negative acknowledgment transmitted in the given example indicates that packet c
is finally lost.

Transmission Time Interval and Packet Transmission Time

The transmission time interval between two media packets containing different con-
secutive media frames, Trr1, equals the frame length 7%, i.e., Tpr1 = Tt. In case
retransmissions are required for a packet, the transmission time interval between
two successive transmission attempts of the same packet, T5%,, depends on the time
it needs to receive the feedback from the receiving side of the wireless link:

Tr7y = Tp + 0AcK + TACK + Op, (4.53)

with the transmission time of the media packet 7, the channel access delay dack
for the feedback transmission at the receiver, the transmission time of the feedback
packet Tack, and finally the channel access delay d,, for the retransmission attempt.
Since no redundancy is added to the media packets itself, the transmission time of
each packet remains as:

Lyt Lg

= (4.54)

It is assumed that the receiver will transmit feedback information for each packet.
The transmission time of a feedback packet with a length of Lack bit including
headers, which contains the positive or negative acknowledgment of successfully
receiving the previously transmitted media packet, is given as:

Lack
Rch .

TACK — (455)
The possibility of losing the feedback packet itself, which in turn will lead to a re-
transmission of the media packet whether needed or not, is neglected in the consid-
erations. It is assumed that the loss probability of a feedback packet is considerably
smaller than that of a media packet. On WLAN channels, e.g., the feedback packets
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are usually transmitted at a lower channel transmission rate and are therefore less
error-prone.

The use of a Stop & Wait AR(Q) scheme sets a constraint on the maximum number
of transmission attempts. To avoid buffer overflow and real-time problems, all
transmission attempts must be executed within the transmission time interval of
the original packets, i.e., within the frame length 7} of the contained media:

Nrtx T”F’%I < Tf (456)

For the calculation of loss probabilities for a given channel model, the model
needs to be adapted to the transmission time interval and packet transmission time
(packet size), of the retransmission scheme derived in (4.53) and (4.54). The adap-
tation is done as described in Section 3.2 using the following factors:

TH% 1+ 0ack + Tack + 0

ki, = = , (4.57)
T{‘TI T{‘TI
-
k P 4.58
p TI/) ( )

In the following, all respective probabilities are assumed to be derived from the
appropriately resampled channel model. The superscripts indicating the resampling
of the channel model are omitted to facilitate readability.

Packet Data Rate

Since every packet may require a different number of transmission attempts, only
an average of the expected total packet data rate can be derived. With the channel
model adapted to the transmission time interval between retransmissions as given
above, the probability of requiring n transmission attempts for a given packet can
be calculated as:

P(0,1) ;o n=1
P.x P 1L,n—1)Pyz(0,1) ; 1<n < Ny
Pa(n) = X; x oL B T (59)
E{G,B}
P(Nrtx_laNrtx_l) ) n:NrtX

with the probabilities of m packet losses in n consecutive packets, Pxy (m,n), con-
sidering start and end states, X,Y € {G,B}, as introduced in Section 3.4. If a
packet is transmitted N, times, the respective probability Pyix(/Nytx) does not give
an indication whether it is received correctly at the final attempt. This will be con-
sidered later when determining the residual loss probability. With the probabilities
P,¢x, the average number of transmission attempts per packet is given as:

rtx

ﬁrtx - Z nPrtx (460)
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The average packet data rate, not considering the rate required for the feedback
transmissions, then results to:

_Lh+Lf

T T (4.61)

Ry
Including the rate required for the feedback transmissions, the average total data

rate results to:

Ly + Le + Lack
— T

R, Tt (4.62)

End-To-End Delay

The end-to-end delay for the retransmission scheme depends on the maximum al-
lowed number of retransmissions N;ix. Assuming a voice conversation scenario, it
consists of one frame length at the sender side (frame has to be collected before
transmission), the transmission time over the channel Dy, (including the packet
transmission time 7, and any further propagation and network delays), and finally
N,ix — 1 transmission time intervals at the receiver to wait for the retransmissions:

Ds=T: AN D, =(Nux—1)T5%

4.63
= D =Ds+ Dix+ D, =Tt + (Nytx — 1) TH + Dy (4.63)

Constrained Data Rate and Delay

The channel transmission rate R, sets a limit on the maximum number of trans-
mission attempts via (4.56), resulting in the following condition:

T Tt Tt
Niix < = = . (4.64
i T Tp 4+ 0ack + Tack + 0p % + Oack + 0, (4.64)
C

If the packet data rate on the channel must not exceed a given value R max Which
is below the actual transmission rate of the channel R, i.e., Ry max < Rch, the av-
erage number of transmission attempts for every packet is further limited according
to

Rp,max Tf

, 4.65
Tt L (4.65)

ﬁrtx S

and therefore, the maximum number of transmissions N, is constrained according
to (4.60), depending on the loss distribution of the channel which is reflected in the
probabilities Py (n).

A maximum tolerable end-to-end delay D < D, .. also sets a constraint on the
maximum number of transmissions:

Dmax - Dtx - Tf
Nrtx S Trtx
TTI

+1. (4.66)
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Residual Frame Loss Probability and Distribution

For each packet, a maximum of V., transmission attempts is made, i.e., the packet
is retransmitted several times if it is not received correctly. Only if the last trans-
mission attempt is still not successful, the packet and the media frame it contains
are finally lost. The probability of a frame loss is therefore determined as the
probability to lose all N, transmitted packets:

Pﬂ = P(Nrtxa Nrtx)~ (467)

This equation also applies if the condition of (4.56) is not met.

The probability of a burst start is given as the probability to first receive a frame,
i.e., not to lose all possible N,y transmissions of that frame, and then to lose the
next frame, i.e., lose all N, transmissions of that frame. In this calculation, the
channel state transitions in the time between the last transmission attempt of a
frame and the first attempt of the following frame have to be considered. This time
can be divided into s transmission time intervals T7%;, which is rounded to the next
nearest integer according to

Trty 2

(4.68)

For this consideration, condition (4.56) has to be met. Then, the probability of a
burst start is calculated from the probability of not losing all N, packets with the
previous frame, the s channel transitions until the transmission of the first packet
with the following frame, and the probability of losing all N, packets with that
frame:

Npgx—1 S

Pos= >  Pow-| Y Pwx(i,Nex)| |> Pxy(i,5)| - Pyz(Neex, Netx)-

W,X,Y,Z i=0 i=0

€{G,B}
(4.69)
Finally, the mean length of a burst is calculated as

b= . 4.70
Prs (4.70)

4.3 Forward Error Correction on Channels with
Varying Transmission Delay (Jitter)
In heterogeneous packet-switched networks with delay variations (jitter) in the

transmission of packets, forward error correction (FEC) and jitter buffer manage-
ment need to be considered together and have to be optimized jointly. An applied
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Figure 4.5: Example of using Forward Error Correction (FEC) on channels with packet
losses and jitter. The packets of an FEC block have different effective jitter buffer lengths.

FEC scheme may not only recover lost frames but also regenerate frames from de-
layed packets and thereby allow for a reduction of the jitter buffer length at the
receiver.

For a stream of media packets without additional FEC, each packet has the
same delay budget, i.e., the same tolerated end-to-end delay, and the probability of
a packet loss due to jitter can be calculated as derived in Section 3.3. When FEC is
applied to a group of frames and the generated parity frames are either transmitted
in separate packets or attached (piggybacked) to following packets, the assumption
of the same delay budget does not hold anymore. The receiver needs to wait for all
packets containing frames from an encoding block before it can start attempting to
recover the possibly lost (or delayed) first frame of the block by erasure decoding.
At this point in time, the frames of the encoding block have different delay budgets,
i.e., a different maximum allowed delay at the receiver depending on the point in
time they have been sent. Furthermore, each frame may be necessary to recover
any of the other frames in the block. The delay budget of a frame therefore also
depends on the location of the lost frame within the encoding block.

An example is given in Figure 4.5. Here, a (5,3)-block code is applied to a group
of three successive media frames, resulting in two additional FEC frames which are
piggybacked to the following packets. The first two packets containing the first
two original frames, a; and as, are lost, and the next three packets experience a
variable delay. At the time point that a; needs to be decoded at the receiver, which
is defined by the tolerated end-to-end delay D,,.x, only two of the five packets
containing the media and FEC frames of block a have been received. Therefore,
the erasure decoder at the receiver cannot recover the first frame a;. At the time
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the second frame needs to be decoded, the delayed packet has finally arrived and
the erasure decoder can recover frame as. The packet with the third frame as has
been received successfully, it does not have to be recovered.

Assume a maximum tolerated delay for each frame of D,,,,. When the receiver
considers frame j in an encoding block of n frames, which have been transmitted
in successive packets, the preceding frames i = 1,...,5 — 1 will have a delay budget
larger than D,,.x, and the following frames ¢ = j + 1,...,n will have a smaller
delay budget. Hence, consider each packet’s effective delay budget [ JB(j ) () at the
correction attempt for frame j:

lJB(j)(i) = Dmax — (Z —1- ] + 1) Tf - Dmax - (Z - ]) Tf7 (471)

with 1 <4 <n, 1 <j < k. Then, the probability that frame i of an encoding block
is not available at the time frame j needs to be recovered is calculated as

PY)(i) =1~ Fx (s (1)), (4.72)

with the cumulative distribution function (CDF) of the transmission delay distribu-
tion Fx(x) (cf. Section 3.3). Hence, (4.72) describes a time dependent function of

the probability of packet loss due to jitter. These jitter loss probabilities PZ(JJ) (1) can
be combined with the Gilbert-Elliott model for packet loss according to (3.34b) in
Section 3.3.3. Subsequently, the probabilities of specific residual loss patterns, e.g.,
m losses in an encoding block of n frames, can be determined as described in Sec-
tion 3.4. In this calculation, special attention has to be given to the dependency of
P, ; on both the position of the considered frame within the encoding block, j, and
the position of the other frames of the block, i, such that in every step of the cal-
culation, the correct probability is used. Finally, the overall loss rate after erasure
correction on a channel with packet losses and jitter can be determined according
to the derivation in Section 4.1, utilizing the position dependent probabilities of loss
patterns.



System Optimization for
Speech and Audio Transmission
over Packet Networks

The optimization of the perceived quality for audio transmission in heterogeneous
packet networks involves several constraints which depend on the particular applica-
tion and the present network characteristics. This chapter shows how the developed
framework of channel modeling and theoretical determination of residual frame loss
distributions, which has been developed in the previous chapters, can be applied to
the design of actual applications.

The flexibility of the channel model introduced in Chapter 3, which can be
adapted to different transmission time intervals and packet sizes, provides the base
for a fair comparison of different parameterizations. Utilizing the appropriately
adapted channel model, residual frame loss rate, burst length, as well as resulting
delay and required data rate are determined according to Chapter 4. A closed-
form mathematical solution yielding a single optimal parameter set cannot be de-
rived because of the necessary channel model adaptation for each parameterization.
Therefore, each transmission scheme and parameterization needs to be calculated
separately. However, the constraints of delay and data rate usually reduce the
required number of cases to compare considerably.

The following sections analyze important optimization problems for common
scenarios of packet-based speech and music transmission and determine the optimal
parameter settings. In Section 5.1, the general optimization criteria and constraints
are described in dependence on different application demands and network charac-
teristics, and the variable parameters for the optimization are reviewed. Section 5.2
discusses general important questions regarding the choice of system parameters
which arise in various scenarios. In Sections 5.3 to 5.6, finally, four specific sce-
narios will be addressed which have a strong relevance for current communication



92 5 System Optimization for Speech and Audio Transmission

services: 1) music streaming over Wireless LAN, 2) IP telephony using uncom-
pressed speech (PCM) on Wireless LAN; 3) IP telephony (Voice over IP) on dedi-
cated UMTS packet channels using the AMR speech codec; and 4) IP telephony in
networks with a high variance of the packet transmission delay, e.g., long distance
connections over the public Internet. Under the given constraints for data rate and
delay, the optimal system parameterization will be determined for each scenario,
e.g., regarding the frame length to transmit in each packet and the application of
forward error correction or retransmission schemes.

5.1 Optimization Problem: Criteria, Parameters,
and Constraints

The optimal parameterization of a system requires a clear definition of a) the cri-
terion to optimize, b) the involved system parameters and their effect on the opti-
mization criterion, and c) possible constraints on these parameters, whether set by
specific demands on the system or by certain physical realization constraints.

5.1.1 Optimization Criterion

Optimization criterion for the parameterization of multimedia transmission services,
i.e., speech, music, or video, has to be the perceived quality at the receiver. What
determines this quality depends on the individual media type and application, as
well as on the type of impairments on the transmission channel and how they are
dealt with, i.e., the employed error protection and concealment technique. The
quality of a voice call, for example, is determined by the quality of the speech signal
and the quality of the conversation, i.e., the interactivity between the conversation
partners which may be affected by too much signal delay. This quality can be
determined from other system parameters using the ITU-T E-Model as explained
in Appendix H.3.

For a scenario of music streaming, the quality is determined solely by the re-
sulting signal quality, i.e., depending on distortions by packet loss and the limits of
employed frame loss concealment algorithms. Signal delay has no impairment effect
in streaming applications unless it exceeds a value of about 1-2 seconds. Therefore,
if only a single audio codec with a fixed concealment scheme is considered, e.g.,
the MP3 audio codec, the resulting packet loss rate and burstiness may be used as
quality criterion.

5.1.2 Variable Parameters in Packet-Based Multimedia
Transmission

The general structure of packet-based multimedia transmission has been compre-
hensively described in Chapter 2. The variable parameters of the transmission of
speech and music signals shall be shortly reviewed and summarized in this section
as they will be the focus of the following optimization approaches.
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5.1.2.1 Media codec and packetization of media frames

The first parameter is the choice of the codec itself. As described in Section 2.3, a
variety of standardized codecs are available which differ with respect to encoding
rate, speech /audio quality, and sensitivity to transmission errors like frame erasures.
The choice of the encoding rate will have an influence on the base quality that can
be achieved in case of an error free transmission. The relation between encoding
rate and quality for different codecs is in general not a linear function but can nev-
ertheless be taken as qualitative indication. If a multi-rate codec is considered, e.g.,
the AMR and AMR Wideband speech codecs, the quality increases monotonically
with the increasing encoding rate.

The second parameter is the length of the new signal segment which is trans-
mitted in each packet. Some codecs operate with an arbitrary frame length (e.g.,
PCM), most codecs, however, have a fixed frame length of, e.g., 20 or 30 ms. The
segment length per packet can then be an integer multiple of this frame length,
i.e., the variable parameter in this case is the number of frames placed in each
packet. The segment length per packet contributes directly to the end-to-end delay
of the transmission. This delay component occurs at the sender side because the
speech segment needs to be collected before encoding and packetization. On the
other hand, the segment length per packet also influences the resulting data rate
by determining the required amount of packet header overhead. The choice of the
segment length per packet may therefore be limited if the application tolerates only
a specific maximum end-to-end delay or data rate, or if an increasing end-to-end
delay leads to a decreasing quality. Furthermore, the packet size may have an in-
fluence on the probability of loss, especially on wireless packet channels. Finally,
the segment length determines the minimum length of a lost segment in case of
unrecoverable packet loss. Both the length and frequency of losses determine the
possible quality that can be achieved by packet loss concealment algorithms at the
receiver.

5.1.2.2 Forward Error Correction (FEC)

Forward error correction techniques on application level can be used to protect
the transmission against some packet losses and recover a certain number of lost
frames at the receiver as discussed in detail in Chapter 4. Each FEC scheme has its
own set of variable parameters which determine the code rate, i.e., the amount of
redundancy to transmit, and thereby the error correction capabilities. Furthermore,
an interleaved transmission of the media and FEC frames can be chosen, which
enhances the robustness against burst losses at the expense of a higher end-to-end
delay. The choice of the FEC parameters is usually limited by data rate and delay
constraints of the application and network. Finally, the choice of transmitting the
FEC frames either in separate packets or piggybacked to packets with other media
frames is a further variable in the optimization process if not decided by other
constraints, e.g., a limited data rate. This choice will influence the packet size and
transmission time interval and therefore also the packet loss distribution on wireless
channels.
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5.1.2.3 Receiver Buffer and Frame Loss Concealment

The receiver contains a buffer for compensating variances in the packet transmis-
sion delay through the network and to collect all packets containing the frames of
an encoding block if FEC is used. The length of this buffer is a variable parameter
which has direct influence on the resulting frame loss rate and on the resulting delay.
The choice of this buffer length has to find the optimal compromise between these
two impairment effects. Lost or delayed frames which cannot be recovered by the
FEC erasure correction are replaced by an estimation from the packet loss conceal-
ment routine. This routine is not standardized and can therefore be implemented
differently by each system developer. However, different frame erasure concealment
algorithms will not be considered as variable parameter. It is assumed that the
system contains a fixed routine which should be the best available or affordable one
regarding its computational complexity.

5.1.3 Application Demands: Audio Quality and Delay

Different applications or services of packet-based multimedia transmission have dif-
ferent demands on the network resources as well as on quality and end-to-end delay.
The required data rate on the transmission channel depends on the type of signal
to transmit, e.g., video, music, or speech signals, on the frame length per packet,
and on further applied error protection schemes. Furthermore, each application de-
mands a certain quality of service in terms of signal quality, error robustness, and
end-to-end delay. These differences may lead to different strategies for an optimal
parameterization of the transmission.

5.1.3.1 Speech Conversation (IP telephony, Voice over IP)

In speech conversations, i.e., telephone applications, some signal distortions are
tolerated by the users if the artifacts are not too extreme and the frequency of
their occurrence is not too high. Of higher importance than the actual signal
quality is the intelligibility of the speech and the possibility of interaction without
too much delay, e.g., for interrupting with a question, signaling understanding, or
showing emotional reaction. An end-to-end (mouth-to-ear) delay of up to 150 ms
is generally considered unnoticeable. According to [ITU-T Rec. G.114 2003|, one-
way delays exceeding 400 ms are unacceptable. However, for low bit rate codecs
the maximum tolerable delay is usually considerably lower and rather amounts to
values around 300 ms [D. De Vleeschauwer and Petit 2000].

5.1.3.2 Music Streaming

In streaming applications, the playback of the media signal (video, music, or speech)
begins shortly after starting the transmission, usually with a moderate delay for
buffering at the receiver. For streaming applications, the end-to-end delay of the
transmission is far less important than for conversational speech services. The user
will tolerate a short delay of up to 1-2 seconds before the playback starts. The
signal quality of the playback, on the other hand, is of much greater importance
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and the user will not tolerate noticeable signal dropouts or impairments. Hence,
packet losses must not lead to the loss of long signal segments which cannot be
well concealed. The available delay budget can therefore be utilized for adding
redundancy (forward error correction), the retransmission of lost packets, a large
receiver buffer for jitter compensation, or a combination of these. The joint objective
of these measures is to reduce the frame loss rate to a minimum.

5.1.4 Network Constraints: Transmission Delay, Errors,
and Capacity

The transmission network will in general set certain constraints for the applications.
The available data rate on the channel is usually limited, depending on the type of
network and possibly concurring applications and services. Furthermore, the trans-
mission through the network requires a certain time with possible variation (jitter).
Together with any additional delay of the application itself, e.g., for framing, en-
coding, and forward error correction, and with the length of the receiver buffer,
the total end-to-end delay for a specific application scenario results, which might
have an impact on the resulting quality. Furthermore, the transmission through the
network might be subject to transmission errors resulting in packet losses.

In a heterogeneous network consisting of several parts with different transmission
characteristics, e.g., different wired and wireless transmission channels, the end-to-
end delay results as the sum of all contributing channels together, while the data
rate constraint is determined by that intermediate transmission link which provides
the minimal data rate along the transmission path.

In the process of finding the optimal parameterization, these constraints will
limit the choice of transmission parameters like codec rate, frame length, forward
error correction scheme, etc. The network constraints may also lead to the conclu-
sion that a specific application cannot be realized on a given network such that it
meets its quality demands.

5.2 General Questions and Considerations

The following sections will discuss general questions regarding the choice of trans-
mission scheme and parameterization which arise when designing an application for
packet-based transmission of multimedia signals like speech or music. Most of these
questions cannot be answered universally. The solution, i.e., the optimal choice
of a specific parameter or transmission scheme, rather depends on the specific ap-
plication and network characteristics under consideration. The general approaches
discussed in this section are therefore applied to various realistic scenarios in Sec-
tions 5.3-5.6 of this chapter.
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5.2.1 Choice of Frame Length per Packet

In the packet-based transmission of speech or general audio signals, the amount
of new data to transmit in each packet is to some degree flexible, as explained in
Section 2.4.1. The signal segment length defined here as frame length per packet,
T%, is only constrained by the frame length of the respective codec, T, and can
theoretically assume an arbitrary multiple of this frame length. Some waveform
based codecs, e.g., PCM for speech signals [ITU-T Rec. G.711 1988|, even support
an arbitrary frame length down to the duration of just a few samples. Most other
codecs, however, have frame lengths of 5-30 ms.

Effect on Data Rate and Signal Delay

In practice, the choice of the frame length per packet is limited by delay constraints
of the application and data rate constraints of the transmission channel. A short
frame length leads to a higher packet rate and thereby to a higher overhead of packet
header information which has to be transmitted. If no forward error correction is
considered, the required IP packet data rate depends on the frame length per packet,
Tt, and the codec’s encoding rate, R., as derived in (2.5), i.e.,

_ Lu+ Lpm

R, T

+ R, (5.1)
with the size of all protocol headers from RTP down to layer 2 of the considered
network, Ly, and the codec dependent RTP payload header size L. As can be
seen, the header overhead is inversely proportional to the frame length transmitted
per packet. The larger the frame length per packet is, the lower is the addition-
ally required data rate for packet headers, i.e., the more rate efficient the packet
transmission becomes. If the transmission channel provides a maximum transmis-
sion rate of R, max, the packet data rate in (5.1) must not exceed this value, i.e.,
R, < Ry max- Hence, the frame length needs to be larger than a certain minimum:

Ly + Ly
Te > ———2 1 5.2
Rp,max - Rc ( )
Note that the considered media codec itself may have a fixed frame length T, so
that the frame length per packet, 7%, can only assume multiples of this minimum
length.

In a conversational scenario, e.g., a Voice over IP call, a signal segment with
frame length Tt needs to be collected first, before it is encoded, packetized, and
transmitted. The end-to-end delay, D, therefore includes the frame length as delay
contribution at the sender in addition to the packet transmission delay through the
network, Diy, and the receiver buffer length, Dy, as defined in (2.6). The use of
a large frame length therefore leads to an increase of the end-to-end delay which
might have a negative effect on the conversational quality if the transmission delay
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in the network is already high. If the total end-to-end delay is limited to Dy, the
frame length must be shorter than a maximum value according to

Tf S Dmax - Dtx - Dbuf- (53)

For streaming applications, all frames can be assumed to be already encoded and
readily available from a storage medium. The end-to-end delay then consists only
of the packet transmission delay, as defined in (2.7). The choice of the frame length
is in this case not constrained by the maximum tolerated delay.

Choice of Frame Length in Conjunction with FEC and Retransmission

An additional factor to be considered in the optimization of the frame length per
packet is the possible application of forward error correction or retransmission, as
discussed in Chapter 4. Since the packet data rate decreases with increasing frame
length, the frame length can be deliberately increased to provide capacity for the
application of FEC at the same data rate. With an arbitrary FEC scheme of code
rate r. and separate transmission of the FEC frames, the packet data rate computes
to

R. = =
P Tc Tf Tc Tf Tc

(5.4)

1L, 1 Ly+Lgw+RTy 1 (Ly+ Ly

Hence, for a maximum data rate R, n.x and a desired code rate r. of the FEC
scheme, the frame length needs to be increased to a new minimum according to

Ly, + Ly
Tc Rp,max - Rc .

Ty > (5.5)

For a piggybacked transmission of the FEC frames in the original media packets,
the packet data rate results to

L, Lu+ i (Lpm+ R Tx) _ Ly + 75 Lpn n Re. (5.6)

Hyp = T T 1% Te

The new minimum frame length can then be calculated as

re Ly + Lpin

1 > .
Tc Rp,max - Rc

(5.7)

When applying FEC, the increase of the frame length is again constrained by the
delay demands of the application. The maximum frame length depends on the
specific end-to-end delay for the considered FEC scheme, as derived in Chapter 4
for a variety of common FEC schemes (cf. Table 4.1).

For retransmission schemes as discussed in Section 4.2, the choice of the frame
length has an influence on the parameterization of the system. An increase of the
frame length leads to a higher possible number of transmission attempts, because
the header overhead in the transmission is reduced (cf. (4.64)). Depending on
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the desired maximum number of transmission attempts, the frame length needs to
assume a minimum value according to (4.56) so that a transmission of all attempts
is possible within the time length of the frame length:

Tf Z Nrtx T’{“t’i“(b (58)
and
Tr47 = Tp + 0AcK + TACK + Op, (5.9)
with
Ly + R. T
o= "pH - 5.10
b Ry, ( )
Hence, the minimum frame length results as
Tt > Nytx (Oack + +6,) Fen (5.11)
rtx T . .
f = Nrtx (OACK + TACK 1 0p R — Now R,

Interrelation between Frame Length and Packet Loss Probability

The frame length per packet directly determines the size of the packets and the
frequency with which they are transmitted (cf. values of transmission time inter-
val Tprr and packet transmission time 7, in Table 4.1, Section 4.1.2). The choice
of the frame length therefore also needs to take the error characteristics on the
transmission channel into account. Wireless transmission channels, for example,
usually experience a strong interdependence between packet size and loss proba-
bility. Larger packets, i.e., packets with longer frame lengths, are more likely to
contain residual errors and to be discarded. Short frame lengths, on the other side,
lead to smaller packet sizes, but a higher frequency of packet transmission. Chan-
nels with burst errors might therefore cause losses of several successive packets if
they are transmitted shortly after each other. The resulting frame loss rate and dis-
tribution at the receiver therefore needs to be considered for each application and
network scenario separately. It can be determined for an appropriately adapted
channel model according to the formulas derived in Chapter 4.

Quality Optimization

The resulting quality of a packet transmission service of media signals depends
on the base quality of the applied source codec, the error characteristic of the
transmission, i.e., the rate and distribution of frame losses and the length of the lost
segments. For conversational applications such as Voice over IP telephony also the
end-to-end signal delay. The influence of delay and loss rate on the resulting quality
can be assessed with the standardized E-Model, as discussed in Appendix H.3.
However, the dependence between quality and different loss lengths has not yet
been sufficiently resolved in in the E-Model. In the scenarios discussed later in this
chapter, the effect of the frame length is therefore assessed by curves of loss rates
and mean burst lengths only.
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Conclusion

To summarize, the maximum packet data rate and the maximum end-to-end delay,
i.e., the constraints of application and network, define the boundaries for the frame
length per packet, Tt. The optimal choice of T} within these boundaries depends
on codec constraints, the expected channel characteristic, and the application’s
priorities regarding data rate and delay. Especially on transmission channels where
the loss probability of a packet depends on the actual size of the packet, a careful
choice of the length is required. In Section 5.4, the choice of the frame length will be
discussed for the specific scenario of a PCM speech conversation in Wireless LAN
(Voice over WLAN, VoWLAN).

5.2.2 Forward Error Correction versus Retransmission

As discussed in Section 2.7.1, the use of retransmission techniques (ARQ schemes)
is not feasible for delay sensitive applications if the transmission delay on the con-
sidered channel is too high. In these cases the additional two-way delay of sending
back the retransmission request and retransmitting the original packet normally
exceeds the application’s tolerated maximum delay. An exemplary scenario is a
Voice over IP call over the public Internet. A further scenario where retransmis-
sions are usually not applied, is a multicast transmission of speech, audio, or video
signals to a group of receivers. The reason here is the high number of required re-
transmissions for an increasing number of receivers. Assuming nearly independent
channel characteristics for each receiver, the probability that a single packet has
not been received by at least one of the receivers becomes fairly high, leading to
a considerable increase of the average number of necessary transmission attempts.
The following analysis is based on the simplifying assumption that all considered
receivers experience the same channel quality, i.e., that the same channel model ap-
plies. In a real-life scenario, the calculation needs to focus on that group of receivers
which experience the worst channel quality, i.e., the receivers at the boundary of
the transmission range, because this group determines the number of necessary
transmission attempts.

The probability of requiring n transmission attempts for a single packet when
sending to a multicast group of NN, receivers (for which the same channel model ap-
plies) can be derived from the probability of needing n transmission attempts for a
single arbitrary receiver, Pyx(n), 1 < n < Ny, as defined in (4.59) in Section 4.2.
First, the probability that such a single receiver requires n or less transmission
attempts is derived as the sum of the probabilities that it requires exactly ¢ trans-
mission attempts, with 1 =1,...,n:

n

Pr(t:tc),cum(n) - Z Prtx(i)- (512)
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The probability that all V,. receivers together require n or less transmission attempts
is then calculated by raising this probability to the power of N,

Ny
Ny n
Pr(t]:(]rc)um(n) - (Pr(tlx),cum )) = (Z Prtx(i)) . (513)
=1

Finally, the probability of requiring exactly n transmission attempts for a single
packet in a multicast scenario with NN, receivers is given as the probability that at
least one of the receivers requires n transmission attempts and no receiver requires
more than that. This probability can be derived by taking the probability of n or

less transmission attempts for all receivers, Pr(txz)um(n), and subtracting from it the

probability of n—1 or less transmission attempts for all receivers, pir) (n—1):

rtx,cum
PO (n) = PO () — PO (= 1)

rtx rtx cum rtx,cum

. Ny - Ny (5.14)
_ (Z Prtx(i)> - (Z Prtx(i)> :

with n > 2, and P(NT)(l) = pQn) (1) = (Pux(1))"". With the probabilities

rtx rtx,cum

N o . .
Pr(txr)(n), the average number of transmission attempts per packet in a multicast
transmission scenario with N,. receivers which experience the same channel quality

is then calculated as:

rtx

ri\)[;") Z nPrt]:(rr) (515)

The average number of transmission attempts n,tx and therefore the resulting packet
data rate I?;, increases with an increasing number of receivers N,. At the same time,
the higher packet data rate may also be utilized by a FEC scheme with a suitable
code rate r., at some point possibly exceeding the error correction capabilities of
the retransmission scheme. The following derivation provides a comparison of both
approaches regarding their data rate efficiency. Furthermore, formulas are derived
which determine the possible FEC code rate r. which results in the same packet
data rate as required by the retransmission scheme. Both separate and piggybacked
transmission of FEC frames are considered.

First, a generally applicable packet level code rate r. shall be defined as the
ratio between the packet data rate without FEC or retransmission, R o, and the
packet data rate with the respective scheme, R, i.e,

Rpyo
Tep = ——. 5.16
Cvp Rp ( )
For retransmission schemes, this packet level code rate results as the reciprocal
value of the average number of transmission attempts per packet, nfi\; ),
1
(rtx) __
Tep = “(Np)- (5.17)

rtx
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For FEC schemes, the calculation of ., differs depending on whether the FEC
frames are transmitted separately or piggybacked. For a separate transmission, the
packet data rate results as

1 Ly + Lpm + R Tt
Tc Tf ’

fec,sep) __
R{feesep) — (5.18)

with the code rate of the FEC scheme, r.. Hence, the packet level code rate for
separate transmission of FEC frames equals the code rate of the FEC scheme, i.e.,

,r.gf(;c:sep) — TC' (5.19)

For a piggybacked transmission, the packet data rate computes to

Ly + L (Lo + R T,
g - Tt T o

The packet level code rate is then calculated as

(fec,pb) _ Ly + Lplh + R Tt
P Ly, + % (Lpm + R Tt)

(5.21)

The data rate efficiency of retransmission and FEC schemes can now be directly
compared from the respective packet level code rates r.,. An increasing number of
receivers in a retransmission scenario leads to a higher number of required transmis-
sion attempts as derived above. The use of a FEC scheme instead of retransmission
becomes more data rate efficient once the packet level code rate of the retrans-
mission scheme gets below the fixed packet level code rate of the considered FEC

scheme, i.e., rgt;‘ < r(ff’g. For separate transmission, this condition results to

1

rtx
For piggybacked transmission, the FEC scheme is more data rate efficient if
Lplh + RC Tf
AN (Ly + Lo + Re T¢) — Ly,

rtx

re > (5.23)

The increase of the number of transmissions with increasing number of receivers
shall be visualized on two exemplary scenarios. The first scenario is a multicast
streaming of MP3 encoded music signals over WLAN;, as will be discussed in more
detail in Section 5.3. In Figure 5.1, the average required number of transmission
attempts ﬁfi\g) is plotted against the number of receivers N, for different channel
SNRs . For low channel SNRs, the required number of transmission attempts
increases steeply especially for numbers of receivers below 20, e.g., for SNR=10dB
and N, =10 reaching a value of about ﬁﬁtlf) =4.5. Hence, the use of forward error

correction instead of retransmission would be preferable in this scenario as long as
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Figure 5.1: Multicast scenario of MP3 music streaming on a WLAN channel (no header
compression): Average number of transmission attempts in dependence on the number of
receivers; results for different channel SNRs.

a code rate on packet level r , > 1 /ﬁﬁtlg) = 1/4.5 is sufficient for achieving at least
a similar performance as the retransmission scheme. With (5.22) and (5.23), this
results to a code rate of the FEC scheme of 7. > 1/4.5 for separate and r. > 1/5.07
for piggybacked transmission, considering the given scenario. It is assumed that
the higher delay requirement due to the application of FEC is not of significance
for streaming applications.

The second scenario differs from the first only in the type of media consid-
ered. Instead of music, a PCM encoded speech signal shall be transmitted with an
arbitrary frame length 7} in each packet. Figure 5.2 shows the relation between
transmission attempts and number of receivers in three graphs for three different
channel SNRs. Each graph shows the curves for different frame lengths 7t. The
number of transmission attempts again increases steeply with an increasing number
of receivers in the range below N, =20. The slope of the curves becomes less steep
for larger N,. Besides the strong dependence on the channel SNR, the curves for
the different frame lengths T} also indicate a considerable dependency between the
frame length and the number of transmission attempts, as will be discussed in more
detail in Section 5.4.

5.2.3 Choice of Forward Error Correction Scheme

In scenarios where the end-to-end delay over the network is too high for applying
retransmission, the use of packet based forward error correction (FEC) is an effective
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means to assure the required quality of an application. The transmitted media
frames are protected against packet losses on an end-to-end basis across the possibly
extremely heterogeneous network path which may consist of several independent
sub-networks. As a precondition, the additional transmission capacity for the FEC
data needs to be available across the network or the transmission capacity of the
media frames needs to be reduced, e.g., by increasing the frame length per packet as
discussed above. Alternatively, the application may also reduce the encoding rate
of the utilized codec, either by changing the codec itself, or for multi-rate codecs
such as the AMR and AMR Wideband codecs by using a different encoding mode.

A variety of FEC schemes commonly applied for end-to-end error protection in
packet transmission of media signals has been analyzed in Chapter 4. The error
correction capabilities of each scheme have been derived in dependence of its pa-
rameterization and based on a statistical model of the transmission channel. In
the derivation, the specific properties of the FEC scheme regarding packet sizes
and transmission time intervals and their influence on the loss characteristics of the
channel have been taken into account by adapting the channel model according to
the procedure introduced in Section 3.2.

The choice of the optimal FEC scheme to apply in a given scenario depends
on both the application demands and the network constraints as discussed above.
Applications with a high demand for a limited end-to-end delay, e.g., Voice over IP,
can only apply a limited range of FEC schemes, especially when the transmission
delay through the network is already fairly high. Possible FEC schemes which do
not require too much additional delay, are repetition and XOR codes with no or
a very limited interleaving of the frames. The application of FEC for Voice over
IP applications and its optimal parameterization are discussed for the use of PCM
encoded speech over WLAN in Section 5.4 and for AMR encoded speech over UMTS
packet channels in Section 5.5.

Streaming applications, on the other hand, are not delay sensitive and may apply
more flexible FEC schemes like block codes, possibly with large block lengths and in-
terleaving if necessary. The application of streaming MP3 music files over a WLAN
network and the optimal FEC parameterization are discussed in Section 5.3.

5.2.4 Separate vs. Piggybacked Transmission of FEC Data

Besides the actual choice of the FEC scheme, another decision has to be made in
the process of setting up a packet transmission session, and that is how to packetize
the original media frames and the redundant FEC frames. In general, there are
two alternatives: either the redundant data is sent as separate FEC packets or it
is piggybacked to the original media packets. This decision influences the resulting
data rate and delay of the transmission, as well as the packet size and transmission
time interval between successive packets. Depending on the channel, the latter two
may have an impact on the experienced packet loss rate and distribution.
Obviously, piggybacking the FEC information to the original data packets is the
more data rate efficient approach since it only increases the payload data rate. If the
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FEC data is sent as separate packet stream, the packet headers of these packets will
add to the total required data rate. However, the size of each packet is smaller when
using separate transmission which might lead to fewer losses on channels where the
loss probability depends on the packet size.

Because of the differences in data rate and delay, the choice of the transmission
schemes may be determined by the delay and data rate constraints of the considered
application and network. If the constraints allow the use of either scheme, the
decision will depend on the loss characteristics of the transmission channel and the
specific FEC scheme under consideration, as discussed for each application scenario
later in the chapter.

5.2.5 Forward Error Correction to Reduce Jitter Buffer
Length

The packet transmission of media signals over networks with varying packet trans-
mission delays (jitter) requires the use of a receiver buffer (jitter buffer) to com-
pensate for this variation. Depending on the delay constraints of the application,
the length of the buffer is chosen to achieve a compromise between the resulting
end-to-end signal delay and the residual packet loss rate due to late arrivals.

If FEC is applied, the redundant FEC frames can be used at the receiver to
recover lost frames as well as frames from extensively delayed packets which have
not been received yet. In dependence on the experienced delay distribution, the
application of FEC may therefore facilitate a reduction of the jitter buffer length
at the receiver and thereby achieve a reduction of the overall end-to-end delay.
However, the benefits of applying FEC can only be utilized if the variation of
the transmission delay is at least nearly time independent, i.e., if not too many
successive packets are all experiencing a large delay. Such long delay bursts may
occur if several successive packets are buffered in the network due to congestion and
then released in quick succession once the congestion is resolved. These frames could
only be recovered when using a large block length of the FEC code or interleaving
which again introduces delay. Alternative approaches, such as an adaptive control
of the jitter buffer length at the receiver, may therefore be more suitable in these
cases.

The determination of the residual frame loss rate and the average length when
applying FEC on channels with variable transmission delay have been derived in
Section 4.3. The joint optimization of the receiver’s jitter buffer length and the
parameterization of the utilized FEC scheme is discussed in detail in Section 5.6
for the exemplary scenario of a VolP transmission over the public Internet, which
experiences a high variance in the packet transmission delay.
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5.2.6 Adaptation of System Parameterization for Changing
Channel Characteristics

The channel model introduced in Chapter 3 is able to describe the characteristics of
diverse transmission channels, including variations with phases of higher and lower
loss rates, reflected in the two states of the Gilbert-Elliott model. However, the
model does not describe long-term variations of the rate and distribution of losses
in a network. Such long time variations, e.g., differences depending on the time of
day (morning vs. evening, etc.), can be considered by training several models and
choosing the right one for the current situation.

If no suitable model is available or if the network characteristics are expected
to undergo considerable variations during an active session of transmission, a live
adaptation of the channel model is possible under some conditions. Any adapta-
tion requires a communication from the receiver back to the sender, because the
experienced loss distribution is known at the receiver while the parameterization
of the transmission scheme has to be done at the sender. For such an adaptation,
different scenarios are possible which differ in the distribution of the computational
effort between sender and receiver and in the amount of feedback information that
needs to be communicated.

Based on the observed loss statistics, the receiver may adapt the channel model
itself and communicate the new model parameters to the sender, which requires
only a very low data rate. The sender itself will then adapt the transmission pa-
rameters to the new channel model. This procedure requires a certain amount of
computational complexity at the receiver to (re-)train the model parameters. If
this complexity is not available, the receiver can alternatively communicate the the
observed loss statistics to the sender, e.g., collected over a certain time and then
transmitted in a single feedback packet.

The main problem of the channel model adaptation besides the computational
complexity of the parameter training is the fact that the measurement of the channel
characteristic is always based on the current transmission time interval and packet
size of the transmission, i.e., on the current parameterization of codec, frame length,
and FEC scheme. However, the optimization requires a high resolution of the
model, especially for wireless channels. Therefore, an adaptation of the model
might be unfeasible unless additional capacity can be utilized for high resolution
measurements.

5.3 Multicast Music Streaming on Wireless LAN

The transmission of multimedia signals underlies specific media and application
dependent demands as discussed in Section 5.1.3. The first scenario that shall be
considered is a transmission of music signals as multicast stream over a Wireless
LAN network to several receivers. The audio frames may, e.g., be encoded by the
popular MPEG-1 Audio Layer 3 digital audio encoding standard, which is more
commonly referred to as MP3 [ISO/IEC 11172-3:1993 1993]. This scenario differs
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from a multicast streaming application that transmits a stream from the Internet
to a receiver with a WLAN access. In such a scenario, the WLAN link could use
retransmissions to limit or even prevent losses on this part of the transmission
path. In the considered multicast streaming scenario, however, no retransmissions
of packets shall be considered as these would occur too often (cf. Section 5.2.2),
especially for a high number of receivers. Instead, a forward error correction (FEC)
scheme shall be applied for protecting the transmitted MP3 frames. The quality
criterion is the perceived audio signal quality, because the end-to-end delay is of
minor importance for a streaming scenario. Since this quality is directly linked to
the experienced frame loss rate, the minimization of the frame loss rate Py will be
the objective of the optimization. For a high quality impression of the listeners,
the rate of frame losses shall be close to zero, i.e., only occasional frame losses
of preferably short length are tolerated which can be effectively concealed at the
receiver.

For the considered scenario, the Gilbert-Elliott channel model of the 6 Mbit/s
IEEE 802.11a channel is considered, which has been derived in Appendix E.2.2 for
various signal-to-noise ratios (SNR). Based on this channel model, the frame loss
rates after error correction, Py, and the mean burst length in frames, b, are deter-
mined for a subset of FEC schemes and parameterizations as derived in Chapter 4,
i.e., according to the following equations:

‘ FEC scheme ‘ Py | Py s ‘ b ‘
no FEC (4.10) | (4.11) | b= Py/Py s
REP-PB,p=1,d, =1 (4.19) | (4.21) | b= Pqa/Py s
REP Scheme 1), p =1,2,3 | (4.15) | (4.16) | b= Pq/Py s
XOR Scheme 2) (4.25) | (4.26) | b= Pa/Pys
RS (n, k) (4.35) | (4.44) | b= Py/P, 4

The results are shown together with the required data rate R, (including the
IP/UDP /RTP resp. ROHC packet headers) and the resulting delay (without chan-
nel propagation delay and jitter buffer component) in Figures 5.3 and 5.4 in de-
pendence on the channel SNR. Data rate and delay are both independent of the
channel quality since no retransmissions are considered. They are calculated as
given in Section 4.1.2, Table 4.1. The available data rate on the channel may be
limited if the channel needs to be shared with other transmission streams from
various users. Such a limit has to be taken into account in the choice of the FEC
scheme to apply. Because of a strong dependence between the loss rate and the
packet size on WLAN channels, a transmission of the FEC data in separate packets
is considered. The negative effect of the larger packet size in the piggybacked trans-
mission can be observed in Figure 5.3 by comparing the curves for the repetition
code with one repetition per frame (REP-PB, p =1, d, = 1 for piggybacked and
REP Scheme 1), p =1 for separate transmission).

The curves show that a single repetition of each frame is not sufficient to achieve
a very low residual frame loss rate, unless the channel conditions become very
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good, i.e., for SNR > 30dB. However, for this range, a block code with code rate
r. = 3/4 and an appropriate block length is sufficient and more data rate efficient
(RS (n,k) = (12,9)). In the range of 25-30 dB, a block code with rate r. = 1/2 and
a minimum block length of n = 4 is able to reduce the frame loss rate to almost
0%. The same performance is achieved in this range for the XOR Scheme 2), which
also has a code rate of r. = 1/2. An SNR of 20-25 dB requires a higher block length
of the RS code of at least n = 8 with still the same code rate r. = 1/2. For lower
SNR values, the packet loss rate increases significantly and therefore requires an
adaptation of the code rate to r. = 1/4. For 15-20dB, a block length of n = 8
is sufficient, while a higher block length of n = 12 is required for SNR values of
10-15dB.

Considering the code rates of the FEC schemes required for different channel
SNRs, the potential benefit of applying retransmission instead of FEC can be deter-
mined with the help of Figure 5.1 in Section 5.2.2. For SNR = 10 dB, the application
of FEC becomes more data rate efficient if the number of receivers N, in the mul-
ticast group exceeds 7, because the average number of transmission attempts 7,4«
exceeds 1/r. = 4. Accordingly, the number of receivers needs to be larger than 6
for SNR = 20dB and larger than 14 for SNR = 25dB such that m,;x > 1/r. = 2.
For SNR = 30dB, the use of a FEC code with r. = 3/4 is more efficient than
retransmission for N, > 6.

5.4 Voice over IP on Wireless LAN (VoWLAN)

In contrast to the streaming of music signals as discussed above, the scenario of a
voice conversation has much tighter delay constraints. This influences the optimal
parameterization of the packet transmission when considering error prone channels
like WLAN. The current section discusses the system parameterization regarding
frame length per packet, packet retransmission, and forward error correction for
WLAN channels and heterogeneous wide area networks (WAN) with wireless access.

Voice over TP applications within local area networks (LAN) of high capacity
usually do not apply speech codecs with high compression rates, but rather use PCM
speech [ITU-T Rec. G.711 1988] with an encoding rate of R, = 64kbit/s in order
to provide the same quality as the so-called plain old telephony service (POTS) in
public switched telephone networks (PSTN). The use of PCM also avoids the other-
wise required transcoding at gateways to PSTN. Furthermore, PCM speech allows
an arbitrary choice of the frame length to transmit in each packet and therefore
provides an additional degree of freedom compared to other coding standards with
fixed frame lengths of, e.g., 20ms. Some users in a LAN environment, e.g., com-
pany networks, are usually connected via WLAN access, e.g., with their laptops or
smartphones. Furthermore, an increasing number of WLAN access points in public
places, airports, trains, hotels, cafés, and restaurants, etc., provides roaming users
the ability to use VoIP services with their mobile devices if tolerated by the network
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ROHC header compression: Frame loss rate Pg, mean burst length b, data rate, and delay
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operator. The application of Voice over WLAN (VoWLAN) is therefore an increas-
ingly important scenario. While properly designed local area networks usually do
not experience considerable packet delays and losses, Wireless LAN channels nor-
mally suffer from a considerable amount of bit errors and, as a result, from packet
losses. Furthermore, a competition for channel access may lead to variable packet
delays in case of high network load. Finally, if the voice call is further routed over a
connected wide area network, the packets experience a considerable additional delay
with a possibly high variation. These network characteristics have to be taken into
account when parameterizing the VoIP application.

The following studies are based on the channel model of the exemplary WLAN
channel with 6 Mbit/s derived in Appendix E.2.2. The model has a high resolution
with T = 7, = 0.08 ms, so that it can be adapted to various packet transmission
time intervals and packet sizes, as needed for a comparison of different transmission
schemes and frame lengths per packet. Three different scenarios are considered in
the following sections. Section 5.4.1 focuses on a VoIP call over a WLAN channel
utilizing retransmissions. The average necessary number of transmission attempts
and the optimal frame length to transmit in each packet are determined. In Sec-
tion 5.4.2, a transmission of redundancy with forward error correction schemes is
considered instead of retransmissions. This scenario applies to streaming appli-
cations where retransmission would be inefficient for a high number of receivers.
Finally, in Section 5.4.3 the scenario of a VolP call over a heterogeneous network
is discussed where both participants are connected via WLAN to an unspecified
intermediate network which is assumed to introduce additional packet losses. The
focus of the investigation for this scenario is whether to apply an end-to-end error
protection using FEC schemes, or to rely on retransmissions on the wireless links
only.

5.4.1 Optimal Frame Length with Layer 2 Retransmissions

For the the first scenario of a VoIP call on Wireless LAN using PCM speech, no
additional FEC mechanisms are considered. Instead, layer 2 retransmissions are
initiated with a maximum number of transmission attempts N, for each packet.
The required value of N,y and the optimal frame length to be transmitted in
each packet, T, shall be determined for different channel SNRs. It is assumed
that there are not many further applications competing for channel access or that
the WLAN standard variant for QoS Enhancements [IEEE Std 802.11e 2005] is
employed, which guarantees a high priority for the retransmissions. Otherwise, a
considerable increase of the delay might result if each retransmission has to compete
for channel access.

The transmission of PCM speech with an arbitrary frame length Tt per packet
and no FEC results in a packet transmission time interval equal to the frame length,
i.e., Topy = T;. The size of each packet depends on the frame length and the
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encoding rate of the utilized speech codec. For the considered scenario the packet
size therefore computes to

Ly, =Ly + Lym + Ly = Ly + Lpm + R Tk, (5.24)

with the encoding rate R, = 64kbit/s and a total header size of L;, = 68 byte, con-
sisting of the WLAN MAC header and CRC (28 byte) and the IP/UDP /RTP head-
ers (40 byte). For the application of ROHC header compression, the IP/UDP /RTP
headers are reduced to the 3 byte ROHC header and the total header size becomes
Ly = 31byte. Hence, for a frame length of, e.g., T = 20 ms, the total packet size
results to L, = 228 byte without and L, = 191 byte with header compression. The
packet transmission time, i.e., the ratio between the packet size and the channel
transmission rate, here considered as R, = 6 Mbit /s, results to

Lp o Ly + R.T;
Rch B Rch .

Ty = (5.25)
For the use of retransmissions upon request, the packet transmission time in-

terval between the single transmission attempts has been derived in Section 4.2,
(4.53), as

T3 = Tp + 0acK + TACK + 0p. (5.26)

The size of an acknowledgment packet in the WLAN standard, including its own
specific WLAN header and CRC, amounts to Lack = 14 byte, resulting in a trans-
mission time of Taock = Lack/Ren = 18.7 us.  The channel access delays dack and
d, are neglected in this scenario.

For each considered frame length T}, the channel model of the WLAN channel
has been adapted to the correct packet transmission time interval T and the
packet transmission time 7, as given above (cf. Section 4.2 for a more detailed
explanation). According to the derivations in Chapter 4, the expected frame loss
rate Py (4.67), the mean burst length b (4.70), as well as the resulting packet data
rate (4.61) and delay (4.63) (without channel propagation delay and jitter buffer
component) have been calculated for each frame length and maximum number
of transmission attempts. The results are plotted against the frame length 7} in
Figure 5.5 and 5.6 for 10dB and 20dB channel SNR, respectively. No header
compression has been assumed and the data rate is given for the case of a single
receiver.

The curves show a clear dependency between packet size and residual packet loss
rate, with a shorter packet size leading to a considerably lower loss probability Pj.
This advantage, however, comes at the expense of an increase in the packet data
rate. As discussed in Section 5.2.1, the required data rate for the packet headers is
inversely proportional to the frame length, leading to a steep rise for shorter frame
lengths.

The channel with 10dB SNR shows an extremely high loss rate, which, however,
can be considerably reduced by applying retransmission mechanisms. A limitation
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to a maximum of N, =5 transmission attempts is sufficient to reduce the frame loss
rate to around 1%, with only a slight increase for larger frame lengths. In general,
the dependency between loss probability and frame length is more and more reduced
when increasing the maximum number of transmission attempts. At an SNR of
20dB, a maximum of N, =3 or N,tx =4 transmission attempts is already sufficient
to achieve an extremely low residual frame loss rate.

The end-to-end delay is mainly dependent on the chosen frame length, because
the retransmission attempts are made in quick succession on the wireless link, which
itself is considered to have only a low transmission delay. An effect of the delay on
the quality is therefore not expected for the given range of frame lengths.

The application of header compression can reduce the data rate significantly for
short frame lengths. However, there is still a steep increase, because the WLAN
MAC header of 28 byte is not compressed in the standard ROHC header compres-
sion scheme (cf. Section 2.4.2). The loss behavior is very similar to the case of no
header compression. Only a slight overall decrease in the loss rate can be expected
for each curve which can be attributed to the slightly smaller packet sizes.

The results show that a layer 2 retransmission scheme is very effective in guaran-
teeing a low residual loss rate over a wide range of channel qualities, while requiring
only slightly increased data rate. The end-to-end delay is not increased considerably
if competition for channel access can be avoided or retransmissions are prioritized.
The otherwise strong dependency of the loss rate on the utilized frame length per
packet is significantly reduced when choosing an appropriate maximum number of
transmission attempts. Therefore, a moderate size of the frame length around 20 ms
is a reasonable choice which limits the overall packet data rate.

In the considered scenario, the channel needs to have an SNR of around 20 dB
and the frame length needs to be below 10 ms to allow a transmission with a still
acceptable packet loss rate if no retransmissions can be used. On channels where
the packet loss rate increases with increasing packet length, the frame length should
be chosen as small as the data rate allows in order to minimize the residual loss
rate.

5.4.2 Joint Optimization of Frame Length and Forward
Error Correction

In contrast to the conversational application discussed in the previous section, the
current section assumes a streaming application where PCM speech signals are
transmitted over WLAN to a multicast receiver group. The same general settings
shall be considered as in the previous section, i.e., the use of PCM speech with an
arbitrary frame length T} per packet and the 6 Mbit/s WLAN channel modeled in
Appendix E.2.2.

The streaming of media signals to a multicast receiver group does usually not
allow the use of retransmissions, because a large number of receivers significantly
increases the required number of retransmissions as discussed in Section 5.2.2. In-
stead, error robustness can be achieved through the employment of appropriately
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Figure 5.5: VoIP using PCM on WLAN channel with SNR=10dB; no header compres-
sion: Frame loss rate Py, mean burst length b, data rate and delay for different frame
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parameterized packet level FEC schemes which are able to recover a certain amount
of frame losses. The flexible channel model introduced in Chapter 3 facilitates a re-
alistic comparison of different frame lengths as well as different FEC codes and their
parameterizations through an appropriate adaptation of transmission time interval
and packet size.

In Figure 5.7, 5.8, and 5.9, the effects of different FEC schemes with some exem-
plary parameterizations are shown for the WLAN channel assuming a relatively low
SNR of 10dB, i.e., a high error rate. The frame loss rate Pg, the mean burst length
b, the required packet data rate R, and the resulting delay (without channel prop-
agation delay and jitter buffer component) are plotted against the frame length per
packet, Tt. The values are calculated according to the following equations derived
in Chapter 4:

| FEC scheme | Pn | Pos | |
no FEC (4.10) | (4.11) | b= Pa/Pys
REP-PB, p=1,2,3,d, =1 (4.19) | (4.21) | b= Py/Pys
REP Scheme 1), p =1,2,3 (4.15) | (4.16) | b= Py/Py
REP Scheme 2), p =1,2,3 (4.15) | (4.17) | b= Pa/ Py 5
XOR-PB Scheme 1) = RS-PB (3,2) | (4.46) | (4.52) | b= Pa/P s
XOR-PB Scheme 2a) (4.28) | (4.29) | b= Py/Pys
XOR-PB Scheme 2b) (4.30) | (4.31) | b= Pq/Pys
XOR-PB Scheme 2c¢) (4.32) | (4.33) | b= Pa/Py s
XOR Scheme 1) = RS (3,2) (4.35) | (4.44) | b= Py/Py
XOR Scheme 2) (4.25) | (4.26) | b= Pa/Pys
RS-PB (n, k) (4.46) | (4.52) | b= Pqy/Pys
RS (n, k) (4.35) | (4.44) | b= Py/P,

First, consider the variants of the repetition scheme depicted in Figure 5.7. For
the same number of repetitions, the separate transmission of the repeated frames
(REP Schemes 1) and 2), w/o and with implicit interleaving of the frames, cf.
Section 4.1.5.1) leads to a lower frame loss rate than the piggybacked transmission
(REP-PB). This is a clear indication for the dependence of packet loss rate on packet
size on the considered channel. For a decreasing frame length, the loss rate and
mean burst length for the two transmission variants slowly converge. In general, the
mean burst length is lower for the separate transmission than for the piggybacked
transmission of the FEC frames, when compared at the same frame length. For
frame lengths of 5 ms and larger, the two schemes with separate transmission show
the same performance in terms of loss rate and average burst length. Towards lower
frame lengths, however, a stronger increase of the frame loss rate can be observed
for REP Scheme 1). The reason for this behavior lies in the loss characteristic
of the channel, producing rather short burst phases, i.e., phases with increased
errors. Hence, only packets that are transmitted with very short transmission time
intervals, as given for frame lengths below 5ms, will experience burst losses of
successive packets. REP Scheme 2) then leads to a better performance because of
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the interleaved transmission. However, except for extremely short frame lengths,
a smaller frame length per packet generally leads to a lower frame loss rate at
the receiver. The high packet loss rate on the WLAN channel with an SNR of only
10 dB requires a code rate of r. = 1/3 of the repetition scheme, i.e., p = 2 repetitions
for each frame, to achieve a residual loss rate below 5% which can be effectively
concealed by the receiver’s packet loss concealment algorithm. If transmitted in
separate FEC packets (REP Scheme 1) and 2)), the frame length should be chosen
around 20 ms to limit the required data rate. The piggybacked transmission of the
repetitions (REP-PB) requires a shorter frame length of around 5ms to achieve a
comparable residual loss rate. Because of the shorter frame length, the required
data rate becomes also comparable to the separate transmission scheme. The cost
of applying such a repetition scheme on the given channel is a data rate of almost
three times the rate of the packet stream without FEC.

The curves in Figure 5.8 for an alternative FEC scheme based on XOR combi-
nations of frames show a similar behavior regarding the correlation between frame
length and frame loss rate, as well as the different effects of utilizing a separate
versus a piggybacked transmission of the FEC frames. For the considered WLAN
channel with an SNR of 10 dB, the XOR schemes with a code rate of r. = 1/2, XOR-
PB Scheme 2a,b,c) and XOR Scheme 2), are able to reduce the residual frame loss
rate to below 5% for an appropriately chosen frame length per packet. As for the
repetition code, the XOR code with separate transmission of the FEC frames (XOR
Scheme 2)) is the most efficient variant, allowing a frame length of 10-15ms per
packet. The piggybacked scheme has to use a shorter frame length of about 5ms to
achieve a comparable residual frame loss rate. The variant XOR-PB Scheme 2c),
which involves a certain degree of interleaving, shows the best performance among
the piggybacked schemes, as the resulting delay does not affect the quality of a
streaming application. The schemes with a lower code rate of r. = 2/3, XOR-PB
Scheme 1) and XOR Scheme 1), cannot reduce the high original frame loss rate to
an acceptable amount. Similar to the repetition code, the frame length must not
be chosen too small to avoid being affected by the channel’s burst errors.

Finally, the application of systematic block codes, e.g., Reed-Solomon codes, is
analyzed in Figure 5.9. This FEC scheme also requires a code rate around r. = 1/2
and a relatively low frame length in order to achieve an acceptable residual frame
loss rate on the given WLAN channel. At the expense of a higher end-to-end delay,
a larger block length n leads to better results at this code rate as it is able to
correct a higher number of consecutive losses. The increase in the delay is not of
significance for the considered streaming application scenario.

The choice of the optimal scheme to apply on the considered WLAN channel
with a high error rate will depend on the constraint of the data rate and the loss
tolerance of the codec. For example, a target residual frame loss rate of around 3%
can be achieved with a frame length of Ty =5ms, RS code with (n,k) = (8,4) and
piggybacked transmission, resulting in a data rate of 181 kbit /s and a delay of 40 ms.
With separate transmission of this FEC code, the same loss rate can be achieved
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at the same total data rate by choosing a frame length of Tt =10 ms. However, the
delay is increased to 80 ms.
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Figure 5.7: VoIP using PCM on WLAN channel with SNR=10dB; with ROHC header
compression: Frame loss rate P, mean burst length b, data rate and delay for different
frame lengths and FEC schemes (repetition codes).
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Figure 5.8: VoIP using PCM on WLAN channel with SNR=10dB; with ROHC header
compression: Frame loss rate Py, mean burst length b, data rate and delay for different
frame lengths and FEC schemes (XOR codes).
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Figure 5.9: VoIP using PCM on WLAN channel with SNR=10dB; with ROHC header
compression: Frame loss rate Py, mean burst length b, data rate and delay for different
frame lengths and FEC schemes (RS block codes).
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5.4.3 Optimal Parameterization for Heterogeneous
Networks with WLAN Access

In this section, a VoIP connection with PCM speech over a heterogeneous network
shall be considered. Two WLAN access networks are assumed that are connected
through a not further specified core network which itself may consist of a group of
connected networks. The core network is assumed to generate independent packet
losses of a certain rate which are independent of the packet size and transmission
time interval as it can be assumed for high capacity networks. The transmission
delay through the core network is assumed as 100 ms without a considerable amount
of variation (jitter)!. The use of header compression (ROHC) is assumed on each
wireless link, but not in the core network.

Objective is a reliable end-to-end transmission which is robust enough to cope
with transmission errors, i.e., packet losses, on the different network parts, i.e., the
WLAN links and the core network. To achieve this robustness, several transmission
strategies are possible which are compared and discussed in the following:

A) The use of retransmissions on the WLAN links without further error protec-
tion in the core network;

B) the application of end-to-end FEC schemes and additional retransmissions on
the WLAN links; and

C) the application of end-to-end FEC schemes without using retransmissions on
the WLAN links.

Unicast transmissions on Wireless LAN normally utilize packet retransmissions
on layer 2 in case of transmission errors. The maximum number of transmission
attempts for real-time services is limited by the time constraint that the last trans-
mission attempt needs to be completed before the packet with the following media
frame needs to be transmitted (cf. (4.56) in Section 4.2). This constraint guaran-
tees the real-time functionality of the transmission even if every packet requires the
maximum number of transmission attempts. The additional delay caused by the
retransmission is therefore approximately one frame length. The effectiveness of
the retransmission scheme in Wireless LAN has been shown in Section 5.4.1. The
first approach in the considered heterogeneous network scenario is therefore to rely
on the retransmission mechanisms on both WL AN links and to add no additional
redundancy on packet level (approach A)). However, this approach does not pro-
vide error protection against losses in the core network which then directly result in
frame losses at the receiver. Effective frame loss concealment algorithms can only
be applied at the receiver as long as rate and length of the losses stay low.

If the loss rate in the core network increases, additional error protection mech-
anisms have to be employed. FEC schemes applied on packet level provide end-
to-end protection against packet losses anywhere on the transmission path. In the
considered network, these schemes might be optimized to compensate for the core
network losses only (approach B)), relying on the retransmissions on the WLAN

1The packet transmission on networks with high variation in the transmission delay will be
discussed in Section 5.6.
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links to compensate for losses on the wireless channels. Then, the applied FEC
scheme influences the retransmissions. The higher number of packets in case of
separate transmission may reduce the maximum number of transmission attempts
and the increased packet sizes for piggybacked transmission may lead to a higher
number of erroneous packets and therefore retransmission requests. Alternatively,
the FEC scheme can be parameterized for the expected loss characteristic of the
end-to-end transmission channel including the wireless links (approach C)). In this
case, no further retransmissions are executed on the WLAN links. The required
code rate of the FEC scheme is expected to be considerably higher in this approach
than for approach B) to be able to compensate the additional and possibly bursty
losses on the wireless channels.

The results of the different approaches discussed above are shown in Figure 5.10
for an assumed packet loss rate of 6% in the core network and in Figure 5.11 for a
packet loss rate of 12%. The SNR on both WLAN links is assumed to be 15dB.
Residual frame loss rate, average burst length, required data rate and resulting end-
to-end delay are shown in dependence on the frame length per packet. The plotted
data rate is the data rate required on the wireless channels, as a possible constraint
may be rather in effect there than in the core network. The curves of frame loss
rates Py have been calculated for the different approaches as follows:

Approach A)

The frame loss probability on the WLAN access channel, Pf}N LAN "is calculated

assuming fast retransmissions with a maximum number of N,y = 6 transmission
attempts according to (4.67). In this calculation, the channel model derived for the
WLAN channel with an SNR of 15dB (cf. Section E.2.2) is applied. For reasons
of simplicity, the same model is assumed for both WLAN links. No forward error
correction is applied and a single frame is transmitted in each packet. In the core
network (CN) this leads to a fixed frame loss rate of PN = 6% or PN = 12%,
depending on the considered packet loss rate.

Y

The packet losses on the three transmission paths (WLAN, CN, WLAN) can be
assumed as statistically independent. Hence, the end-to-end frame loss probability
is calculated from the three individual probabilities Py, P2, and P2 as

Pa=PY+P?+pP)—pP.pY_p).pd_pd.pdp).p).pY (5.21)

With Pé) = Pg) = PQNLAN and Pf?) = PﬂCN this results to

Pﬂ —9 Pf\lN'LAN +P{$N —9 PQNLAN P{gN _PﬂVVLAN PfYVLAN +P3}VLAN P{?N P{;NLAN.
(5.28)
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Approach B)

For approach B), an effective end-to-end channel model needs to be determined
in dependence on the considered FEC scheme. This end-to-end model needs to
incorporate the effects of the fast retransmissions on each WLAN access channel as
derived in the following.

The choice of the applied end-to-end FEC scheme itself and the choice of pig-
gybacked or separate transmission of the FEC frames determine the packet trans-
mission time interval TEEC | i.e., the interval between successive packets generated
at the transmitter, and the packet transmission time 7'5 EC which depends on the
packet size. The end-to-end channel model will be based on these parameters.
Due to the consideration of retransmissions on the WLAN channels, the end-to-end
model will result as Extended Gilbert-Elliott model with transition dependent loss
probabilities, as newly introduced in Section 3.2.

The resulting model of a single WLAN access channel incorporating the effects
of retransmissions is derived as follows. First, the base channel model of the WLAN
channel is adapted to the parameters of the considered end-to-end FEC scheme, i.e.,
the according transmission time interval Th=C and packet transmission time 7‘5 EBC,
The adaptation of the model is done as explained in Section 3.2 using the following
factors:

rec _ LITL
TTI
FEC

T
kFEC _ P
p

/
Tp

(5.30)

Tty and 7)) are the transmission time interval and packet transmission time of
FEC

the WLAN base model. The state transition probabilities Pt(lzgy ) of the result-

ing WLAN model result as given in (3.25) and are independent from the use of

retransmissions.

For the determination of the transition dependent loss probabilities of the re-
sulting WLAN model, the use of retransmissions on the WLAN channel needs to be
considered. To this end, the base channel model of the WLAN channel is adapted
to the transmission time interval of the retransmissions, T, as given in (4.53),
and the packet transmission time 7'5 EC of the considered end-to-end FEC scheme.
Hence, the adaptation uses the following factors:

T{“%(I _ T + 0ACK + TACK + 5p

kit = : (5.31)
’ T{“TI T’i“TI
FEC TEEC

The probabilities of losing m of n successive packets, PX; ’ (m,n), are then
calculated according to (3.40). A packet is lost if all N, transmission attempts fail.
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The probability of this event results to PX;, P (Npgx, Nitx), with the channel
state at the first transmission attempt, X, and the state at the theoretical (Ny¢x+1)-
st attempt, Y. For the calculation of the transition dependent loss probabilities,
the remaining interval between the last transmission attempt of the current packet
and the first transmission attempt of the following packet needs to be taken into
account. This interval of length Ty — Ny T{ﬁf‘l can approximately be divided into
s intervals of the retransmission interval 775, with

Trrr — Nygx TEE 1
5= { T —J . (5.33)
Tty 2
The transition dependent loss probabilities are finally calculated as
(kFEC’kFEC) (krtxkuEC) S (krtngFEC) )
Pe,)EY P = Z PX% P (NrtX7 Nrtx) Z PZ}E' (Z, 8), (534)
Ze{G,B} i=0

with the last sum denoting the state transition probability across the s intervals of

the retransmission interval T75.
The derived transition probabilities Pt( Yy ) and transition dependent loss prob-

o (kFEC (FEC) '

abilities P, vy P together form the effective channel model for a WLAN access
channel using retransmissions. For the end-to-end channel model of both WLAN
access channels and the intermediate core network, the Extended Gilbert-Elliott
models of the WLAN channels — derived as explained above — are concatenated
as explained in Appendix G.5. Assuming statistically independent losses in the core
network, the loss probability of the core network is finally incorporated as explained
in Appendix G.3.

With the resulting end-to-end channel model, the residual frame loss rates for
the different considered end-to-end FEC schemes are calculated as derived in the
respective subsection of Section 4.1, e.g., according to (4.15) for REP Scheme 1)
and (4.19) for REP-PB.

Approach C)

For the determination of the end-to-end frame loss rate in approach C), again an
effective end-to-end channel model is determined from the single models of the
WLAN access channels and the core network. However, since no retransmissions
are considered on the WL AN channels, the determination of the end-to-end channel
model is more straightforward for approach C) than for approach B) as discussed
above.

The channel models are first adapted to the respective transmission time interval
and packet size for the considered end-to-end FEC scheme according to Section 3.2.
The extended Gilbert-Elliott models of both WLAN access channels are then com-
bined into a single model as explained in Appendix G.5, before the Bernoulli channel
model of the core network is incorporated according to Appendix G.3. The resulting
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end-to-end channel model for the respective transmission time interval and packet
size is then utilized in the determination of the residual frame loss rate for the
considered FEC scheme as developed in Section 4.1 (i.e., (4.15) for REP Scheme 1)
and (4.19) for REP-PB).

Discussion of results

Without retransmission and other error protection schemes, the connected trans-
mission channels lead to a high overall loss rate (cf. curve labeled ‘no FEC’). The
horizontal curve for the use of retransmissions without further FEC, approach A),
clearly shows the effectiveness of the retransmission such that only the packet losses
in the core network remain. These, however, cannot be compensated in this ap-
proach. At the expense of a considerably higher data rate, the end-to-end FEC
schemes applied with retransmissions turned off on the WLAN links, approach C),
can recover losses on all network parts leading to a tolerable residual frame loss
rate. However, a code with low code rate is required, e.g., a repetition code with
r. = 1/3, to achieve a loss rate below 5% for frame lengths lower than 15 ms. The
optimal result is achieved by approach B), i.e., the utilization of layer 2 retransmis-
sions on the WLAN channels together with the application of an end-to-end FEC
scheme which is parameterized to compensate for the losses in the core network.
For the considered scenario, a single repetition of each frame, piggybacked to the
following packet, is sufficient for packet loss rates of 6-12 % in the network. If the
losses in the core network are of bursty nature, a FEC scheme with a certain de-
gree of interleaving should be considered. For lower loss rates in the core network,
the application of end-to-end FEC schemes may not be necessary if they can be
effectively concealed at the receiver.

An argument against the application of end-to-end FEC schemes is the increase
of data rate in the core network which may also increase the congestion and thereby
contribute itself to a further increase of the loss rate. If such a behavior has to be
expected, a different speech codec could be used which is able to adapt its encoding
rate to provide capacity for the FEC frames. A suitable codec is, e.g., the AMR
codec which will be discussed on UMTS channels and a public Internet connection
in the following sections.
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Figure 5.10: VoIP using PCM in heterogeneous network: WLAN uplink channel with
SNR=15dB, IP network with 6% packet loss, WLAN downlink channel with SNR=15 dB;
ROHC header compression on WLAN links: Frame loss rate, data rate, and delay for
different frame lengths and transmission strategies A), B), C) as explained in the text.
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Figure 5.11: VoIP using PCM in heterogeneous network: WLAN uplink channel with
SNR=15dB, IP network with 12% packet loss, WLAN downlink channel with SNR=15 dB;
ROHC header compression on WL AN links: Frame loss rate, data rate, and delay for
different frame lengths and transmission strategies A), B), C) as explained in the text.
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5.5 Voice over IP on UMTS Packet Channels

In this scenario, a Voice over IP (VoIP) transmission on a UMTS packet-switched
(PS) channel is considered. The AMR speech codec is used, which is also defined
as the standard codec for circuit-switched UMTS channels and therefore already
implemented in most devices. For the fixed frame length of the multi-rate AMR
codec, the quality shall be optimized by controlling the encoding rate and the
amount of redundancy to add with packet level FEC schemes. The potential of the
AMR codec to achieve a robust quality through adaptation of source encoding rate
and channel coding rate in dependence on the current channel quality is currently
not utilized in circuit-switched systems. The following discussion will demonstrate
that the application of the AMR codec in VoIP systems may utilize this adaptability
as intended.

Assuming a dedicated PS channel with a fixed transmission data rate, the avail-
able data rate may be either fully used for the encoded speech signal, or a lower
encoding rate may be chosen which then leaves room for enhancing the error ro-
bustness by transmission of redundancy. The following studies therefore use the
12.2 kbit /s AMR mode for transmission without redundancy, the 6.7 kbit/s mode
for all FEC schemes with code rate 1/2, and the 4.75 kbit /s mode for schemes with
rode rate 1/3. All FEC frames will be piggybacked to the speech packets. The differ-
ent schemes then require approximately the same total data rate. Slight differences
in the resulting packet lengths are negligible for the channel model behavior.

For the prediction of the resulting conversational quality, the E-model rating
factor is determined as described in Appendix H.3. The calculation is based on the
employed AMR mode, the predicted residual frame loss rate and mean burst length
for the considered FEC scheme, as well as the resulting end-to-end delay. The loss
and delay predictions are determined according to the derivations in Chapter 4
and are based on the UMTS channel model from Appendix E.2.1. In particular,
the residual frame loss rate is calculated according to (4.10) for no FEC, (4.19)
for repetition with piggybacked transmission (REP-PB), (4.46) for bock codes (RS-
PB), and (4.28), (4.32) for XOR-PB schemes. The resulting delay for the considered
FEC scheme is calculated as listed in Table 4.1.

The results are shown in Fig. 5.12 for different packet loss rates P, on the
UMTS channel. The graph compares the residual frame loss rate after correction
by the respective FEC scheme (left) and the resulting E-model rating factor (right).
A network transmission delay of 100 ms has been assumed.

At 0% packet loss rate, the curves converge to a value determined by the equip-
ment impairment factor of the respective AMR mode and the impairment factor
for the delay which depends on the utilized FEC scheme. For increasing packet loss
rates on the channel, the E-model rating factor R of the 12.2kbit/s AMR mode
without FEC decreases quickly since none of the lost frames can be recovered. At
low loss rates, however, it is still better than the lower encoding modes with FEC
protection because of its higher base quality and the lower delay. At increasing
packet loss rates, a simple repetition of one frame transmitted in the following
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packet (distance d, = 1) can already reduce the resulting frame loss rate at the
receiver and thereby lead to a slower decrease of quality in spite of the lower AMR
mode (6.7, REP p=1, d,=1). Since the considered channel does not produce com-
pletely independent losses, but rather burst losses, the resulting loss rate for this
repetition can be considerably lowered when transmitting the repeated frame three
packets later (6.7, REP p=1, d;, =3) and thereby breaking some of the loss bursts.
The increased delay leads to some quality degradation which, however, is more than
compensated by the increased error robustness. The 4.75kbit/s AMR mode with
2 redundant copies per packet and a transmission distance of 2 packets (4.75, REP
p=2, d, =2) cannot compete with the other schemes at the considered loss rates.
Only at very high loss rates, the considerably increased robustness against loss can
compensate for the low base quality and the increased delay. Block codes are flex-
ible in design (code rate, block lengths) and are efficient in reconstructing missing
frames, as can be seen for two exemplary configurations with code rate 1/2 (6.7,
RS n=4, k=2; 6.7, RS n=6, k=3). Because of the increased delay, the gain in
robustness when using longer block lengths n only leads to better quality at higher
loss rates. Not as flexible as the block codes, but nevertheless very efficient at cer-
tain rates is the transmission of specific XOR combinations of frames as redundant
information in following packets. The XOR scheme in this example is of code rate
1/2 (cf. Section 4.1.6.2). Although it achieves the second lowest residual frame
loss rate, the XOR scheme with delayed transmission of the FEC frames (6.7, XOR
Scheme 2c)) does not provide the best quality according to the R factor because
of its large increase in delay. The repetition of a single frame per packet which is
transmitted three packets later leads to the best overall quality for the considered
UMTS channel if the rate of packet loss exceeds 2%. At lower loss rates, no FEC
is required and the transmission rate should be completely utilized for the highest
AMR encoding mode.
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Figure 5.12: VoIP using AMR codec on UMTS channels with different packet loss rates
and base delay of 100 ms: Residual frame loss rate after correction and E-model rating
factor for different AMR encoding rates and FEC schemes.
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5.6 Voice over IP on IP Channels with Varying
Transmission Delays

In packet transmission networks, the packets may experience varying end-to-end
delays as explained in Section 2.6.1. Especially for long-distance connections in the
public Internet, the delay variations (jitter) may get fairly large. To compensate
for this variation, the receiver can extend the length of the receiver buffer and
thereby reduce the amount of packets that will have to be disregarded due to delay.
However, although a lower packet loss rate increases the quality of the signal, the
conversational quality of a Voice over IP call also depends on the total end-to-end
delay. Hence, the receiver buffer cannot be extended arbitrarily.

5.6.1 Optimal Choice of Jitter Buffer Length

The receiver in networks with considerable variation in transmission delay needs to
find the optimal trade-off between the end-to-end delay of the transmission and the
resulting packet loss rate by controlling the length of the jitter buffer. The relation
between jitter buffer length and packet loss rate for a given channel model is given
in (3.34b) and (3.35) in Section 3.3.3. The buffer length then directly determines
the resulting end-to-end delay. Finally, the influence of packet loss and delay on
the resulting quality can be jointly assessed by the rating factor R of the ITU-T
E-Model as defined in [ITU-T Rec. G.107 2005] and introduced in Appendix H.3.

The following scenario shall be considered as an example: A Voice over IP
call using the AMR speech codec (12.2 kbit /s mode) is transmitted over the public
Internet and experiences the delay and jitter characteristics from the example given
in Section 3.3.1 with the following parameters of the Weibull distribution: p =
116 ms, a = 15.9, v = 0.4451. This example has been taken from [Sun and Ifeachor
2004], where the optimal jitter buffer length has been determined in the same way.
Further packet losses are assumed at different loss rates, which are not caused by the
varying delay but other factors such as congestion or transmission errors on wireless
links in the access networks. The resulting frame loss rate including delay inflicted
losses, calculated as given in (3.35), and the according E-Model rating factor are
given in Figure 5.13 in dependence on the end-to-end delay. The end-to-end delay
D includes the chosen jitter buffer length as defined in (2.6). The different curves
describe different additional loss rates of 0% to 6%. For an increasing buffer length,
the resulting frame loss rate approaches the network loss rate as the variation of the
transmission delay becomes more and more compensated. However, an increasing
delay is also an increasing amount of impairment to the conversational quality. Each
curve of the E-Model rating factor R shows a point of optimum in which the best
compromise is achieved between loss rate and delay.

In [Sun and Ifeachor 2004], an adaptive jitter buffer has been proposed which is
able to adjust the playout delay to “spikes” in the transmission delay, i.e., sudden
groups of packets which have a significantly higher delay than the rest. This adap-
tation increases the overall quality as it reduces the packet losses while preventing
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Figure 5.13: VoIP using AMR codec (12.2 kbit/s mode) on IP channel with jitter (Weibull
distribution: g = 116 ms, a = 15.9, v = 0.4451) and additional packet losses of different
rates I,: Residual frame loss rate and E-model rating factor for different end-to-end
delays D which include the receiver buffer length Dy .

the impairment of a constantly high playout delay. Nevertheless, the transmission
channel of the given example does not allow for a high quality VoIP transmission.
The delay required for compensating the jitter inflicted losses is too high, resulting
in a poor conversational quality. Especially if additional network losses occur, the
quality does not reach an acceptable level.

5.6.2 Joint Optimization of Jitter Buffer and Forward Error
Correction

The previous example has shown that the quality of a VolP connection over an
IP network with a high one-way delay and considerable amount of jitter is strongly
limited through the resulting end-to-end delay and packet losses. A possible solution
for achieving an acceptable quality in such severe network conditions is the use of
forward error correction (FEC) schemes. When adding redundancy, the source
codec rate should be reduced in order to keep the overall packet data rate constant.
This prevents a possible worsening of the transmission characteristics as it might
occur when increasing the data rate in a network with a considerable amount of
load. Assuming the same channel characteristics as in the previous section, the
following combinations of AMR codec modes and FEC schemes are considered,
which result in comparable packet data rates:
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e AMR 12.2kbit/s; no FEC

e AMR 6.7kbit/s; repetition of one frame piggybacked to following packet
(REP-PB, p=1,d, =1)

e AMR 6.7kbit/s; Reed-Solomon (n, k) block code of rate 1/2; FEC frames
piggybacked to following packets (RS-PB, (n, k) = (4,2), (6,3), or (8,4))

e AMR 4.75kbit /s, repetition of two frames piggybacked to following packets
(REP-PB, p=2,d, =1)

e AMR 4.75kbit/s; Reed-Solomon (n, k) block code of rate 1/3; FEC frames
piggybacked to following packets (RS-PB, (n, k) = (6,2), or (9, 3))

In contrast to the studies in Section 5.5, no interleaving or delayed transmission
of the FEC frames are considered in this case because the losses in the channel
model considered here do not show a bursty behavior. The resulting frame loss
rate depends on the considered FEC scheme and the end-to-end delay which itself
depends on the chosen receiver jitter buffer length. For the calculation of the loss
rate, the probability of jitter based losses is incorporated into the channel model
according to (3.34b) and (3.35) using the position dependent loss probability derived
in (4.72). As explained in Section 4.3, the dependency of P, ; on both the position of
the considered frame within the encoding block and the position of the other frames
of the block needs to be taken into account in calculating the loss probabilities for
the considered FEC scheme.

The resulting frame loss rate and E-model rating factor in dependence on the
end-to-end delay D including the jitter buffer length are shown in Figures 5.14,
5.15, and 5.16 for 0%, 3%, and 6% additional network losses, respectively. The
curves show that piggybacked FEC data is able to recover parts of jitter as well
as network losses, leading to a considerable increase of the resulting quality. The
narrow peaks of the curves, however, also show that a careful dimensioning of the
receiver buffer length is essential for achieving the optimal performance.

For no additional packet losses (Figure 5.14), the optimal performance is achieved
for the Reed-Solomon block code with (n, k) = (6,3) which is able to recover the
loss of 3 frames within a group of 6 successive packets. This scheme requires a
buffer length of 250 ms. A shorter block length of (n, k) = (4,2) results in an only
slightly lower rating factor R which it already achieves at a buffer length of 225 ms.
A code with the same rate but larger block length of (n,k) = (8,4), on the other
hand, leads to a lower quality in spite of its higher correction capabilities because
of the increased delay at the receiver. The transmission of more redundancy at the
expense of a lower base quality does not lead to an improved quality in this case as
evident from the curves for the AMR 4.75 kbit /s mode with different FEC schemes
of rate 1/3.

The maximum achievable quality decreases only slightly with increasing network
loss rate (cf. Figure 5.15 and 5.16) because the optimal FEC scheme is capable of
recovering most losses of both types, delay and network based. For a higher network
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Figure 5.14: VoIP using AMR codec (12.2 kbit/s mode) on IP channel with jitter (Weibull
distribution: p = 116 ms, a = 15.9, v = 0.4451), no additional packet losses: Residual
frame loss rate after correction and E-model rating factor for different FEC schemes and
end-to-end delays D which include the receiver buffer length Dy, s.

loss rate, a larger block length of the RS code should be used. For example, at 6%
network losses, the (n,k) = (6,3) code leads to clearly better results than the
(n,k) = (4,2) code (cf. Figure 5.16).

5.7 Conclusions

This chapter has discussed the system optimization problem for a range of common
application and network scenarios and determined exemplary parameter settings.
The choice of various system parameters, such as the codec to utilize, the frame
length to transmit in each packet, as well as the parameterization of FEC and
retransmission schemes have been discussed in detail. To find the optimal parameter
settings, the channel model and analytical results of previous chapters have been
applied to specific relevant application and network scenarios, e.g., VoIP or music
streaming on UMTS, WLAN and the Internet for exemplary channel conditions.

It has been shown that the optimization needs to consider the specific demands
and constraints of the given scenario in order to achieve the optimal quality in
the most efficient way considering the available resources. The framework which
has been developed in this work has shown to provide the necessary base for the
optimization of these complex transmission systems.
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Figure 5.15: VoIP using AMR codec (12.2 kbit/s mode) on IP channel with jitter (Weibull
distribution: p = 116 ms, « = 15.9, v = 0.4451), additional packet losses with rate
Py = 3%: Residual frame loss rate after correction and E-model rating factor for different
FEC schemes and end-to-end delays D which include the receiver buffer length Dy ¢.
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Figure 5.16: VoIP using AMR codec (12.2 kbit/s mode) on IP channel with jitter (Weibull
distribution: p = 116 ms, o = 15.9, v = 0.4451), additional packet losses with rate
P, = 6%: Residual frame loss rate after correction and E-model rating factor for different
FEC schemes and end-to-end delays D which include the receiver buffer length Dy s.
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Packet Loss Concealment

The transmission of speech and audio signals over possibly heterogeneous packet-
switched communication networks experiences packet losses and thereby losses of
media frames, caused by various sources of impairment as described in Section 2.6.2.
With current protocols, packets are either received error-free or otherwise lost com-
pletely!. The length of the signal segment which is lost in case of a packet loss
depends on the number of speech/audio frames that are transmitted in each packet
and on the frame length itself. A certain amount of frame losses may be com-
pensated by forward error correction schemes or retransmissions as discussed in
Chapter 4. In real-life scenarios, the utilization of such methods is however limited
by delay constraints of the application and data rate constraints of the network. The
receiver will therefore still experience frame losses under bad network conditions.
Hence, packet loss concealment, or more specific, frame loss concealment algorithms
have to be implemented in the receiver to generate a suitable replacement for lost
signal frames which cannot be recovered.

The current chapter will discuss approaches for the concealment of lost speech
frames which have been encoded by speech codecs based on the CELP (code excited
linear prediction) encoding principle [Schroeder and Atal 1985|. This coding scheme
is most widely used in state-of-the-art speech codecs for mobile communication
networks, e.g., the Adaptive Multi-Rate (AMR) codec [3GPP TS 26.090], as well as
for the base layers of recently standardized scalable codecs for heterogeneous packet
networks, e.g., [[TU-T Rec. G.729.1 2007] and [ITU-T Rec. G.718 2008|. First,
an overview is given on the different concepts of packet loss concealment that are
implemented in current systems and proposed in the literature. In the following, two
new concepts are developed which improve the performance of standard concealment
techniques implemented in CELP based speech codecs.

The first approach classifies the signal structure of the preceding and following
segments and applies particularly tailored extra- and interpolation techniques based
on the current voicing state of the signal. In the second approach, the transmission
of low rate side information in a following packet is proposed which assists the

1See Chapter 2.7.5 for a discussion of utilizing packets with residual bit errors in the payload.
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decoder in the concealment of a lost frame. It will be shown that the side information
can be transmitted as hidden bit stream in the codec’s parameters and therefore
does not require any additional date rate.

6.1 State-of-the-Art in Packet Loss Concealment

Measures for combating packet loss in packet-based transmission systems may be
classified into sender-driven, receiver-based, and sender-assisted approaches as ex-
plained in Section 2.7. While sender-driven approaches have been discussed in detail
in Chapters 4 and 5, the current chapter focuses on packet loss concealment (PLC),
i.e., the concealment of lost and unrecoverable signal frames at the receiver, possibly
assisted by specific side information which is derived at the sender and transmitted
in a following packet.

The receiver-based concealment of lost signal segments of multimedia signals uti-
lizes a-priori knowledge on the signal characteristics? together with information from
already received segments preceding or following the loss (if available) to construct
an appropriate estimation as replacement for the lost segment. The concealment
algorithms for speech, music, and video signals will therefore differ from each other
in specific details, but also have basic principles in common. The estimation process
itself further differs in dependence on the utilized coding scheme, e.g., for speech or
music signals between waveform and parametric or hybrid encoding schemes.

In this chapter, the focus will be on speech signals. Speech signals can be
assumed to be piecewise stationary (short-term stationarity) and to often exhibit
a high degree of periodicity. This property is utilized by source coders to achieve
a high compression rate and thus a low resulting bit rate. The periodicity and
stationarity of speech is also the essential basis for applying an effective concealment
of lost segments.

Packet loss concealment algorithms for waveform codecs use methods of wave-
form substitution and are usually based on an extrapolation of the previous signal
segment by pitch period repetition as, e.g., defined in [ITU-T Rec. G.711 Appendix
1 1999] for A /u-law encoded PCM speech. Overlap-add techniques are applied to
smooth the transition between the extrapolated signal and the following received
signal segment. For an improved quality, it has also been proposed to determine and
extrapolate the spectral envelope of the preceding segment, and to subsequently per-
form the repetition of the pitch structure in the LP residual domain [see Gunduzhan
and Momtahan 2001]. The latter approach is also applied for the wideband coding
standard ITU-T G.722 as explained in [K6vesi and Ragot 2008; ITU-T Rec. G.722
Appendix IV 2008]. Further approaches include, e.g., waveform extrapolation in
sub-bands [Cliiver and Noll 1996], or time scale modification techniques [Sanneck
et al. 1996].  Finally, [Shetty and Gibson 2006| propose a PLC algorithm for

2Depending on the signal type (speech, music, video), this a-priori knowledge may include
models of the speech production process or of auditory and visual perception, as well as statistical
information, e.g., probability distributions of signals and their features.
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ITU-T G.722 which is assisted by a transmission of low rate side information pig-
gybacked to the following packet. This side information includes the encoder states
and the correct pitch value of the previous frame. The use of this side information
is claimed to improve the concealment as well as to limit error propagation.

Packet loss concealment algorithms for frame-based parametric or hybrid speech
codecs perform the concealment usually in the parameter domain. The most promi-
nent representative of the hybrid codec family is the CELP (code excited linear pre-
diction) encoding principle [Schroeder and Atal 1985]. These codecs decompose the
speech signal into its spectral envelope and a mixture of properly scaled periodic
and noise-like excitation signals, described by a set of parameters. The conceal-
ment is usually based on an extrapolation of the parameters, as implemented in
most conventional concealment algorithms. If future frames are already available
in the receiver buffer, they can be utilized for interpolative approaches [see, e.g.,
Wang and Gibson 2001; Johansson et al. 2002; Mertz et al. 2003|.

The CELP codec structure, which has originally been developed for circuit-
switched mobile networks, is very sensitive to frame losses. To achieve a trade-off
between encoding efficiency and error propagation, the latter has not been com-
pletely removed. The predictive encoding of parameters and in particular the ap-
plication of a long-term prediction lead to a considerable inter-frame dependency
which still results in a strong effect of error propagation. An inappropriately esti-
mated frame might therefore effect the quality of several frames following the loss.
Compared to waveform codecs, this reduced error robustness is the prize payed
for a considerably lower bit rate. Alternative encoding approaches that have been
designed particularly for application in networks with packet losses avoid these
inter-frame dependencies, e.g., the Internet Low Bit Rate Codec (iLBC) [Andersen
et al. 2004|. The higher robustness against packet loss, however, is achieved at the
expense of an increased bit rate and /or a reduced base quality of the decoded signal.

Several techniques have been proposed in the literature to reduce the error
propagation of conventional CELP based codecs. For example, [Chibani et al. 2005]
presented an approach that constrains the contribution of the adaptive codebook —
mainly responsible for the error propagation — by limiting its gain. Thereby, the
innovative codebook is forced to partially model the pitch excitation. According to
the authors, this modification of the encoder does not lead to a significant reduction
in the base quality. The introduced periodicity in the innovation can subsequently
also be utilized at the receiver to improve the estimation of a lost frame, [Chibani
et al. 2006]. Another approach proposed in [Gournay et al. 2003] makes use of late
arriving packets which already had been regarded as lost and therefore concealed.
The information in these late packets is still evaluated and used to correct the
decoder states in order to limit the error propagation. A considerable improvement
with this approach is therefore only expected if this scenario occurs with a certain
frequency, e.g., if the receiver buffer has to be very short because of tight delay
constraints.

There have been several proposals in the literature for applying statistical esti-
mation techniques to determine the parameters of a lost frame [see, e.g., Martin et



136 6 Packet Loss Concealment

al. 2001; Murthi et al. 2006; Rodbro et al. 2006; Lahouti et al. 2007]. Such methods
are claimed to achieve a higher accuracy of the estimated parameters, however, at
the expense of a very high computational complexity. A cost-benefit consideration
may therefore not approve the use in current systems, and indeed, such approaches
are not yet applied in standardized speech codecs. Most proposals have concen-
trated on the signal’s spectral envelope. In [Agiomyrgiannakis and Stylianou 2005],
the estimation is further assisted by side information. While among all parame-
ters the spectral envelope is certainly very important for the quality of the speech
sound, the other parameters have a significant influence themselves and must not be
neglected in the concealment. The different significance of the parameters for the
resulting quality is investigated in Section 6.2, also revealing a dependence on the
current signal structure. Thus, an integrated approach is required which involves
all parameters and which adapts to the instantaneous signal characteristics.

In Section 6.3, a voicing dependent concealment approach is developed based
on the author’s proposal in [Mertz et al. 2003|, considering different concealment
techniques for voiced, unvoiced and transitional speech segments. Alternative con-
cealment approaches utilizing a classification of the signal structure can be found,
e.g., in [Jelinek and Salami 2007; Vaillancourt et al. 2007]. Other approaches con-
sider signal classification based on Hidden Markov Models (HMM) and subsequently
employ statistical estimation techniques of parameters based on class dependent
probability distributions [see, e.g., Murthi et al. 2006; Rodbro et al. 2006].

In contrast to proposals for transmitting selective or partial redundancy, e.g.,
copies of certain important parameters for specific sensitive frames (cf. Section 2.7),
several approaches have been proposed in the literature which derive and transmit
specific side information for the receiver’s concealment routine. These techniques
are categorized as sender-assisted packet loss concealment in this work. This side
information is generally transmitted at a low bit rate (below 1kbit/s), since these
approaches are targeted at heterogeneous packet networks including wireless trans-
mission links. Section 6.4 of this work will introduce low complex parameter esti-
mation techniques which are supported by low rate side information, based on the
author’s proposals in [Mertz and Vary 2006]. These techniques can be applied to
any standardized CELP codec. Section 6.5 will then show, by the example of the
AMR codec, how this side information can be embedded as hidden steganographic
bit stream in the codec bits, thereby requiring no additional bit rate and achieving
backward compatibility with legacy systems |Geiser et al. 2008].

Concealment strategies utilizing signal classification and side information are
increasingly incorporated in new speech codecs. The recently standardized scal-
able codecs introduced in Section 2.3.2.4 (VMR-WB; ITU-T G.729.1, G.711.1, and
G.718) were especially designed for the application in packet networks and already
include such measures for a higher robustness against packet loss. They incorporate
efficient packet loss concealment algorithms considering signal classification and the
concealment is further assisted with low rate side information as part of each frame’s
bit stream.
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Figure 6.1: CELP decoder structure: Frame-wise synthesis of the speech signal from the
received parameters of each frame: spectral envelope, pitch lag, fixed codebook entry, and
fixed and adaptive codebook gains.

6.2 CELP Codec Parameters and their
Significance for Quality

Typically, CELP codecs compute the following parameters for each frame of the
speech signal, which has normally a length of 10-30 ms and is often 20 ms long.
After transmission, the decoder resynthesizes the speech signal from the received
parameters as shown in Figure 6.1:

1. Spectral envelope: coefficients of a short-term prediction filter A(z), usu-
ally encoded as line spectral frequencies (LSF) and calculated once or twice
per frame; the speech signal is filtered with the analysis filter to remove the
spectral envelope; all other parameters are derived from this residual signal.

2. Pitch lag T|: coefficient of a long-term prediction filter, expressing the cur-
rent periodicity of the residual signal; calculated for every sub-frame of, e.g.,
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5 ms; usually realized as an index into an adaptive codebook which contains
the preceding quantized residual signal.

3. Innovation sequence: entry from a fixed codebook of noise-like and usu-
ally sparsely filled pulse vectors; models the error of short- and long-term
prediction; chosen for every sub-frame of about 5 ms.

4. Codebook gains: calculated for every sub-frame of, e.g., 5 ms

a. Gain g, of the contribution from the long-term prediction, i.e., the adap-
tive codebook entry.

b. Gain g. of the contributing innovation signal, i.e., the fixed codebook
entry.

The parameters have a different significance for the resulting speech quality and
therefore they also have a different sensitivity to transmission errors or loss. In
mobile communication systems like GSM, the bitstream of encoded parameters is
therefore sorted into different classes of sensitivity for which subsequently different
grades of error protection are applied (so-called unequal error protection). How-
ever, there is a significant difference between the sensitivity to bit errors and the
sensitivity to loss. The former is determined by the influence of bit errors on the
resulting quality, i.e., when a distorted parameter is used for speech synthesis. The
sensitivity to loss, on the other hand, describes the influence on the quality in case a
parameter has to be estimated because it is lost or severely distorted and therefore
discarded. Hence, this sensitivity describes how well a parameter can be estimated
from the information at hand, e.g., preceding and following frames, and/or partic-
ularly transmitted side information. Knowledge about the parameters’ variation
in significance is important for the development of suitable frame loss concealment
methods. When considering the transmission of side information to assist the re-
ceiver based concealment, such knowledge about the influence of each parameter
will help in deciding which amount of side information (i.e., bit rate) is needed for
each parameter.

The parameters’ sensitivity to loss will also depend on the current signal struc-
ture. The CELP encoding principle is based on short-term and long-term prediction
utilizing the short-time stationarity of speech as well as the periodicity of voiced
speech signals. The following evaluation of the sensitivity will therefore also con-
sider different voicing transitions of the speech signal separately. For this purpose,
the voicing state of the preceding and the following frame have been determined ac-
cording to the method defined later in Section 6.3.1, leading to four different possible
transitions: unvoiced-unvoiced (u-u), unvoiced-voiced (u-v), voiced-unvoiced (v-u),
and voiced-voiced (v-v). Speech pauses will normally be considered as unvoiced as
the signal will only exhibit some low background noise.

In the following, the significance of CELP codec parameters and their sensitivity
to loss shall be assessed from a set of measurements and simulations, using the
standardized AMR codec [3GPP TS 26.090] as example. As data set, the speech
files from [ITU-T Rec. P.834 2002] have been taken.
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6.2.1 PESQ Measurements of the Separate Concealment of
AMR Codec Parameters

In the simulations described below, some artificial loss scenarios have been assumed
which normally do not occur in practical systems but serve well for the comparison
of the parameters’ loss sensitivity. In the simulations, the set of lost parameters
have been varied, i.e., in a specific simulation not all parameters of a frame are
considered as lost. Lost parameters were always estimated by the standard con-
cealment method for the AMR codec defined in [3GPP TS 26.091]. The quality
of the synthesized speech signals has been assessed by the objective quality mea-
sure PESQ (Perceptual Evaluation of Speech Quality) [ITU-T Rec. P.862 2001]
(cf. Appendix H.2). Two sets of simulations have been carried out:
a) loss of all but one parameter: all parameters of lost frames are concealed
with the standard method, except for one parameter which is set to the cor-
rect /original value;

b) loss off only one parameter: all parameters of lost frames are set to cor-
rect /original values, except for one parameter which is concealed with the
standard method.

For both sets, the different voicing transitions from the frame preceding the loss
to the one following the loss® have been considered separately. Therefore, random
frame losses have been generated for each speech file, but only those frames have
been considered lost which belong to the considered voicing category. The mean
MOS-LQO* values for the two simulation sets a) and b), as computed by the PESQ
algorithm, are given in Table 6.1 and Table 6.2, respectively. For the different
voicing transitions, different loss rates result as shown in the tables. The reason lies
in the distribution of voicing transitions in a speech file.

The simulation results for random losses over all voicing transitions show that
a loss of the codebook gains has the most severe effect on the resulting speech
quality, while the loss of the other parameters seem to have a lesser and — when
compared to each other — similar effect. The high loss sensitivity of the gains can
also be observed when the losses only occurred in one type of the different voicing
transitions, the similarity of the other parameters, however, does not hold anymore.

For a loss within an unvoiced speech signal (u-u transition), the loss of the
pitch lags naturally shows the least influence on the quality because of the lack of
periodicity in such a signal. Also, the correct choice of the fixed codebook entry
seems not to be of the highest importance, although the “estimation” (random
entry) leads to a slight quality decrease. A stronger influence can be seen in the
LSF coefficients which describe the signal’s spectral envelope.

The influence of the loss of parameters is in general much higher within voiced
signal segments (v-v transition). Here, the regeneration of the signal’s periodicity

3The classification has been done according to Section 6.3.1.

4The MOS-LQO value computed by the PESQ algorithm is an estimation of the Mean Opinion
Score (MOS) that would result from a listening test. MOS-LQO stands for Mean Opinion Score—
Listening Quality Objective.
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MOS-LQO for different voicing transitions
Pp=98% | Pa=10% | Pa=3.2% | Pa=3.0% | Pq=8.6%
random only u-u only u-v only v-u only v-v
Retained voicing frames frames frames frames
Parameter transitions | lost lost lost lost
LSF (spectral env.) || 2.77 3.20 3.19 3.58 2.80
To (pitch lags) 2.61 3.06 3.02 3.47 2.75
Ja, gc (CB gains) 2.84 3.52 3.20 3.65 2.75
fixed CB entry 2.61 3.09 3.01 3.51 2.72
no parameter 2.52 3.04 2.96 3.44 2.61
LSF & gains 3.26 3.84 3.54 3.85 3.09
Ty & gains 3.00 3.55 3.33 3.69 2.98
fixed CB & gains 3.04 3.64 3.34 3.74 2.94

Table 6.1: Mean MOS-LQO for simulation set a); AMR 12.2 kbit/s; given parameter is
kept as correct/original, others are concealed by the standard method; different frame loss
rates and restriction of losses to certain voicing transitions. The PESQ MOS-LQO value

for error free transmission (i.e. only reflecting the codec distortion) resulted to 4.03.

MOS-LQO for different voicing transitions

Py =9.8% Pa=10% | Pp=3.2% | Pq=3.0% | Pq=8.6%

random only u-u only u-v only v-u only v-v
Estimated voicing frames frames frames frames
Parameter transitions | lost lost lost lost
LSF (spectral env.) || 3.47 3.73 3.63 3.84 3.52
To (pitch lags) 3.52 3.95 3.69 3.95 3.35
Ja, gc (CB gains) 3.10 3.27 3.37 3.70 3.29
fixed CB entry 3.51 3.88 3.72 3.89 3.39
all parameters 2.52 3.04 2.96 3.44 2.61

Table 6.2: Mean MOS-LQO for simulation set b); AMR 12.2kbit/s; given parameter
is concealed by standard method, others are kept as correct/original; different frame loss
rates and restriction of losses to certain voicing transitions. The PESQ MOS-LQO value
for error free transmission (i.e. only reflecting the codec distortion) resulted to 4.03.

is essential, leading to quality degradation if the pitch lags and gains are incorrectly
estimated. The fixed codebook entry is of similar significance because it describes
the variation of the signal from the long-term prediction. Slightly less important,
but still significant is a sufficient estimation of the signal’s spectral envelope.

A loss of parameters at the transition from an unvoiced to a voiced speech seg-
ment (u-v transition) shows the highest impact on the resulting quality of the speech
signal. At such a transition, the starting voiced speech cannot be predicted yet,
and the combination of basically all parameters is necessary to re-synthesize the
signal with a good quality. Finally, transitions from voiced to unvoiced signal seg-
ments (v-u transition) are the ones least sensitive to loss for any of the parameters,
especially when considering the ends of talk spurts.
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6.2.2 Conclusions

The results of this study show that the parameters of the AMR codec have different
sensitivities to loss and that this sensitivity varies with the current voicing state or
transition of the speech signal. In the simulations, the lost parameters have been
concealed with the standard concealment technique proposed for the AMR codec
in [3GPP TS 26.091]. It is based on parameter extrapolation, assumes no knowledge
about future frames, and has therefore shown to be limited in its performance. The
estimation of parameters can be improved if further information is available at the
receiver. In the following sections, two approaches will be developed and discussed
which a) utilize future frames and consider particular suited concealment techniques
for the different voicing transitions, and b) utilize additionally transmitted side
information to further improve the concealment of the parameters.

6.3 Voicing Controlled Packet Loss Concealment
for CELP Encoded Speech Signals

In this section, a novel voicing controlled method for frame loss concealment is de-
veloped and applied to the Adaptive Multi-Rate (AMR) speech codec. The inherent
ACELP codec structure is very sensitive to frame losses, as the predictive encod-
ing of parameters like the LSF coefficients can lead to error propagation in case
of transmission errors. Additionally, an inaccurate estimation of a lost frame will
affect the decoding of following frames due to incorrect adaptive codebook entries.
A high quality concealment routine is therefore essential to maintain an acceptable
quality under adverse network conditions.

In case of frame loss, CELP codecs usually employ a concealment unit which tries
to extrapolate the previous signal structure and at the same time gradually lowers
the amplitude of the signal resulting in a completely muted signal if several con-
secutive frames are lost. Such extrapolation/muting based concealment approaches
have been developed for circuit-switched cellular networks, where frames may have
to be discarded if residual bit errors are detected in the important payload bits.
In these systems, the receiver’s concealment routine can only utilize the preceding
signal for its estimation. In packet-switched networks, on the other hand, receiver
buffers (so-called jitter buffers) are required for compensating varying transmission
delays. If, in case of frame losses, the frame following the lost frames has already
been received, it may be utilized by the frame loss concealment routine. The uti-
lization of frames succeeding a loss for interpolation of parameters has already been
discussed, e.g., in [Wang and Gibson 2001; Fingscheidt and Perez 2002] for LSF vec-
tors, and in [Johansson et al. 2002| for pitch lags. However, the proposed methods
were applied regardless of the current signal structure. The studies in Section 6.2
have shown that the achievable quality of the concealment routine highly depends
on the properties of the lost signal segment. Therefore, a voicing controlled loss
concealment is developed that depends on the voicing state of the speech frame
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Figure 6.2: Illustration of voiced/unvoiced classification. The pitch lags Ty (upper solid
line) are used to classify the frames (20 ms) of the given speech signal (lower solid line)
into voiced (v) and unvoiced (uv) segments (illustrated by the dashed line).

preceding and following the lost frames, i.e., whether the lost frames lie within a
voiced, an unvoiced, or a transitional speech segment. The basic concept has been
introduced by the author in [Mertz et al. 2003] and will be described in detail in
the following.

6.3.1 Voicing Classification

The choice of an appropriate concealment method strongly depends on the current
periodicity of the speech signal around the lost frames. After removing the spectral
envelope, CELP based speech codecs employ long-term prediction (LTP) to achieve
their compression ratio, i.e., a previous signal segment is used as prediction for the
current subframe. Subsequently determined parameters then just encode the pre-
diction error. For the long-term prediction, the pitch lag Tj is determined for each
subframe. This parameter reflects the period length of the (here assumed) periodic
signal and it is the reciprocal value of the fundamental frequency Fy. The curve of
the parameter 7} is therefore a good measure for the periodicity in the signal and
will be used for a classification into voiced and unvoiced speech frames. As shown
in Figure 6.2, the parameter 7j, undergoes only slight variations in voiced regions of
the speech, whereas it has an unpredictable and rather random behavior in unvoiced
segments. Here, the T curve is showing great value differences between successive
subframes, which results from the missing periodicity in unvoiced speech segments.
Thus, the absolute values of the Tj differences between consecutive subframes can
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be used as an indication for voiced /unvoiced speech. A decision function
3
i i+1
Vin) =311 () T3 (m)] (6.1)
i=1

is computed for each frame n, with To(i) (n) the pitch lag of subframe i (i € {1,...,4}).
With an appropriate threshold V;;, for V(n), a classification in voiced and unvoiced
frames is done as follows:

voiced for V(n) < Vi

Frame is { unvoiced for V(n) > Vi,

(6.2)

For narrowband speech (sampling frequency 8 kHz) a threshold of V4, = 10 proved
to be suitable for a reliable classification.

The classification may sometimes detect an unvoiced speech frame within a
voiced region, as can be observed, e.g., for frame 82 in Figure 6.2. In this case the
speech structure undergoes a significant change within a voiced sound, expressed
in a jump of the Ty parameter that causes V(n) to exceed the threshold. Since
the voicing controlled choice of an appropriate concealment method will be based
on the periodicity of the speech signal, these cases have not to be considered as
misclassification, but they in fact support the concealment of lost frames in that
speech segment.

The classification as defined above requires a very low computational complexity
when used with CELP codecs, because the pitch lags T are already available from
the received parameters of a frame. Furthermore, a classification of a received frame
after a loss is possible because the pitch lags are not encoded predictively across
frames and no other measures are involved which might require the decoded signal
(e.g., the zero-crossing rate).

6.3.2 Parameter Estimation Depending on Voicing
Transition

The concealment methods described in this section utilize received frames on both
sides of the lost frames. Depending on the voicing classification of both the pre-
ceding and the following speech frame, a particular concealment method is chosen
for each different voicing transition. The concealment is based on the codec param-
eters, LSF coefficients (spectral envelope), pitch lag, gain factors, and innovation
vector (i.e. fixed codebook entry), which are estimated by extra- and interpolation
techniques.

The LSF coefficients will be linearly interpolated as proposed in [Fingscheidt
and Perez 2002]. This method is briefly reviewed in the following section, before
the voicing controlled estimation of the remaining parameters is discussed.
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6.3.2.1 LSF Interpolation

In CELP codecs, the LLSF coefficients describing the spectral envelope of the signal
are usually encoded predictively. In general, moving average (MA) prediction is
employed to predict the LSF coefficients of the current frame. The difference be-
tween the computed and predicted coefficients, i.e., the residual LSF vector, is then
quantized using a vector quantizer. The MA prediction guarantees a limited error
propagation in case of frame loss since the re-calculation of the LLSF coefficients at
the receiver only depends on the received residual vectors. The order of the MA
predictor is chosen as a trade-off between maximizing the prediction gain and lim-
iting the error propagation. For example, the ITU G.729 codec [ITU-T Rec. G.729
1996b|, which is still used in many Voice over IP systems, employs a 4th order
moving average (MA) prediction. With a frame size of 10 ms, the error propagation
can reach up to 40 ms for a single lost frame. In the AMR codec [3GPP TS 26.090],
which is based on 20 ms frames, only a first order moving average (MA) prediction
is used. At the encoder, the mean removed residual LSF vector r(n) of frame n is
calculated from the absolute LSF vector q(n) as

r(n) =q(n) —q—fp-r(n—-1) (6.3)

with a constant mean (expectation) LSF vector q and a fixed vector of prediction
factors, f,, for the coefficients. ° The decoder then recalculates the absolute LSF
coeflicients from the received residual coeflicients of the current and the previous
frame. Therefore, error propagation is limited to one frame only in this case.

The extrapolation/muting based concealment unit of the AMR codec, which is
standardized in [3GPP TS 26.091] and recommended for use in the cellular GSM
system, extrapolates the LSF values from the last correctly received frame and
slightly shifts them towards the mean LSF vector. Instead, if a future frame has
already been received, the LSF coefficients of a lost frame may be estimated by
linear interpolation, as already investigated in [Fingscheidt and Perez 2002|. Prior
to interpolation, the absolute LLSF coefficients of the lost frames are estimated as in
the standard concealment method. This first estimation then provides the basis for
decoding the LSF coefficients of the frame following the lost segment. A superior
performance of the linear interpolation compared to the standard concealment for
LSF coefficients has been shown in [Fingscheidt and Perez 2002| using the spectral
distortion measure. This procedure for estimating lost LSF coefficients is therefore
applied for all voicing transitions in the proposed voicing controlled concealment
approach.

6.3.2.2 Parameter Estimation: Transition vozced-voiced

Within a region of voiced speech the signal exhibits a strong periodicity. Express-
ing this periodicity, the pitch lag normally follows a fairly smooth curve with only

5The 12.2kbit/s mode of the narrowband AMR codec calculates two LSF coefficient sets per
frame, i.e., each set for 10 ms of speech. Here, the prediction factor is chosen as fp = 0.65. The
wideband AMR-WRB codec calculates one set of coefficients for every 20 ms frame and employs a
prediction factor fp = 1/3.
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Figure 6.3: Frame loss at voiced-voiced transition: decoded speech signals and respective
pitch lags (solid line - signal with concealed frame loss; dotted line - error-free signal) a)
standard concealment b) voicing controlled concealment; AMR codec (12.2 kbit/s mode)

small variations from subframe to subframe. In CELP codecs, the pitch lag Tj
is usually calculated every subframe of 5ms and the parameters T, of successive
frames are usually quantized independently from each other. Predictive or differ-
ential encoding of Ty is only done within a frame. In the AMR codec, e.g., the
pitch lag of the second and fourth subframes are differentially quantized based on
the first and third subframes, respectively. Therefore, the missing 7y values can be
linearly interpolated between the fourth subframe of the last received frame and the
first subframe of the first received frame behind the loss. In voiced segments, this
interpolation leads to a more precise estimation of the original Tj curve than in case
of the conventional error concealment unit, where the missing 7j values are extrap-
olated from the last received frame by repeating the value of the fourth subframe.
In some codecs, the repeated T values are incremented by 1 for each successively
lost subframe in order to introduce some degree of variation and avoid an unnatural
periodicity. This repetition/incrementation and the interpolation approach for the
pitch lag are shown in the upper curves of Figure 6.3 a) and b).

In conventional error concealment units, the codebook gains are both extrapo-
lated from the previous frame and attenuated to prevent possible artifacts, which
can be clearly seen in the signal from Figure 6.3. Simulations and auditive com-
parison have shown that this attenuation of the signal amplitude is not necessary
if the missing frames lie within a voiced region of speech, at least not until the
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lost segment gets too large. The missing segment can be estimated fairly well with
interpolative means, a fluctuation in the signal amplitude is rather perceived as
distortion. Therefore, the gain factors of both the adaptive and the fixed code-
book are linearly interpolated at voiced-voiced transitions, avoiding an unnecessary
fluctuation in the signal amplitude (see Figure 6.3 b)).

For the innovation vector, a random entry is chosen from the fixed codebook as
in the standard concealment.

Figure 6.3 visualizes the performance of the proposed method (6.3 b)) compared
to the standard concealment (6.3 a)) on a single frame loss. With the interpolation
approach the signal obviously resembles more closely that of the error-free case
than with the standard extrapolative concealment. Simulation results that verify
the improvements gained by the proposed concealment method will be presented
and discussed in Section 6.3.3.

6.3.2.3 Parameter Estimation: Transition vozced-unvoiced

When estimating speech parameters of lost frames at transitions of voiced to un-
voiced speech, the pitch lag T, must not be interpolated to avoid an unnatural
change in the fundamental frequency. This would occur when the first pitch lag
in the following unvoiced speech frame strongly differs from that of the preceding
voiced frame. Better results can be accomplished by extrapolating the pitch lag
from the preceding voiced speech frame and thereby achieving a continuation of the
periodic signal. The contribution of the fized codebook is set to a random code-
book entry as in the conventional concealment unit. Both codebook gains usually
experience a considerable change at voiced-unvoiced transitions, the adaptive gain
becoming small and the fixed gain increasing. To mitigate possible artifacts at such
a transition, which might occur if the energy of the random sequence gets too high,
both codebook gains are treated as in the standard concealment, i.e., extrapolated
and attenuated. This results in a better subjective speech quality, even if in simula-
tions the PESQ MOS-LQO value has been higher when interpolating the codebook
gains.

6.3.2.4 Parameter Estimation: Transition unvoiced-voiced

The transition from unvoiced to voiced speech is the most difficult position for
the concealment of a lost frame. The main reason is that these transitional frames
carry the important information on how to build up the periodicity of the beginning
voiced segment. In this respect the innovation vector (fixed codebook) is essential,
because the long-term prediction cannot contribute substantially yet. Again, a
linear interpolation of the pitch lags is not advisable because of a possibly large dif-
ference between the pitch lag of the beginning voiced frame and the more random
values of the preceding unvoiced frame. Also, the repetition of the T value from
the preceding unvoiced segment into the starting voiced segment, as it is done in
conventional concealment routines, should be avoided to prevent unnatural period-
icities based on the almost random pitch lag of unvoiced speech. Therefore, a linear
extrapolation technique is employed that estimates the values of the lost frames
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Figure 6.4: Frame loss at unvoiced-voiced transition: decoded speech signals and respec-
tive pitch lags (solid line - signal with concealed frame loss; dotted line - error-free signal)
a) standard concealment b) voicing controlled concealment with gain interpolation; AMR
codec (12.2 kbit/s mode)

from the pitch lags of the following frame. This will help to build up the periodicity
of the voiced speech. The contribution of the fixed codebook is again set to a random
codebook entry. When interpolating the codebook gains, the form and periodicity
of the voiced signal is reached faster, as can be seen in Figure 6.4 b). However, for
the subjective quality it is better to use an extrapolation and attenuation of the
gains to mitigate possible artifacts at the transitions.

6.3.2.5 Parameter Estimation: Transition unvoiced-unvoiced

The loss of a frame inside an unvoiced speech segment is rather uncritical for the
resulting speech quality. The noise-like nature of unvoiced speech allows to estimate
a missing frame fairly easily by a spectrally shaped random noise sequence. Because
of the missing periodicity in unvoiced speech, the pitch lag shows a random behavior.
It should be avoided to produce any unnatural periodicity, which might result from
repeating a previous pitch lag as done in the standard concealment. Therefore, the
To parameter set (4 for each frame) is repeated blockwise from the previous frame
to preserve the random behavior. A random fixed codebook entry is chosen for
the innovation vector, the basis for the noise signal which will be spectrally shaped
by the interpolated spectral envelope (LSF coefficients). Both codebook gains are
linearly interpolated to avoid disturbing amplitude fluctuations.
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6.3.3 Performance Results

For an evaluation of the overall performance of the proposed voicing controlled con-
cealment technique several simulations have been run on a speech file of 2 minutes
length. Random frame loss has been introduced of about 2%, 3%, and 5%, re-
spectively, occurring at random voicing transitions. The results in Table 6.3 clearly
show the superior performance of the proposed technique over the conventional con-
cealment technique. It also performs consistently better than a linear interpolation
technique that does not distinguish between the voicing states. The tendencies in
the measured PESQ MOS-LQO values have been confirmed by subjective impres-
sions in informal listening tests. However, for transitional segments (v-u and u-v)
the subjective quality is slightly better when using extrapolation and attenuation of
the codebook gains instead of interpolation in order to mitigate possible artifacts,

even if the PESQ MOS-LQO value is smaller.

frame loss rate

concealment method 2% | 3% ‘ 5%
standard concealment 3.538 | 3.393 | 3.101
linear interpolation 3.682 | 3.571 | 3.392

voicing controlled concealment 3.716 | 3.623 | 3.439

voicing controlled concealment
& gain muting at u-v and v-u 3.698 | 3.597 | 3.360

Table 6.3: PESQ comparison for different concealment methods and channel conditions;
AMR codec (12.2kbit/s mode); signal length 2 minutes.

6.4 Improved Packet Loss Concealment by
Transmission of Low Rate Side Information

In the previous section, a frame loss concealment scheme has been developed which
automatically adopts the estimation of lost codec parameters to the current voic-
ing state of the speech signal. The concept proposed in the current section goes a
step further: The optimal concealment strategy for the different codec parameters
is already determined at the sender, separately for each frame, and transmitted as
low rate side information together with the following frame. This sender-assisted
approach for robust packet-based speech transmission is therefore an in-between
solution between the bit rate intensive sender-driven approaches discussed in Chap-
ter 4 and pure receiver-based approaches like the concept developed in Section 6.3.
It is therefore particularly suited for wireless networks with limited transmission bit
rates.

The details of this concept, first introduced by the author in [Mertz and Vary
2006] and respective simulation results will be described in the following sections.
Finally, Section 6.4.4 will discuss different means of transmitting this side informa-
tion and a new and elegant approach from a collaborative work [Geiser et al. 2008]
will be presented in Section 6.5.
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6.4.1 Sender-assisted PLC Approach

The concept of sender-assisted packet loss concealment is to transmit selected side
information in succeeding packets in order to assist the receiver’s concealment rou-
tine in estimating the speech parameters of lost frames. Two types of side informa-
tion are considered in this work:

1. side information on which estimation technique to use for error concealment
in the receiver (e.g., extrapolation, interpolation),

2. side information to further improve the estimation (e.g., the quantized esti-
mation error).

The appropriate estimation technique for a parameter depends on the current sig-
nal characteristics. While the choice can be based on the voicing state of adjacent
frames as proposed in Section 6.3, explicit side information on which particular
estimation technique to use for a specific speech frame can further improve the esti-
mation. Due to varying transmission delays, VoIP applications require the use of a
receiver buffer (jitter buffer), which facilitates the use of already received succeeding
frames in case of packet loss. Therefore, the transmission of side information on
previous frames in a later packet does not necessarily require any further additional
delay.

Different estimation techniques have been developed and investigated for the
parameters of CELP based speech codecs. From simulations with the AMR and
AMR Wideband codecs, those methods have been identified for each parameter,
which are able to estimate the parameter reliably for different signal characteris-
tics. These sets of estimation techniques are included in the receiver. From each
set, the optimal technique for the respective parameter of an individual frame is
determined at the sender and transmitted as side information (type1). Addition-
ally, the sender can calculate the estimation error, i.e., the difference between the
original and the estimated parameter in case of loss. This estimation error can be
(coarsely) quantized and transmitted as additional information to further improve
the concealment (type2). These types of side information require a significantly
lower additional bit rate than other approaches that transmit redundant copies of
speech parameters or even complete frames.

6.4.2 Side Information and Concealment Methods for
CELP Codec Parameters

The focus of the studies on transmitting side information have been speech codecs
based on the CELP principle. The algorithms have been implemented for the
AMR and AMR Wideband (AMR-WB) codecs, but can be easily transferred to
other CELP based codecs. The following description considers the AMR-WB codec
parameters as an example. Simulation results for both the AMR and AMR-WB
codecs will be given in Section 6.4.3.
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Figure 6.5: WB-PESQ measurements for different sender-assisted concealment ap-
proaches at 10% single frame losses: Each AMR-WB parameter (23.05kbit/s mode)
considered separately, respective other parameters received correctly. Letters in brack-
ets indicate methods from Tables 6.4-6.7 which are explained in detail in the following
sections.

For the simulations presented in the following sections, the test files of the TIMIT
database [John S. Garofolo 1993] have been used (sampling frequency: 16 kHz). For
each speaker, several short files were combined in a single file, resulting in 168 files,
each of about 8 to 12 sec length. The files were encoded by the Adaptive Multi-Rate
Wideband codec with 23.05kbit/s. A different set of files from the database has
been used for training the vector quantizers of estimation errors, i.e., the difference
between original and estimated parameter in case of loss. The vector quantizers
have been trained with the LBG algorithm [Linde et al. 1980]. The performance
of the different concealment methods will be assessed with the following quality
measures, calculated from the estimated speech frames: the parameter SNR (pSNR)
for pitch and gain parameters and the mean spectral distance (S—D) for the spectral
envelope. Furthermore, the impact on the resulting speech quality will be discussed
with Wideband PESQ [ITU-T Rec. P.862.2 2005] measurements for 10% single and
double frame losses in the speech files. In these studies, the different parameters
of the AMR-WB speech codec are considered separately and the respective other
parameters have been assumed as received correctly in order to focus only on the
influence of the considered parameter. The results for single frame losses for the
different parameters of the AMR-WRB codec have been combined in Figure 6.5 and
will be discussed parameter by parameter in the following sections.
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6.4.2.1 Spectral Envelope

The AMR-WRB codec [3GPP TS 26.190| uses immittance spectral frequencies (ISF)
as representation for the LP (linear prediction) coefficients to describe the spectral
envelope of a speech frame n of 20 ms length. The ISF representation is practically
identical to the more often used LSF (line spectral frequencies) representation,
except that the last vector coefficient of the ISFs is set to the last filter coefficient
itself without transforming it into the LSF domain. For transmission, a first order
moving average (MA) prediction of the ISF vector is applied, i.e., the ISF vector
at the decoder is calculated from the transmitted residual vectors of the current
and previous frame. Hence, the encoder calculates the residual r(n) from the mean
removed ISF vector q(n) (of dimension 16) according to:

r(n) =q(n) —q— fp-r(n—1) (6.4)

with a constant mean (expectation) ISF vector q and a prediction factor f, =
1/3 for the first order moving average (MA) prediction. The receiver recomputes
the ISF vector q(n) of frame n from the transmitted residuals of the current and
previous frame, r(n) and r(n — 1). Therefore, a frame loss always leads to an error
propagation of one frame. In the following, r and q always denote the (residual) ISF
vectors after quantization. Table 6.4 shows the quality that has been achieved by
various concealment approaches (methods A-F) for single and double frame losses
in the simulation setup explained above. In the standard concealment approach
(method A) [3GPP TS 26.191], the lost ISF vectors are estimated by repeating
the previous ISF vector q(n — 1) and shifting it slightly towards the mean ISF
vector q. However, if the frame following a loss is available, it can be utilized
for the concealment. A statistical estimation approach for the spectral envelope
parameters has been studied in [Agiomyrgiannakis and Stylianou 2005]. It utilizes
Gaussian Mixture Models (GMM) to model the distribution and transmits some side
information to assist the receiver in the estimation. However, the spectral envelope
considered in [Agiomyrgiannakis and Stylianou 2005] was not predictively coded,
and the GMM based estimation is rather complex. Therefore, a sender-assisted
interpolation method is developed for the current approach which has a considerable
lower computational complexity and is particularly suited to the predictive encoding
of LSF/ISF parameters in standard CELP codecs.

Single Frame Losses

Assuming a loss of a single frame of index n, the following interpolation function is
proposed to estimate the lost ISF vector:

Q(n) = Qnp q(n - 1) + (1 - an) q(” + 1) (65)

with parameter «,, € [0, 1] which will be transmitted as side information together
with frame n + 1. The interpolation parameter «,, determines the weighting be-
tween the previous and the following ISF vector. With this side information, the
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concealment routine is informed whether the estimated spectral envelope should be
closer to that of the previous or that of the following frame and to which degree. A
linear interpolation of the ISF vectors is achieved for o, =0.5 (method C). Note
that the following ISF vector q(n+1) is not explicitly known at the receiver, only
the received residual r(n+1). In [Fingscheidt and Perez 2002] it has therefore been
proposed to first extrapolate the ISF as in the standard approach, then calculate
q(n+1), and finally linearly interpolate g(n—1) and q(n+1) (method B).

Here, an alternative approach is developed which instead results in a closed-
form mathematical solution to (6.5). First, q(n—1) and q(n+1) are substituted
according to (6.4):

a(n) =q+an (fpr(n=2) +r(n = 1)) + (1 = an) (fpr(n) +r(n+1)). (6.6)

Next, the unknown residual r(n) in (6.6) is substituted by its estimation #(n), which
is determined from §(n) according to (6.4). Finally, solving for q(n) yields:

a(n) =q+alan)r(n —2) +blay)r(n —1) + c(ap) r(n+ 1) (6.7)

with the factors a(ay,), b(aw, ), and ¢(q,,) determined in dependence on the chosen
interpolation factor a,:

1—qa,
1_fp+04n'fp.
(6.8)

O Jp b( n)za”'ffg_ff?*%.

:1—fp+an'fp; = o T, clay,) =

a(ay)

For the proposed sender-assisted (SA) approach of packet loss concealment, simula-
tions with different sets containing 2, 4, and 8 values of the interpolation factor «,,,
i.e., quantizations with 1-3 bit, have been carried out (methods D, E, F). For each
frame, the optimal «,, has been determined as the one that minimizes the spectral
distance SD (in dB) between the spectra belonging to the interpolated vector g(n)
and the original vector q(n), defined in squared form as

2
202 [T 1 1
SD? = —/ lo [7 ] —log;g | ——— | | dw. 6.9
o _77( £10 [A(edw)| £10 A (e9)| (6.9)

The spectral distance can be calculated with low complexity from the respective
cepstral coefficients ¢ and ¢, which in turn can be derived directly from the pre-
dictor coefficients aj [Hagen 1994]:

SD? = 2:10%-(log, €)* > _[ex — & (6.10)
k=1

Using 4 values for o, proves to be the best trade-off regarding quality improve-
ment and additional bit rate (see Table 6.4), i.e., 2 additional bits per frame have to
be transmitted (method E), leading to a data rate of 100 bit/s. For this case, the
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Concealment Method SD | WB-
[dB] | PESQ
‘ single frame losses, 10 % frame loss rate |
A | 3GPP TS 26.191 [3GPP TS 26.191] 4.24 | 2.99
B | Extra-/Interpolation [Fingscheidt and Perez 2002] | 3.56 | 3.26
C | Linear Interpolation: «, = 0.5 3.62 3.30
D | SA, 2 values of «a,: 0.5;0.8 3.23 | 3.36
E | SA, 4 values of a,,: 0.3;0.5;0.7;0.9 3.03 | 3.43
F | SA, 8 values of a,,: 0.3;0.4;...;1.0 299 | 3.44
‘ double frame losses, 10 % frame loss rate |
A2 | 3GPP TS 26.191 [3GPP TS 26.191| 5.25 | 2.75
B2 | Extra-/Interpolation [Fingscheidt and Perez 2002] | 4.13 | 3.16
C2 | Linear Interpolation: a; = 0.5 4.14 | 3.16
E2 | SA, 4 values of o;: 0.3;0.5;0.7;0.9 3.60 3.30

Table 6.4: ISF estimation for the AMR-WB codec (23.05 kbit/s mode): Performance of
different concealment approaches for single and double frame losses. A, B, ..., F denote
the different approaches for single frame losses described in the text. A2, ..., E2 denote
the respective variants for double frame losses.

mean spectral distance SD can be improved by 1.2dB compared to the standard
approach and by about 0.6 dB compared to the linear interpolation methods B
and C. The noticeable gain in speech quality can be seen from the given Wide-
band PESQ values for 10% single losses. Note, that for this comparison all other
parameters, i.e., pitch lag, gain factors, and fixed codebook entry have been set to
their original values, such that only the influence of the spectral envelope is shown.
The quality can be further improved by transmitting the quantized estimation error
vector e,(n) =q(n)—q(n) (side information type 2). The results are depicted in
Figure 6.5 for several bit rates and show a further noticeable improvement for, e.g.,
4 additional bits/frame, i.e., a total side information for the ISF of 6 bit/frame, i.e.,
a data rate of 300 bit/s (marked with (G) in Figure 6.5).

Double Frame Losses

If the transmission channel is expected to cause a significant amount of losses of
two consecutive speech frames, the proposed sender-assisted concealment approach
can be adapted to this case. Assuming a loss of frames n and n + 1, the following
interpolation functions according to (6.5) are used at the receiver:

a(n) = a,qn—1)+(1—-a,)q(n+1) (6.11a)
an+1) = aniram) + (1 - ansy) aln+2) (6.11b)
with a,, and a,,+1 being the side information on the optimal interpolation factors

for the individual frames n and n + 1, which are determined at the transmitter as
before, i.e., optimized for single losses. To be able to utilize this information at the
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receiver in case of double frame losses, each packet has to transmit two «; per frame,
i.e., the necessary data rate for the side information is increased. In the example of
double frame losses, a,, and a1 are then received together with frame n + 2. To
obtain a closed mathematical solution to (6.11a) and (6.11b), the unknown terms
q(n+1) and g(n) are substituted by their respective estimations §(n+1) and §(n).
Utilizing (6.4) as in the case of single losses, the equations can now be solved for
d(n) and gq(n+1), finally yielding the following interpolation functions which only
depend on the received residual values from before and after the lost frames:

A

a(n) =q+ a1 (ap, apy1) r(n—2) + by (ap, aprr) r(n—1)
+ c1(p, 1) r(n+2)  (6.12a)

ad(n+1) =q+ az(an, apr1) r(n—2) + ba(ap, apyr) r(n—1)
+ ca(ap, ant1) r(n+2) (6.12b)

with
al(anaan—i—l) = (2 Qpn + ap Qn+1)/d
bi(an,ant1) = (1Tap —apyr +1+ 100, ant1)/(34d)
cilan,ant1) = 91 —ay) (1l —apy1)/d (6.13)
az(n,ant1) = (10an anp1 —ay)/(3d)
bo(n,any1) = (B0apaptr —ant1+1—3a,)/(3d)
ca(an,any1) = 9(1—apy1)/d
and
d=T—Tapt1 —ap + 10, anyi. (6.14)

The simulation results for 10 % double frame losses in Table 6.4 (methods A2-
E2) show that the use of side information that has been determined at the sender
assuming single frame losses (method E2) still yields a considerable improvement
over [3GPP TS 26.191] (method A2). If available, the quantized estimation errors
e,(n) and e, (n+1) can also be utilized for double frame losses to improve the result
further, as can be seen from the declining curves of the mean spectral distance
between replaced and original (quantized) spectral envelope in Figure 6.6. Note
that for double losses the data rate of the side information is increased because for
each frame the side information on the two preceding frames has to be transmitted.

A larger number of consecutively lost frames should not be concealed with inter-
polative methods, but rather using the standard concealment based on extrapolation
and muting.

6.4.2.2 Pitch Lag

The pitch lag parameter T describes the long term prediction in CELP based
speech codecs and is an indication for the periodicity of the current speech frame.
In the AMR and AMR-WB codecs a pitch lag is determined for every subframe,
resulting in a set of four T values per frame.
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Figure 6.6: ISF estimation for the AMR-WB codec (23.05 kbit/s mode): Mean spectral
distance SD between estimation and original quantized spectral envelope for method E and
different amount of additional side information for quantizing the estimation error at 10 %
single or double frame losses, respectively. Side information derived for each frame: 2 bit
for ap and 2, 4, ..., 10 bit to quantize eq(n). Method E: Side information is transmitted
for previous frame; Method E2: Side information is transmitted for previous two frames.

Single Frame Losses

In the standard concealment method of the AMR-WB codec [3GPP TS 26.191],
the pitch lags of a lost speech frame are estimated in dependence on the lag and
gain histories, which consist of the preceding five sub-frame values. If the minimum
gain in this history is sufficiently large and the difference between maximum and
minimum pitch lag is sufficiently small, which indicates a voiced speech segment,
the previous pitch lag is just repeated. The lag is also repeated if only the last two
gains are sufficiently large, which indicates the beginning of a voiced segment. In any
other case, a lag is chosen which is lying in the range of the history, weighted towards
bigger lags, and a random variation is added. In Section 6.3, a signal dependent
approach has been proposed which automatically decides between interpolation and
extrapolation techniques for the lost pitch parameters based on the voicing state
of the signal. For the sender-assisted (SA) approach, some side information will be
transmitted which assists the receiver’s concealment routine in choosing the optimal
estimation strategy for a specific frame. The following estimation techniques are
considered for the pitch lags Tél) (n) of the sub-frames i € {1,...,4} of a lost frame
n:

a) standard concealment according to [3GPP TS 26.191]

b) linear interpolation according to

_y . |
79 (n) = TZTé4)(n— 1) + %Tg”(nﬂ) ci=1,...,4 (6.15)
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c) a replacement approach, where the first N sub-frames will be estimated by
the preceding value and the remaining sub-frames by the first pitch value of
the following frame:

s ), — | =
To(z)(n) _ To(l)(n 1) for? 1,...,N (6.16)
Ty’ (n+1) fori=N-+1,...,4.

The choice of N €]0,4] is included in the side information.

The estimation technique that produces the smallest mean-square error for the pitch
lags of a frame is chosen and its index is transmitted to the receiver as side informa-
tion in a succeeding packet. The 7 different methods, i.e., standard concealment,
linear interpolation, and the replacement approach with 5 variants of N, can be
described with an index of 3 bit. As in the standard concealment, only integer
pitch lags will be considered, the fractional part of the pitch values will therefore
be set to zero.

The parameter SNR and WB-PESQ values resulting from the different conceal-
ment approaches (methods I-L) for the pitch lags are listed in Table 6.5. Method
L uses all of the above mentioned estimation techniques and therefore requires 3

additional bits per frame. It leads to a considerable improvement over the standard
concealment (method I) [3GPP TS 26.191].

In voiced segments, where a correct pitch lag is crucial, the estimation using the
method indicated by the side information is often correct, sometimes only differing
by a small value. Further improvement can be achieved by transmitting a correction
ety € {-3, =2, —1, 0, 1, 2, 3, 4} for the pitch lag of each subframe, encoded with 3
bit each. If the correct value cannot be achieved by the adjustment, no correction
is used (é7, = 0). The quantized estimation error can be transmitted with an
additional 12 bit/frame (i.e., 600 bit/s), requiring a total of 750 bit/s for the pitch
lag side information.

Double Frame Losses

As for the ISF parameter, the side information on the estimation method for the
pitch lags has to be sent redundantly if it shall be utilized in case of losing two
consecutive frames. The results in Table 6.5 show only a small improvement over
the standard approach (method 12) when utilizing the side information which has
been determined at the sender assuming single frame losses (method L2). An
improvement in case of double frame losses would therefore require more specific
side information in addition to that for single losses, which would increase the total
data rate.
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Concealment Method pSNR | WB-
[dB] | PESQ

single frame losses, 10 % frame loss rate
I | 3GPP TS 26.191 [3GPP TS 26.191] | 6.50 2.99

J | Linear Interpolation 7.08 3.06
K | SA, 2 techniques (1bit): I, J 8.52 3.14
L | SA, 7 techniques (3 bit): 9.95 3.32

I, J, replacement (N €[0,4])

double frame losses, 10 % frame loss rate
12 | 3GPP TS 26.191 [3GPP TS 26.191] | 6.36 291
J2 | Linear Interpolation 6.97 2.99
L2 | SA, 7 techniques (3 bit): 7.88 3.13
I, J, replacement (N €[0,4])

Table 6.5: Pitch estimation for the AMR-WB codec (23.05kbit/s mode): Performance
of different concealment approaches for single and double frame losses: standard conceal-
ment, linear interpolation, and sender-assisted (SA) approach. I, J, K, and L denote the
approaches for single frame losses as described in the text. 12, J2, and L2 denote the
respective variants for double frame losses.

6.4.2.3 Adaptive and Fixed Codebook Gains

The adaptive and fixed codebook gains of CELP based codecs determine the contri-
bution of long term prediction (adaptive codebook) and innovation (fixed codebook)
to the excitation signal before synthesis filtering. In the AMR-WB codec, the gain
of the fixed codebook g, is transmitted in form of a correction factor v=g./g/
between the fixed codebook gain g. and its prediction g/ which depends on the
previous sub-frames and the energy of the chosen fixed codebook entry. It is jointly
vector quantized with the gain of the adaptive codebook g, .

Single Frame Losses

The achievable quality of different concealment methods (methods O-Q) is shown
in Table 6.6. In the standard concealment method (method O), the gains of
adaptive and fixed codebook are estimated by attenuated values from the previous
sub-frames. The more consecutive frames are lost, the more attenuation is used,
until the signal is completely muted after 6 frames. While signal muting is necessary
in cases of several consecutive frame losses, for short losses of 1-2 frames this atten-
uation leads to noticeable and unnecessary amplitude fluctuations in voiced speech
segments. Therefore, a voicing dependent concealment has been proposed in Sec-
tion 6.3, which interpolates the gains in case of voiced-voiced and unvoiced-unvoiced
transitions, and only attenuates them in transient cases, i.e., voiced-unvoiced or
unvoiced-voiced transitions. For the sender-assisted (SA) concealment approach
(method P), several extrapolation and interpolation techniques are considered
and the optimal choice for a specific frame is transmitted as side information in
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the following packet. The following estimation techniques for the adaptive code-
(4)

book gains g, (n) of the i = 1,...,4 sub-frames of a lost frame n have shown to be
sufficient in covering most variations:

a) linear interpolation according to

, 5 —

b) sub-frame replacement by previous or following gains:

(4) :

~ (i a —1) fori=1,...,N

) (n) = g(l)( ) - ' (6.18)
(n+1) fori=N;+1,...,4

with NV, €0, 4]

c) replacement by the mean gains of the previous or following frame:

: a n—1 fi ':1,...,N
ga) (n) = 424 19(3)( ) for ? (6.19)
Iy 1gd) (n+1) fori=Np+1,....4

with Ny €0, 4]

Even with a restriction of N; to 2 values {0,4} (method Q), already a considerable
improvement over [3GPP TS 26.191] (method O) is achieved. The decision for
the optimal estimation technique for the gain of the adaptive codebook is there-
fore transmitted with 3 bit/frame. Further improvement requires at least 3 more
bits/frame to transmit the quantized estimation error vector for the 4 gains of a
frame (Figure 6.5, R).

In order to prevent possible artifacts due to the estimated fixed codebook con-
tribution, the fixed codebook gain is estimated as in the standard method, i.e.,
attenuated, and no side information is transmitted for this parameter.

Double Frame Losses

If transmitted redundantly, the side information can still be utilized in case of double
frame losses with only slight modifications at the receiver. The results shown in
Table 6.6 still indicate a considerable improvement (method Q2) compared to the
standard concealment approach (method 02) in case of double frame losses. For
longer loss lengths, however, the gain factor should be attenuated as in the standard
concealment in order to mitigate possible artifacts.
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Concealment Method pSNR [dB] WB-
9| ~ | PESQ

single frame losses, 10 % frame loss rate
O | 3GPP TS 26.191 [3GPP TS 26.191] | N/A | N/A | 2.95
P | SA, 11 techniques (4 bit) 11.49 | 4.67 | 3.53
Q | SA, 8 techniques (3 bit) 11.27 | 4.57 | 3.52

double frame losses, 10 % frame loss rate
02 | 3GPP TS 26.191 [3GPP TS 26.191] | N/A | N/A | 2.48
Q2 | SA, 8 techniques (3 bit) 891 | 3.63 | 3.19

Table 6.6: Gain estimation for the AMR-WB codec (23.05 kbit/s mode): Performance of
different concealment approaches for single and double frame losses: standard concealment
and sender-assisted (SA) approach. O, P, and Q denote the approaches for single frame
losses as described in the text. O2 and Q2 denote the respective variants for double frame
losses.

6.4.2.4 Fixed Codebook (Innovation)

For the proposed sender-assisted concealment, the contribution of the fixed code-
book, also called innovation sequence, is treated as in the standard AMR-WB con-
cealment approach [3GPP TS 26.191], which estimates a missing code vector by
a random sequence. Although this vector is usually not the correct one, it still
serves well as noise signal for synthesizing unvoiced speech segments. However, the
fixed codebook also contributes significantly at transitions and voiced onsets. In
order to prevent artifacts due to an incorrect fixed codebook contribution, the fixed
codebook gain is attenuated as described above.

Since the innovation vector is a random-like signal, significant improvements
could only be achieved by transmitting redundant copies of the complete innovation
in following packets. However, the required data rate can be limited to some extent
by only transmitting information on important frames, e.g., frames at unvoiced-
voiced transitions, as proposed in [Tosun and Kabal 2005].

6.4.3 Performance Results

The approaches for the different codec parameters have been finally combined to
evaluate the overall quality improvement by the proposed sender-assisted packet loss
concealment approach. Table 6.7 shows the Wideband PESQ [ITU-T Rec. P.862.2
2005] results for different bit rates of additional side information, considering 10%
single or double frame losses. In comparison to the standard approach [3GPP TS
26.191|, a considerable quality improvement is already achieved by transmitting
which estimation techniques to use for concealment (11 bit/frame, i.e. 550 bit/s).
The quality can be further increased by transmitting quantized estimation errors of
the different parameters.

Results for the narrowband AMR codec and a comparison to the voicing con-
trolled and solely receiver based approach from Section 6.3 are shown in Table 6.8.
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Concealment Method WB-PESQ
(see Table 6.4-6.6, Figure 6.5)

single frame losses, 10 % frame loss rate
3GPP TS 26.191 [3GPP TS 26.191] 2.174

SA, 11 bit/frame (E,L, Q) 2.529
SA, 29 bit /frame (G, M, R) 2.609
SA, 47 bit /frame (H, N, S) 2.677

double frame losses, 10 % frame loss rate
3GPP TS 26.191 [3GPP TS 26.191] 1.927
SA, 2-11 bit /frame (E2, L2, Q2) 2.277

Table 6.7: Quality of sender-assisted (SA) estimation approach for the AMR-WB codec
(23.05 kbit/s mode), combining ISF, pitch, and gain parameter estimation for single and
double frame losses. Letters in brackets, e.g., (E,L,Q), refer to points in Figure 6.5.

All simulations have been using the 12.2 kbit/s mode of the AMR codec and the
mean PESQ MOS-LQO values have been derived as quality measure.

The columns of the table show different simulation scenarios. Each scenario is
characterized by a certain frame loss rate and possibly a restriction of these losses
to a certain voicing transition:

Scenario A Frame loss rate Pg = 9.8%; the frame losses are completely random
and therefore also occur at random voicing transitions.

Scenario B Frame loss rate Py = 10.0%; the frame losses occur only at unvoiced
to unvoiced (u-u) voicing transitions of the speech signal

Scenario C Frame loss rate Pq = 3.2%; the frame losses occur only at unvoiced
to unvoiced (u-u) voicing transitions of the speech signal

Scenario D Frame loss rate Py = 3.0%; the frame losses occur only at unvoiced
to unvoiced (u-u) voicing transitions of the speech signal

Scenario E Frame loss rate Pg = 8.6%; the frame losses occur only at unvoiced to
unvoiced (u-u) voicing transitions of the speech signal

The rows of the table show for each concealment method the results for a par-
ticular codec parameter, i.e., the given codec parameter (LSF, Ty, gains, fixed CB
entry) is estimated by the respective concealment method, the other codec param-
eters are kept as correct/original. The rows with “all parameters” show the result
for estimating all parameters of the lost frames, i.e., these rows reflect the final
concealment quality of the respective method.

From the results of the three concealment methods for the general behavior (Sce-
nario A, “all parameters”), a clear improvement from the standard extrapolative con-
cealment (MOS-L.LQO=2.52), to the voicing controlled approach (MOS-L.LQO=2.74)
and further to the sender-assisted concealment (MOS-LQO=2.95) can be observed
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PESQ MOS-LQO for different scenarios A-E
A: B: C: D: E:
Pp=98% | Pa=10% | Pq=3.2% | Pp=3.0% | Py=8.6%
random only u-u only u-v only v-u only v-v
Estimated voicing frames frames frames frames
Parameter transitions | lost lost lost lost
| Standard concealment [3GPP TS 26.091]
LSF (spectral env.) || 3.47 3.73 3.63 3.84 3.52
To (pitch lags) 3.52 3.95 3.69 3.95 3.35
Ja, ge (CB gains) 3.10 3.27 3.37 3.70 3.29
fixed CB entry 3.51 3.88 3.72 3.89 3.39
all parameters 2.52 3.04 2.96 3.44 2.61
‘ Voicing dependent concealment from Section 6.3
LSF (spectral env.) || 3.55 3.75 3.68 3.86 3.64
To (pitch lags) 3.64 3.94 3.78 3.93 3.50
Ja, ge (CB gains) 3.44 3.81 3.37 3.70 3.78
all parameters 2.74 3.39 3.00 3.47 2.84
‘ Concealment with side information from Section 6.4, 11 bit/frame
LSF (spectral env.) || 3.67 3.80 3.74 3.92 3.72
To (pitch lags) 3.77 3.96 3.86 3.96 3.68
Ja, ge (CB gains) 3.60 3.64 3.74 3.89 3.73
all parameters 2.95 3.37 3.28 3.65 3.00

Table 6.8: Comparison of concealment approaches for the AMR codec, 12.2 kbit/s mode:
Mean MOS-LQO for different simulation scenarios (columns), i.e., different frame loss rates
and restriction of losses to certain voicing transitions. The given codec parameter (LSF, Tp,
gains, fixed CB entry) is estimated by the respective concealment method, the other codec
parameters are kept as correct/original; “all parameters” indicates that all parameters are
estimated, i.e., these rows reflect the final concealment quality of the respective method.
The variation of voicing transition and estimated codec parameter facilitates an evaluation
of the concealment quality for the respective combinations. The PESQ MOS-LQO value
for error free transmission (i.e. only reflecting the codec distortion) resulted to 4.03.
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which proves the validity of the proposed approaches. The improvement in PESQ
values also correspond to the subjective listening impression which confirms the
relevant improvement of the signal quality.

The variation of voicing transition and estimated codec parameter further facil-
itates an evaluation of the concealment quality for each possible combination. The
receiver based voicing dependent concealment approach developed in Section 6.3
shows a significant improvement at unvoiced-unvoiced (u-u, Scenario B) and at
voiced-voiced (v-v, Scenario E) transitions. The improvement at u-u transitions is
mainly due to a better gain estimation and slight improvement of the LLSF estima-
tion. For the improvement at v-v transitions the improved estimation of the LSF
coefficients, pitch lags, and gains is responsible. The sender-assisted approach with
transmission of low-rate side information, which has been developed in Section 6.4,
shows a further improvement of the quality at v-v transitions and also a signifi-
cant improvement at unvoiced-voiced (u-v, Scenario C) and voiced-unvoiced (v-u,
Scenario D) transitions at which the voicing dependent approach is only slightly
better than the standard concealment. While the improvement at u-v transitions is
mainly due to a better estimation of the pitch lags, the improvement at v-u transi-
tions results from a better gain estimation. At v-v transitions, the improvement of
the sender-assisted approach is due to a further improved estimation of LLSF, pitch
lag, and gain parameters.

For short loss lengths of one or two consecutive frames, the developed approaches
are able to considerably improve the frame loss concealment for CELP based speech
codecs compared to conventional implementations. In case of longer loss lengths,
i.e., more than two consecutive frames, the concealment should revert to conven-
tional approaches, i.e., an extrapolation of the signal with subsequent attenuation
of the signal amplitude until final muting of the signal after about 120 ms. If such
loss lengths are expected to occur frequently, further means of error protection, e.g.,
a redundant transmission of complete frames should be considered (cf. Chapter 4).

6.4.4 Approaches for Side Information Transmission

There are several possibilities to transmit a side information bitstream in a packet
transmission scenario:

a) as additional bits piggybacked to the packets containing the original encoded
frames,

b) as separate packet stream, or
c) as a hidden bitstream within the bits of the encoded parameters.

Alternative a), the piggybacked transmission of the side information within the
same packet, requires an appropriate RTP payload format definition. All receivers
will need to be able to decompose this payload format, even if they might not have
implemented the utilization of the side information itself.
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The transmission of the side information as separate packet stream, alternative
b), only requires a payload format definition for these specific side information
packages, the original packet stream is not affected. This approach is therefore
backwards compatible, because receivers which do not support this enhancement
can just ignore these packets. The drawback of this approach is a significant increase
in data rate because of the additionally required packet headers. This contradicts
the original intentions of transmitting low rate side information for applications
using wireless transmission links with limited capacity.

The most elegant way of transmitting the side information is alternative c). In
a collaborative work [Geiser et al. 2008] we proposed to use a watermarking tech-
nique presented in [Geiser and Vary 2008| to transmit the side information hidden
within the original encoded bit stream. This approach avoids the disadvantages of
alternatives a) and b). It requires no additional data rate and is fully backwards
compatible. Receivers which do not support the utilization of the side information
would decode the signal without detecting — and therefore ignoring — the hid-
den information. This approach leads to only minor and unnoticeable degradations
in the original speech signal as shown in |[Geiser and Vary 2008]. Details of an
implementation of this concept as well as simulation results will be discussed in
Section 6.5.

6.5 Steganographic Transmission of Side
Information for Packet Loss Concealment

The transmission of suitable side information for assisting the receiver’s packet
loss concealment routine can increase the error resilience of Voice over IP appli-
cations and other packet-based multimedia transmission systems, as discussed in
Section 6.4. Different techniques for the transmission of such side information have
been discussed in Section 6.4.4. Which technique to employ in an actual system
depends on several factors. Besides technical constraints of codecs and protocols,
the choice will be mainly determined by the considered network scenario, i.e., which
transmission links are involved, how heterogeneous the group of receivers is, etc.
The present section presents an approach to employ a steganographic technique for
hiding the side information bit stream in the original bitstream of an ACELP en-
coded speech signal. This approach from a collaborative work has been introduced
in [Geiser et al. 2008|. It provides a solution which requires no additional bit rate
and is backwards compatible to legacy systems.

6.5.1 System Concept

The concept of transmitting side information via a steganographic channel within
the bitstream of the employed speech codec provides several advantages over the
conventional (separate) transmission of side information:
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1. No additional bit rate is required, the side information bitstream is completely
hidden within the codec bitstream.

2. Standard payload formats can be used for the media packets, no particular
payload format is required for piggybacking the side information.

3. The system is fully backwards compatible, i.e., the side information bitstream
remains undetected by “legacy” terminals and is therefore ignored.

4. With this technique, the side information can also be transmitted over conven-
tional circuit-switched parts of the transmission chain, e.g. GSM or UMTS.
As prerequisite it has to be ensured that no transcoding or tandeming op-
erations occur during transmission. Such a decoding and and re-encoding of
the speech signal would destroy the side information that is “hidden” in the
bitstream.

The steganographic transmission of side information for packet loss concealment
is particularly useful in transmission scenarios in heterogeneous networks, e.g., for a
call from an IP phone to a GSM cellphone. Figure 6.7 depicts an overall transmission
chain in such a heterogeneous network. The transmission is degraded by both packet
losses in the packet network and residual bit errors in the circuit-switched cellular
network. With the proposed approach the side information can be transmitted from
end-to-end through different network types. The receiver is then able to utilize the
information for the concealment of frames which have either been lost through
packet loss or discarded in circuit-switched cellular networks because of residual bit
€rrors.

In the following sections, an exemplary implementation of this technique for the
AMR codec at a bit rate of 12.2kbit/s is described. The respective data hiding
technique for the AMR codec, which is shortly reviewed in Section 6.5.2, provides
the transmission of a steganographic bitstream of 2kbit/s. For the application
on channels which may leave residual bit errors in parts of the codec bitstream,
the hidden bitstream needs to be protected against such bit errors which limits
the maximum available rate that is left for the side information itself. A suitable
channel coding scheme for the side information will be introduced in Section 6.5.3.
Finally, the entire system is evaluated for different rates of side information which
has been derived according to Section 6.4. The simulation results are presented and
discussed in Section 6.5.4.

6.5.2 Data Hiding Scheme for ACELP Codecs

For the steganographic transmission of the side information, the ACELP (algebraic
CELP) data hiding mechanism from [Geiser and Vary 2008] is employed, which
allows to hide steganographic data with 2kbit/s, i.e., 40 bit/frame in the bitstream
of the 12.2kbit/s mode of the AMR codec [3GPP TS 26.090].

In order to maintain a high quality of the decoded speech, the steganographic
bits are embedded in less important parts of the encoded bitstream, i.e., in the
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Figure 6.7: System concept: Transmission of side information for packet loss concealment
as hidden data within the bitstream of a speech codec (e.g. AMR). Transmission channel:
heterogeneous communication network with frames erasures (e.g. due to packet losses or
bit errors) and residual bit errors in the codec bits. Exemplary application scenario: voice
call from TP phone to GSM cellphone.

fixed codebook (FCB) contribution of the AMR codec. The impact of the hidden
bits on the speech quality is minimized by a joint implementation of the speech
encoding and data hiding operations, cf. [Vary and Geiser 2007|. The key to this
“ACELP steganography” is a modified search strategy for the ACELP codebook.
The “message” m that shall be embedded into a 5 ms subframe is given as a 10 bit
binary sequence, which is further split into five sub-messages with two bits each.
To enable the transmission of N = 10 steganographic bits, the ACELP codebook
(or fixed codebook, FCB) is partitioned into M = 210 sub-codebooks that uniquely
identify the selected message m. The search for the optimal codebook entry for the
subframe is then restricted to the sub-codebook determined by the current message,
i.e., 10 bits of side information. Each of the sub-codebooks has a comparable size to
the part that is searched in the original codebook. With 4 subframes per frame of
20 ms, a total 40 bit of side information can be transmitted in each frame. A more
detailed explanation of this steganographic FCB technique can be found in [Geiser
and Vary 2008].

6.5.2.1 Impact of Data Hiding on Speech Quality

It appears plausible that the embedding of 2kbit/s into a 12.2kbit/s bitstream
(=~ 16% of the codec rate) should have some impact on the quality of the coded
speech. And indeed, an objective analysis with the PESQ speech quality measure-
ment tool [[TU-T Rec. P.862 2001| seems to confirm that there is a certain quality
impairment (see results below). Yet, subjective listening tests do not indicate a
clear preference of the listeners. In [Geiser and Vary 2008], an ABX experiment has
been conducted with 11 experienced listeners (quiet environment, diotic presenta-
tion, multiple playback allowed, four trials per sample). The options A and B have
been randomly assigned to “standard AMR speech” and “speech with 2kbit/s of
hidden data”. Only 162 out of 264 votings, i.e., 61%, correctly identified X as either
A or B, indicating that the impairment due to the data hiding process is almost
unnoticeable.
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6.5.3 Impact of Bit Errors and Channel Coding

If the (modified) AMR bitstream is transmitted over a network which tolerates
bit errors in less important bits of the codec bitstream (unequal error protection),
e.g., a circuit-switched GSM network or a wireless packet network employing UDP-
Lite (see, e.g., [Mertz et al. 2005]), such residual bit errors will inevitably lead to
errors in the extracted steganographic bitstream at the receiver. Moreover, the side
information bitstream exhibits an increased sensitivity to bit errors, resulting from
the combination of two AMR bits in the data hiding procedure from [Geiser and
Vary 2008]. Furthermore, the side information has a strong impact on the quality
of the speech signal when applied for frame loss concealment. Errors in the side
information may lead to clearly audible distortions when, e.g., wrong concealment
techniques are applied. Hence, a dedicated error protection for the side information
bits is required.

Depending on the data rate of the side information and how many stegano-
graphic bits per frame are remaining, the error protection can either be a simple
cyclic redundancy check (CRC) for error detection, or a more sophisticated channel
code for error correction together with an additional CRC for detecting residual
errors. The implemented channel coding scheme follows this two-step approach.
The main component is a suitably shortened BCH block code to protect the side
information bits in each speech frame. Furthermore, before BCH encoding, a CRC
is added to the side information bits to detect residual errors which could not be
corrected or detected by the BCH decoder. Suitable (n,k)-BCH codes with code-
word length n = 40 exist for an information length of k € {1,7,13,16,22,28,34}
[Lin and Costello 2004].  For example, in case of a side information length of
Is1 = 8bit, the (40, 13)-code would allow to allocate k — Ig;r = (13 — 8) bit = 5 bit to
the CRC. For g1 = 26, the (40, 28)-code offers the best error correction capabilities,
but there is only room for 2 CRC bits.

The receiver extracts 40bit of encoded side information per frame from the
received AMR bitstream. Then, the BCH decoder, using the Berlekamp-Massey
algorithm [Berlekamp 1968; Massey 1969; Henkel 1989], attempts to correct any
bit errors in the side information bitstream. In case the Berlekamp algorithm fails
to decode the message, the flag BFIgcy is set. After BCH decoding, the CRC is
recomputed and compared with the received CRC bits. The flag BFIcrc is set
if the CRC fails. In addition to the decoded side information bits, the decoder
outputs a bad frame indicator (BFI) which is related to the side information bits.
To minimize the “false acceptance rate”, i.e., side information which is considered
to be error free in spite of residual errors, this BFI is computed by a logical OR of

both flags BFIgcy and BFIcge.

6.5.4 Steganographic PLC in a Packet Network with
Circuit-Switched GSM Access

The proposed transmission of side information for packet loss concealment using a
steganographic channel within the codec bitstream will be evaluated by the following



6.5 Steganographic Transmission of Side Information for PLC 167

0.025
—all frames
0.016| - - -unerased frames 0.02
0.014
E . 0.015
o 0.012 E
0.01
0.01
0.008 0.005
0.006 9 10 11 O 9 10 11
Eb/N0 [dB] Eb/N0 [dB]

Figure 6.8: GSM bit level simulation: Residual bit error rate (BER) — in all frames and
in the unerased frames only — and frame erasure rate (FER) on channels with different
Ey /Ny ratios.

simulations. Two scenarios are considered:

a) The speech signal is transmitted from a Voice over IP (VoIP) terminal over
a packet-based network with a certain packet loss rate — wireline (e.g. DSL,
LAN) or wireless (e.g. WLAN, UMTS) — to another VoIP terminal.

b) The speech signal is transmitted from the VoIP terminal over a packet network
to a gateway where the encoded speech frames are extracted from the IP
packets. In a transcoding-free operation, i.e., without de- and re-encoding, the
encoded frames are then handed to a cellular GSM network for transmission
over a circuit-switched channel to a mobile terminal.

6.5.4.1 GSM Bit Level Simulations

For scenario b), the GSM channel has been simulated with a bit level reference im-
plementation in the Synopsys System Studio Software [Synopsys 2007|, assuming a
transmission frequency of 900 MHz and a user terminal moving with 50 km/h. The
“typical urban” channel model has been chosen with an additional AWGN impair-
ment with different E, /Ny ratios. In GSM, the speech codec bits are sorted into
classes of sensitivity before channel coding and transmission. A concept of unequal
error protection is applied in the channel coding process, applying a convolutional
channel code to the more important bits and leaving the less important bits unpro-
tected. The class of most important bits is further protected by a CRC for error
detection. If residual bit errors are detected in the most important bits, the frame
is marked unusable by setting a BFI (bad frame indication) flag. The usable frames
might therefore still contain residual bit errors in the lesser important bits, i.e., also
affecting the hidden side information bitstream. BFI and bit error patterns have
been generated for Ej/Ny ratios from 8-11dB. The resulting frame erasure and
residual bit error rates are shown in Figure 6.8.
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6.5.4.2 Steganographic VolP simulations

The simulations were made with a speech database of 8 different English speakers (4
male, 4 female). There were 192 files in total, each about 8s long, i.e., about 25 min
of speech. Each file was encoded by the 12.2 kbit /s mode of the AMR speech codec.
In this process, the side information for the concealment was generated according
to two different setups, utilizing the general approach described in Section 6.4 with
the following specific settings:

i) The optimal estimation technique for each parameter is transmitted as side
information (SI type 1) with 8 bit/frame which results in a side information
bitstream of 400 bit/s (without channel coding):

— LSF coefficients: Method E from Table 6.4 (a,, € {0.3;0.5;0.7;0.9});
2 bit /frame

— Pitch lag: Method L from Table 6.5; 3 bit/frame
— Adaptive codebook gain: Method Q from Table 6.6; 3 bit/frame

— Fixed codebook gain: no side information transmitted in this scenario

ii) In addition to the optimal estimation technique (SI type 1), also the quantized
estimation errors for the pitch lag and adaptive codebook gains are transmit-
ted (SI type 2). Together with the 8 bit/frame for SI type 1 this results in a
total of 26 bit/frame, i.e., a side information bitstream of 1.3 kbit/s (without
channel coding):

— Pitch lag: Transmission of correction ér, € {-3,-2,-1,0,1, 2, 3, 4}
for each subframe (ér, = 0 if correct value cannot be achieved by the
adjustment); 3 bit /subframe, i.e., 12 bit/frame

— Adaptive codebook gain: Transmission of the quantized estimation error
vector for the 4 gains of a frame; 6 bit/frame

The side information has been protected by the channel coding scheme presented
in Section 6.5.3, and the resulting 40 bit /frame (2 kbit /s bitstream) have been em-
bedded into the codec bitstream as explained in Section 6.5.2. For both scenarios
a) and b), random packet losses were introduced with a packet loss rate of 0%,
3%, or 6%, respectively. For scenario b), the bit error patterns generated from
the GSM bit level simulations were applied and those frames were marked unus-
able which had bit errors in the class of most sensitive codec bits (i.e., for which
the BFI from the GSM channel decoder was set). The received speech frames,
i.e., those not lost in the packet transmission and not marked unusable because of
corrupted sensitive bits, have then been decoded by the AMR decoder. Lost and
unusable frames have been estimated by packet loss concealment. The concealment
has utilized the side information extracted from the following frame if available and
not corrupted, otherwise the standard concealment routine of the AMR codec has
been used. The resulting speech quality has been determined by the PES(Q speech
quality measurement tool [ITU-T Rec. P.862 2001] and subjective evaluations.
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Figure 6.9: MOS-L.QO values as measured by PESQ for different amounts of side infor-
mation on heterogeneous channels with packet loss (IP network) and bit errors (GSM chan-
nel); AMR codec with 12.2kbit/s; SI setups i) with 8 bit/frame and ii) with 26 bit/frame;
GSM channel: Ej, /Ny from 8 to 11 dB; IP network: packet loss rates of 0%, 3%, and 6%.
For comparison: horizontal lines show values for channels with packet losses only, no bit
errors.

6.5.4.3 Simulation Results

The simulation results depicted in Figure 6.9 show the estimated MOS-LQO values
measured by PESQ for different side information setups (indicated by different line
styles) in dependence on the quality of the GSM channel (given as E;/Ny in dB).
In addition, different packet loss rates on the packet transmission channel have
been considered (plr = 0%, 3%, and 6%), distinguished by different line colors and
markers in Figure 6.9. The values obtained on a channel with packet losses only
and no bit errors (i.e., scenario a)) are shown as horizontal lines without markers.
These lines therefore serve as upper bounds for the results of scenario b).

The upper horizontal lines (blue) show the base quality achieved on a channel
without bit errors and without packet losses. The MOS-1.QO values determined by
PESQ show a quality loss for the cases of embedding side information, although the
subjective impression reveals no audible difference as discussed in Section 6.5.2.1.
There is no dependence on the amount of side information because the side infor-
mation and error protection bits together always result in a total of 2kbit/s. For
increasing packet loss rates, as shown by the red (middle) and green (lower) hor-
izontal lines, a considerable quality increase by the utilization of side information
can be observed which is also confirmed by auditory impression. The higher the
loss rate, the higher the quality gain has been. The use of a higher side information
rate (26 bit/frame) leads to further quality improvement over the use of 8 bit /frame.

The increase of quality due to utilization of side information can also be consis-
tently shown when considering a GSM bit error channel in addition to the packet
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Figure 6.10: Total frame erasure rates (FER) including IP and GSM channel and per-
centage of usable side information and unusable side information for these frames; AMR
codec with 12.2 kbit/s; different E},/Ng on the GSM channel; additional packet loss rate of
0% (left column) and 3% (right column); comparing different amount of side information:
8 bit SI (upper graphs) and 26 bit SI (lower graphs).

losses. This is shown by the respective curves (red and square marker for 3%
packet loss rate, green and circle marker for 6% packet loss rate). However, here
a dependence on the amount of side information can be observed. The higher side
information rate, which had shown a quality improvement for the pure packet loss
channels, now leads to a lower quality than the low side information rate. The
reason for this behavior is the higher sensitivity to residual bit errors, because in
case of a higher side information rate less bits are available for the BCH-code and
therefore less errors can be corrected. This is confirmed by the higher percentage of
losses for which the side information from the following frame is unusable because
of uncorrectable bit errors, as shown in Figure 6.10 (compare the upper to the lower
graphs).

When the packet loss rate approaches 0% (blue curves, triangle markers in
Figure 6.9), the transmission is mainly affected by bit errors on the GSM channel.
Here, the benefit of utilizing side information decreases because the side information
has been unusable for the majority of losses. The frames have been unusable either
because of burst losses, i.e., loss of two or more successive frames, or because of
uncorrectable bit errors, as shown in Figure 6.10, left column.

6.6 Conclusions

This work focuses on packet transmission in heterogeneous network scenarios which
include wireless access with limited data rates. The studies on packet loss conceal-
ment presented in this chapter therefore concentrated on speech codecs based on
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the CELP (code excited linear prediction) principle, the state-of-the-art in speech
coding for mobile communication systems.

In Section 6.3, it has been shown that a voicing controlled choice of concealment
methods that have been in particular designed for each voicing transition consis-
tently improves the performance of standard extrapolation based concealment units.
The proposed method utilizes parameter extra- and interpolation and avoids atten-
uating the signal’s amplitude in stationary voiced or unvoiced signal segments when
the estimation of a lost frame achieves a high quality.

For a further increase in robustness against packet loss, a new sender-assisted
packet loss concealment concept has been introduced in Section 6.4 which is based
on the transmission of side information to improve the concealment of lost frames
at the receiver. Two types of side information have been considered, first, informa-
tion on what estimation technique is optimal for each codec parameter of a specific
frame, and second, a coarse quantization of the respective estimation error. Fur-
ther advantages of the presented approach are the low necessary bit rate for the
side information and the relatively low computational complexity of the employed
estimation methods that are based on parameter extra- and interpolation. The
low bit rate for the side information makes the approach particularly suitable for
wireless transmission scenarios.

Finally, a new approach for the transmission of such low bit rate side informa-
tion has been presented in Section 6.5. In this approach, the side information is
communicated via a steganographic channel within the bitstream of the employed
speech codec. In (wireless) packet-switched networks, this approach improves the
robustness of the codec against packet losses without requiring additional bit rate.
Furthermore, a transparent end-to-end transmission of such side information even
over adjacent circuit-switched networks (GSM, UMTS) is possible as long as there
is no transcoding involved. However, a sufficient protection of the side information
bits by channel coding techniques is required if the end-to-end transmission may
leave residual bit errors in the codec bitstream. The proposed concept is inherently
backwards compatible because “legacy” terminals without support for the assisted
packet loss concealment will not detect and therefore ignore the hidden information
while the impact on speech quality remains negligible.
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Summary

Communication networks are developing towards all-IP networks with flexible core
networks of high capacity and different fixed-line and wireless access technologies.
These all-IP networks utilize common standardized transmission and signaling pro-
tocols which facilitates the development of diverse end-to-end applications and ser-
vices, including speech, music, and video transmission. The available data rates
in the access part of these networks are increasing with the development of new
DSL and mobile network technologies. In mobile access networks, the development
towards UMTS/HSPA and LTE provides an almost ubiquitous wireless access with
data rates from a few hundred kbit/s up to several Mbit/s in future systems. As a
consequence, the convergence of fixed and mobile applications and services provides
the users with access to services from different devices, at any time and anywhere.

An essential component that enables such convergence of networks and services
is the packet-switched transmission technology, which, however, poses new tech-
nical problems for the realization of multimedia transmission services. The main
problems are packet losses and variable packet transmission delays. Current sys-
tems employ several means to overcome these problems. As for packet losses, error
protection schemes are applied to recover lost frames at the receiver and thereby
reduce the resulting frame loss rate. As for transmission delays, a receiver buffer is
usually employed to compensate for variable delays at the expense of an increased
end-to-end delay. The optimal parameterization of both components depends on
the demands of the application and is also constrained by the properties of the
relevant end-to-end IP channel. For frames that are lost or delayed and cannot be
recovered by the aforementioned means, a packet loss concealment algorithm at the
receiver is usually applied to generate a suitable replacement signal.

The main objective of this work is to explore approaches of how to optimize
speech and music transmission on packet-switched networks. The strategy is to de-
termine the optimal choice of transmission parameters and forward error correction
(FEC) schemes by utilizing a flexible packet-loss model and taking the expected
quality for the users into consideration. Note that the optimization for real-life
systems is subject to delay and data rate constraints, which unavoidably lead to
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some residual frame losses, especially on wireless packet channels. For such frame
losses, an improved packet loss concealment algorithm has been developed, with its
main application on the standard speech coding principle, i.e., CELLP-based speech
codecs. The algorithm derives and transmits side information to assist the receiver-
based concealment, thereby improving conventional approaches. Furthermore, a
new concept is introduced which transmits the side information as hidden stegano-
graphic bitstream within the original encoded bitstream of the speech codec, making
the transmission efficient with no data-rate cost. For further details, readers are
referred to the following summary, structured in analogy to the main chapters.

Channel Model for Heterogeneous Packet Networks
(Chapter 3)

The optimization of the parameters for a packet-switched transmission of speech
or music signals requires a reliable model of the transmission channel’s error char-
acteristics. Therefore, suitable models have been investigated in Chapter 3 for
wireless transmission channels. It has been found that depending on the size and
frequency of the transmitted packets, the same application may have to deal with
different degrees of packet loss. Larger packets are more likely to have residual bit
errors and therefore have to be discarded. Smaller packets are less likely to have
residual bit errors, but other problems arise. Their shorter frame length leads to
a shorter transmission time interval, which means more packets are transmitted
per time unit. This results in a considerable amount of additional packet headers,
leading to an increase of the overall data rate. Such an inter-dependency of the size
and frequency of the transmitted packets therefore needs to be taken into account
when different packetization and FEC schemes are compared in the optimization
process (see results in Chapter 5). Channel models have been evaluated in this
chapter with the goal to find one that can be adapted to different packet sizes and
transmission time intervals. The generalized Gilbert-Elliott model proves to be a
suitable base model and novel formulas are derived for adapting this base model
to different packet sizes. The resulting extended Gilbert-Elliott model provides the
basis for the analytical determination of error correction capabilities in Chapter 4
and establishes the comparability of different techniques. As a prerequisite for the
model adaptations, the resolution of the base model has to be high enough.

Analysis of Forward Error Correction Capabilities on Packet
Level (Chapter 4)

In heterogeneous packet networks, applications usually have no specific control on
the channel coding algorithms that are applied on the physical layer of the different
transmission links (e.g., wireless access channels). To control the quality of packet-
based speech or music transmission in such networks, the implementation of an
additional error protection scheme at the application level is therefore important
and has been examined in this chapter.
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A set of commonly applied FEC schemes has been investigated in Chapter 4:
Reed-Solomon (RS) codes, exclusive disjunction (XOR) of frames, and frame rep-
etition. For each FEC scheme, the residual frame loss rate and distribution after
erasure correction has been derived analytically. Their resulting probability func-
tions were found to be dependent on the parameters of the channel model (includ-
ing the appropriate adaptation to packet size and transmission time interval), the
frame length of the media codec, the parameters of the FEC scheme itself, and the
packetization strategy. Two different packetization strategies were examined for
the transmission of the FEC frames: the transmission of the FEC frames in sepa-
rate packets (i.e., as independent packet stream) and the transmission of the FEC
frames piggybacked to the packets with the original media frames. These theoret-
ical considerations on the error correction capabilities facilitate a fair comparison
of different error protection strategies and provide the basis for an optimal sys-
tem parameterization, as discussed in Chapter 5 for several applications in real-life
systems.

System Optimization for Speech and Music Transmission in
Packet Networks (Chapter 5)

In real-life systems and applications, the optimal parameterization of a packet-
based transmission of speech or music signals depends on various demands and
constraints from the relevant application and network scenario, which include the
allowed frame loss rate and delay, as well as the available data rate and experi-
enced loss characteristic on the end-to-end transmission channel. In Chapter 5, the
adaptable channel model introduced in Chapter 3 and the theoretical evaluation
of different FEC schemes and parameterizations in Chapter 4 have been applied
to practical applications and transmission scenarios. In particular, four scenarios
have been considered, including music streaming and voice conversation on Wireless
LAN, UMTS, and heterogeneous packet channels. The results of these scenarios are
summarized in the following.

Multicast Music Streaming on WLAN channels

For the multicast streaming of music signals, the application of FEC was found
to be generally more data rate efficient than retransmission schemes (except for a
very small number of receivers). The optimal choice and parameterization of the
FEC scheme itself depends on the channel quality. Since the end-to-end delay is
not crucial for a streaming application, around 2 seconds are tolerable, a systematic
Reed-Solomon block code with a suitable code rate and block length offers the best
data rate efficiency. For example, an (8,4)-code for SNRs of 20-25 dB and an (8,2)-
code for SNRs of 15-20dB are able to achieve a residual loss rate of close to 0%
on the considered WLAN channel. Hence, the weak delay constraint for streaming
applications can be exploited to achieve a low residual loss rate and a high signal
quality.
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Voice over IP on WLAN channels

Conversational applications like Voice over IP (VoIP) demand a much lower end-
to-end delay not exceeding 300 ms. Too high delay would hinder the interactivity
between the conversation partners and therefore directly affect the conversational
quality. It was found that if VoIP is transmitted over WLAN, the automatic retrans-
mission in layer 2 is very efficient in recovering lost packets. Such retransmission,
however, increases signal delay; the quality of service enhancements according to
the IEEE 802.11e standard should therefore be applied. This guarantees a higher
priority of the retransmissions on the shared channel. The optimal number of trans-
mission attempts for a single packet has been further examined. It was found to
depend on both the channel SNR and the frame length per packet. For an SNR of
20dB on the considered WLAN channel and a frame length per packet of 5ms, a
residual frame loss rate of around 6% results if no retransmissions are allowed. For
larger frame lengths of 20-30 ms the loss rate quickly increases to 11-14%. How-
ever, two retransmission attempts after a packet loss will already decrease the frame
loss rate to almost 0% for all considered frame lengths of 5-30 ms. An additional
application of FEC for end-to-end protection is only necessary if the packets are
transmitted over a core network with considerable packet losses. In such a scenario,
the optimal approach is to design the FEC scheme for the expected losses in the
core network only and to utilize the fast retransmissions on the wireless access links.

Voice over IP on UMTS packet channels

The transmission of VolP services on UMTS packet channels, which have a lower
transmission rate than WLAN channels, requires the use of a speech codec for
data rate compression, e.g., the Adaptive Multi Rate (AMR) codec. Additionally,
header compression is necessary for such channels. The constraint of the overall
transmission capacity does not allow much room for the application of additional
forward error correction. The strategy adopted in this chapter is therefore to reduce
the speech encoding rate further to make room for error protection. To this end, a
multi-rate speech codec like AMR has been employed which (by choosing a mode
with lower encoding rate) provides the capacity to transmit further FEC frames
while keeping packet size and the total required data rate constant. Depending
on the channel characteristics, an optimal trade-off can be achieved between the
base signal quality (as determined by the encoding mode) and the error robustness
(as provided by the FEC scheme). It became clear that with the conversational
quality as the optimization criterion, the base signal quality, the residual frame loss
distribution, and the delay increase due to FEC have to be jointly considered to
determine the optimal setting for the current channel characteristics. If the packet
loss rate on the considered UMTS channel exceeds 2%, the best overall quality
is achieved by using the 6.7 kbit/s mode of the AMR codec and transmitting a
repetition of each frame piggybacked three packets later. At lower loss rates, no
FEC is required and the transmission rate should be completely utilized for the

highest AMR encoding mode of 12.2 kbit /s.
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The considered UMTS packet channel has been specified by 3GPP explicitly for
packet-switched voice services and utilizes Turbo coding. Turbo codes are in general
mainly used for high-data-rate services, because their performance increases with
the length of the applied interleaver. Nevertheless, studies show that turbo codes
still offer some modest gains with respect to convolutional codes with a frame size
as low as 100 bits (see, e.g., discussion in [Lee et al. 2000]). The interleaver of the
Turbo code in the UMTS standard scrambles the bits of a single transmission block
and does not involve preceding or following blocks. The interleaver therefore does
not introduce further delay, which facilitates the use of Turbo coding for Voice over
IP transmission in UMTS.

Voice over IP on channels with variable packet transmission delays

The scenario of transmitting a VoIP call over a packet network with considerable
variation in the packet transmission delay has been discussed. It has been shown
that the application of Forward Error Correction (FEC), though reducing the en-
coding rate of the utilized codec as discussed above, can recover not only frames
which have been discarded due to bit errors, but also frames which are delayed. This
property has been used to reduce the size of the receiver buffer and consequently
the end-to-end delay. The optimal combination of FEC scheme and receiver buffer
length has been investigated which leads to the best achievable conversational qual-
ity for a specific channel model.

Packet Loss Concealment with Side Information (Chapter 6)

The data rate and end-to-end delay constraints of an application and the relevant
network scenario pose constraints on the application of packet-level FEC schemes.
Since these FEC schemes are not able to recover all possible frame losses, an efficient
packet loss concealment algorithm is needed at the receiver. In this chapter, packet
loss concealment algorithms have been developed for CELP-based speech codecs.

The novel approach presented in Section 6.3 adopts the estimation of lost codec
parameters to the current voicing state of the speech signal. It is shown that this
approach performs significantly better than standard approaches which are mainly
based on extrapolation and subsequent muting of the speech signal. A further
improvement in Section 6.4 is the transmission of side information to assist the
receiver’s packet loss concealment. The side information essentially consists of the
optimal concealment methods for the codec parameters of each frame suggested
at the sender, which can be transmitted with a low additional data rate of 400-
1300 bit /s. This sender-assisted approach for packet loss concealment can therefore
be classified as a solution between the bit rate intensive sender-driven approaches
using FEC (as discussed in Chapter 4) and the receiver-based approaches which
do not require additional data rate (as developed in Section 6.3). It is therefore
particularly suited for wireless networks with limited transmission rates.

In Section 6.5, an algorithm for transmitting the side information has been
introduced which does not require any additional bit rate. This approach utilizes
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the method from [Geiser and Vary 2008] for the steganographic transmission of
information within the original encoded bits of the AMR speech codec. The side
information for the packet loss concealment is then transmitted as hidden bit stream.
With this technique, the side information can also be transmitted over conventional
circuit-switched parts of the transmission chain, e.g. GSM or UMTS, and utilized if
supported by the receiver. A robustness against possible bit errors on such channels
can be achieved by applying a suitable channel code to the side information bits, e.g.,
a BCH block code for error correction and possibly additional CRC bits for error
detection. The parameterization of the channel code depends on the available data
rate within the hidden bitstream of 2kbit/s, i.e., the rate of the side information
(400-1300 bit/s).



IP, UDP, and RTP Protocols

The following sections describe the protocols from the Internet Protocol Suite which
are involved in the actual transmission of time-sensitive multimedia signals.

A.1 1P - Internet Protocol

The Internet Protocol is the network layer' protocol of the Internet and other
networks that are based on the Internet Protocol Suite. Its main functions are
the addressing of the packets and a possible segmentation of the datagrams to
transmit. Respective header fields therefore contain the IP addresses of source and
destination as well as length information and flags to indicate fragmented datagrams
(cf. Figure A.1).

The standard protocols from the Internet protocol stack were originally not
developed for the transmission of real-time data streams, e.g., for audio or video
applications. The Internet Protocol itself does therefore not contain any means for
assuring the QoS of a transmission. Nevertheless, the protocol headers of both TP
versions, the still most widely used version 4 (IPv4 [Postel 1981a|) and the newer
and currently actively deployed version 6 (IPv6 [Deering and Hinden 1998]) provide
header fields that can be used for indicating the service class of the transmitted
content. This field may be used by traffic management protocols as discussed in
Section 2.2.2.

The size of the IP header which is attached to each packet amounts to 40 byte in
case of IPv4 and 60 byte for the newer version IPv6. The main motivation behind
the development of IPv6 has been the shortage of available IPv4 addresses, leading
to an enlargement of the address space, the main contributor to the increase of the
header size.

1The network layer according to the general ISO OSI reference model is termed Internet layer
in the TCP/IP model; see discussion in Section 2.1.
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A.2 UDP - User Datagram Protocol

One layer above the network layer, the transport layer of the Internet protocol
stack provides two different protocols, the Transport Control Protocol (TCP) [Postel
1981b] and the User Datagram Protocol (UDP) [Postel 1980].

The connection-oriented TCP numbers the packets and requests a repeated
transmission of lost packets. For real-time applications with a limited end-to-end
delay, however, there is usually no time for retransmission in case of a packet loss.
Therefore, the connection-less UDP is used in such applications, which operates a
best-effort transmission of data packets. No guarantee is given whether the packets
arrive in correct order or that they arrive at all. Compared to TCP, UDP is a
much slimmer protocol, basically just providing the addressing of the target ap-
plication via port numbers, and a checksum for error detection (cf. Figure A.2).
Computation and evaluation of the UDP checksum is optional for IPv4 nodes, but
mandatory for [IPv6 nodes in the network. UDP does not provide sequence numbers,
can therefore not detect missing packets at the receiver and does not initiate packet
retransmissions. The ability to reassemble the speech data in correct order at the
receiver is not given by UDP and therefore needs to be provided by an application-
level protocol, the Real-time Transport Protocol (RTP), described in the following
section.

The UDP checksum is calculated over the entire protocol data unit, i.e., over
both UDP header and payload, plus some additional fields from the TP header.
Any detected bit errors in the packet, irrespective of their location, would make the
receiver discard the whole packet. A modified version of UDP has therefore been
standardized which is more flexible in the ways of error detection within the packet.
The UDP-Lite protocol [Larzon et al. 2004] is able to deal with partly damaged
packets by providing a checksum of variable coverage. This might become relevant
when transmitting UDP /IP packets in radio networks that cause bit errors within
packets. UDP Lite allows to protect the header fields together with only the most
important bits from the payload with a checksum calculated over a variable part of
the packet. Only when errors occur in this important bit group, the packets have to
be discarded, otherwise they might still be useful for a decoder, knowing that the
lesser important bits may contain errors. This unequal error detection approach is
analyzed and discussed in [Mertz et al. 2005] for the example of a VoIP transmission
on UMTS packet channels.

A.3 RTP - Real-Time Transport Protocol

The Real-time Transport Protocol (RTP) [Schulzrinne et al. 2003| is an applica-
tion level protocol that has been developed for the transmission of real-time data
streams over the Internet. It provides packet numbering and timestamps to insure
correct reordering of packets at the receiver, detection of lost packets, as well as the
synchronization of, e.g., parallel video/audio packet streams (cf. Figure A.3).
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The RTP header further indicates the type of the packet’s payload. For every
payload type, i.e., for every media codec, a specific payload format needs to be stan-
dardized which defines exactly how to arrange the media frames to form the RTP
payload. Depending on the payload format, several frames may be transmitted in
each packet, possibly of different encoding rates. The order of the frames may be
interleaved and some payload formats allow the transmission of redundancy to en-
hance the robustness against packet losses, either media dependent or independent.
Some payload formats attach a further RTP payload header to signal necessary
information for the decomposition to the receiver. Payload formats relevant for this
work are described in more detail in Section 2.4.1.1 and Section 2.4.1.2.

A.4 RTCP - RTP Control Protocol

The RTP standard also specifies the RTP Control Protocol (RTCP), which provides
the transmission of feedback information on the quality of the current transmission.
RTCP periodically transmits sender and receiver reports, containing information
on the amount of packets sent /received, the number of packets lost and an estimate
of the inter-arrival jitter between successively received packets. From timestamp
fields an estimate of the current round-trip time can be calculated. This feedback
information can be utilized by the sender to choose an appropriate transmission
scheme that is suitable for the current channel conditions, and the receiver can use
the information to adapt its jitter buffer length.
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RTP Payload Format for MP3
Music Signals

B.1 MP3 Bit Stream Format

The MPEG-1 Audio Layer 3 [ISO/TEC 11172-3:1993 1993] audio coding standard,
also referred to as MP3, defines the following bit stream format. It consists of so-
called MP3 blocks of a fixed length B, each having an additional MP3 block header,
as shown in Figure B.1. The block length depends on the chosen fixed encoding rate
of the MP3 audio codec, e.g., 128 or 192 kbit/s. Each block contains the encoded
bits of an audio frame, however, some frames do not use all available bits in a block.
The remaining bits then form a so-called bit reservoir. This bit reservoir will be
used by the following frame before the actual bits of the bock are filled. If a bit
reservoir is available, a single frame may then also use more than the available bits
in the block as, e.g., in block 4 and 5 of Figure B.1. Each block header contains
a pointer to the position of the first bit belonging to the current block, which can
point to the data part of the current block or to a bit reservoir of a preceding block,
such that the receiver is able to extract the bits of the frames.

Blocks of fixed length B

> N B > »l »
I | | | | |

Header
/ | Block 2
1

Bit reservoir of block 1

Pointers to start of data

Figure B.1: MP3 Bit Stream Format
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B.2 MP3 Frame Packetization

Due to the use of bit reservoirs, as explained above, the blocks of the MP3 bit
stream are not independent from each other. If each of these blocks would be
transmitted in a single IP packet, this would lead to error propagation in case of
packet loss, as the lost block may also contain information of other frames in its bit
reservoir. Therefore, an RTP payload format has been standardized in [Finlayson
2008] which first resorts the bit stream in order to make the packets independent
from each other. The resorting operation separates the bits of the frames, i.e., the
bit reservoirs are resolved such that every IP packet will only contain the bits of a
single frame. The resorting of the bit stream results in a higher loss tolerance of
the transmission and is therefore used in the considerations and developments of
this work. This, however, results in packets of different lengths, which has to be
taken into account when applying forward error correction techniques as described
in Chapter 4.

The RTP payload format [Finlayson 2008| defines application data units (ADUs)
which consist of a 2-byte ADU description (containing size and continuation flag),
followed by the original 4-byte MPEG header of the current frame. Optionally,
a 2-byte CRC may be added. The ADU header is followed by the original side
information structure from the MP3 frame and finally, the complete encoded audio
data of the MP3 frame including parts from bit reservoirs of previous packets.

The resulting IP packet will have an average length L,, depending on the MP3
encoding bit rate: IPv4, UDP and RTP headers require 20+8+412=40 byte. The

following ADU requires 2 byte for the header and an average % byte for an
average data rate R and frame length Ty — 26 ms. This results in L, ~ 458 byte for
R=128kbit/s, or L, ~666 byte for R=192 kbit /s.

The receiver will either have to regenerate the original bit stream which is then
decoded by a standard implementation of an MP3 decoder, or the receiver has to
contain a modified decoder which is able to decode the resorted MP3 bit stream.

Header
Figure B.2: IETF RFC 3119/5219: A More Loss-Tolerant RTP Payload Format for MP3
Audio




Overview of Packet Sizes

Table C.1 derives packet sizes L, and packet data rates I, for different codecs,
frame lengths 7 or number of frames per packet N¢, and code rates of packet level
FEC schemes r.. The packet size depends to a large extent on the utilized IP
protocols, i.e., whether version 4 or 6 is used and whether header compression is
applied. L, and R, are given for the following header header sizes:

o IPv4/UDP/RTP: Ly = 40 byte
e IPv6/UDP/RTP: L = 60 byte
e ROHC(IP/UDP/RTP): L, = 3 byte

For the AMR speech codec, it has been assumed that the frames are packed
according to the RTP payload format defined in [Sjoberg et al. 2007|, with octet-
aligned mode, no frame CRCs, and no interleaving, i.e., an RTP payload header of
1 byte header + 1byte ToC entry for each frame.
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Wireless Packet Transmission
Standards: UMTS and WLAN

In this appendix, a short overview of the data link and physical layers of the wireless
transmission standards UMTS and WLAN are given.

D.1 UMTS Packet-Switched (PS) Channels

The complete settings of a UMTS transport channel are specified by a Radio Access
Bearer (RAB) definition. Typical examples for RABs are given in [3GPP TR
25.993 2008|, e.g., specific packet channels for transmitting certain AMR modes
using header compression. The relevant sub-layers of the UMTS link and physical
layers are shortly described in the following.

D.1.1 Packet Data Convergence Protocol

The Packet Data Convergence Protocol (PDCP) [3GPP TS 25.323] receives the
IP packets from the network layer and is responsible for optional header compres-
sion, e.g., according to the ROHC standard as described in Section 2.4.2. A one
byte PDCP header is added including a header compression identifier denoting the
applied compression algorithm. Different packet flows, e.g., the RTP and RTCP
streams of a VoIP call, are distinguished by a context identifier added by the header
compression algorithms. If configured by upper layers, the PDCP may omit the
PDCP header if no header compression is applied. The packets are finally handed
to the transmission buffer of the Radio Link Control (RLC) layer.
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D.1.2 Radio Link Control Protocol

Every transmission time interval (T'TI), the Radio Link Control (RLC) layer [3GPP
TS 25.322] is forming an RLLC PDU (protocol data unit) of a fixed size by inserting
packets from its transmission buffer. The packets may be segmented or concate-
nated to fit into the PDU, and information of the packet boundaries within the
PDU are placed in the RLC header.

The RLC protocol specifies different possible modes of operation. The Unac-
knowledged Mode is used for conversational packet-switched speech transmission
because of the strong delay demands of this scenario. In contrast to the Acknowl-
edged Mode, there are no retransmissions of PDUs, and residual bit errors in a PDU
after channel decoding will lead to the loss of the contained packets. Because of the
possible segmentation of the IP packets, the loss of a single RLC PDU can result
in the loss of several packets. Streaming scenarios with less strict delay demands
might use the Acknowledged Mode with retransmissions of PDUs.

D.1.3 Medium Access Control (M AC) Protocol

The Medium Access Control (MAC) protocol specification is defined in [3GPP TS
25.322|. The MAC serves as an interface between the RLC layer and the physi-
cal layer, mapping the logical channels to physical layer transport channels, e.g.,
broadcast channels, shared channels, dedicated transport channels, and high speed
downlink shared channels.

D.1.4 Physical Layer and Channel Coding

The definition of the physical layer (Layer 1) transmission includes channel coding
techniques for error protection and a CRC for error detection. For UMTS, two
different channel coding schemes are specified in [3GPP TS 25.212]: a convolutional
coder (rate 1/2 or 1/3) and a Turbo coder (rate 1/3). The rate-1/3 Turbo coder
consists of two parallel concatenated convolutional codes (PCCC), coupled by the
Turbo code internal interleaver. The two constituent codes are recursive and have a
constraint length of 4. The iterative decoding scheme typically uses the Log-MAP
algorithm with 4 iterations. The maximum usable block length for the Turbo coder
is 5114 bits. The convolutional coder of rate 1/3 has a constraint length of 9, is
non-systematic and non-recursive, and encodes blocks of maximal 504 bits, which
are terminated by 8 tail bits.

D.2 Wireless LAN (IEEE 802.11)

The WLAN (Wireless Local Area Network) transmission standard, which is stan-
dardized by the ANSI and IEEE as Std 802.11 [IEEE Std 802.11 2007|, defines
medium access control (MAC) and physical layer functions for the wireless trans-
mission of data in the 2.4 and 5 GHz ISM band. WLAN appears to higher layers,



D.2 Wireless LAN (IEEE 802.11) 189

i.e. the Logical Link Control (LLC), as standard IEEE 802 LAN (Ethernet). There-
fore, the WLAN standard handles station mobility and provides other untraditional
functionality within the MAC layer in order to meet the reliability assumptions of
the LLLC about lower layers.

The WLAN protocol defines different variants, e.g., 802.11a, 802.11b, and 802.11g,
which differ in the frequency band and the utilized modulation schemes, thereby
providing a range of transmission data rates from 1, 2, 5.5 and 11 Mbit/s up to
54 Mbit/s. The higher the data rate, the more prone the system gets to transmis-
sion errors when the channel quality decreases. In standard systems, the choice of
the modulation scheme is therefore adapted to the current channel quality, leading
to a possible variation of the data rate within the same connection. The standard
802.11e [IEEE Std 802.11e 2005] specifies several improvements in QoS, e.g., faster
retransmission for delay sensitive applications.

D.2.1 Medium Access Control (M AC) Protocol

The WLAN transmission protocol defines the MAC (medium access control) and
physical layer for the transmission of IP packets. The MAC layer receives the TP
packets from the upper layers and forms MAC protocol data units (MPDU), which
consist of the MAC header (24 byte), the IP packet, and a frame check sequence (4
byte).

The WLAN MAC initiates retransmission of unacknowledged frames in unicast
scenarios, but not in case of multicast as the number of necessary transmission
attempts would increase considerably with an increasing number of receivers.

D.2.2 Physical Layer Convergence Protocol (PLCP)

The Physical Layer Convergence Protocol (PLCP) defines the mapping of MPDUs
into a framing format suitable for transmission on the physical medium and allows
the MAC to operate with minimum dependence on the PMD (physical medium
dependent) sublayer.

The PLCP frame format consists of the PLCP preamble, the PLCP header,
and the PLCP payload. The PLCP preamble contains a synchronization bit pat-
tern and a start frame delimiter, together requiring 144 bits. The following PLCP
header indicates the length of the MPDU, the modulation type that will be used too
transmit the MPDU, and a 16 bit CRC, in total requiring 48 bit. PLLCP preamble
and header are always transmitted using the 1 Mbit/s DBPSK modulation scheme,
resulting in a transmission time of 7pp,cp = 192 us. The following PLCP payload
consists of the MPDUs and is transmitted at the chosen WLAN transmission rate.
The PLCP payload transmission time depends on the used modulation scheme, i.e.
the WLAN transmission rate Rgy:

Lyvppu
Rch
This results in a total packet transmission time of

TMPDU = (D'l)

Tp = TPLCP + TMPDU- (D-2)
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D.2.3 Physical Layer

Depending on the WLAN variant and data rate, different modulation schemes are
used on the physical channel. While 802.11b uses Direct-Sequence Spread Spectrum
(DSSS) for the 1 and 2Mbit/s and Complementary Code Keying (CCK) for 5.5
and 11 Mbit/s, 802.11a and 802.11g, an enhancement of 802.11b, utilize Orthogo-
nal Frequency-Devision Multiplexing (OFDM) as multi-carrier modulation scheme
which is less susceptible to multipath interference and achieves a higher spectral ef-
ficiency. On the different sub-channels, standard single-carrier schemes are applied,
i.e., BPSK, QPSK, 16-QAM or 64-QAM.



Deriving Channel Models for
UMTS & WLAN

E.1 Model Training and Assessment

The determination of an accurate channel model requires a sufficiently large data
set of observations from simulations or real-life measurements. The parameters of
the channel model are derived from or trained with this set of data. The com-
plexity of the training process depends on the considered channel model. In the
following, suitable training procedures for the relevant channel models will be de-
scribed. Finally, different measures will be discussed which allow to assess whether
the experimental data and the theoretical models agree. With these measures, the
different models will be compared regarding their goodness of fit.

E.1.1 Deriving Model Parameters from Channel
Measurements and Simulations

The parameters of the simplified Gilbert model can be derived straight forward from
a given measurement sequence, because the state sequence is directly observable
from the loss trace. For the Gilbert and the Generalized Gilbert-Elliott models,
this state sequence is not observable from the loss trace. Because of the given error
probabilities in states G and B it is not clear in which state a packet has been lost
or received. These models therefore form Hidden Markov Models (HMM).

For the estimation of the parameters of the latter models, the Baum-Welch
algorithm [Baum et al. 1970; Welch 2003] has been used. It performs a maximum
likelihood estimation of the model parameters for a hidden Markov model, i.e., the
transition and emission (here loss) probabilities.
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E.1.2 Channel Model Adaptation Based on Feedback
Reports

For application and transmission scenarios where the channel behavior is expected
to be fairly constant, the channel model may be determined in advance and used
for the design and parameterization of the system. Other scenarios may experience
unpredictable or changing channel characteristics. Here, the system either needs to
be designed for the worst expected channel behavior, or the system parameterization
needs to update itself in the course of transmission. The latter requires an update
of the channel model based on the current loss statistics of the transmission.

In general, the channel model can be implemented on either side of the trans-
mission chain, at the sender or at the receiver. An implementation at the sender
would require detailed feedback reports from the receiver about the experienced loss
statistics, e.g., realized with feedback reports according to the Real-Time Transport
Control Protocol (RTCP) [Schulzrinne et al. 2003]. The exact details required for a
model update depend on the implemented model, whereas the necessary frequency
of the reports depends on the change rate of the channel characteristics. Based
on the updated model, the sender then adapts the parameterization of the trans-
mission parameters, e.g., codec rate, redundancy scheme, amount of redundancy,
etc., in order to achieve the best possible system performance under the given data
rate and delay constraints. If the channel model is implemented at the receiver,
the measured loss statistics can be directly used for the channel model update and
do not need to be transmitted. Instead, the receiver either transmits the resulting
channel model parameters to the parameter optimization routine at the sender, or
the receiver performs this optimization itself and transmits the chosen parameter
set back to the sender.

The adaptation of the system parameterization to the changing channel charac-
teristics needs a frequent update of the underlying channel model. The update of
the channel model itself requires a feedback channel from the receiver to the sender
for exchanging the loss statistics or the derived parameters. The updated channel
model is based on the current settings of the transmission time interval and packet
size as it models the according transmission statistics. An adaptation of the model
to different transmission time intervals and packet sizes according to Section 3.2 is
therefore limited to lower resolutions than the current setting.

E.1.3 Testing the Goodness of Fit

The goodness of fit of a model can be assessed by graphical and numerical measures.
The advantage of graphical measures is that they show the complete data set at
once and therefore allow to see how good the model fits the data, in which ranges it
might deviate, or if it is in general not suitable to model the form of the distribution.
Numerical measures, on the other hand, compress the whole information into a
single numerical value, which can then be objectively compared for different models.

In the following, both graphical and numerical measures are introduced which
will then be used to compare the different channel models for the considered network
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scenarios in Appendix E.2. The goodness of the channel models shall be assessed
with respect to the following properties of the loss process: a) the loss rate, b) the
average burst length, and c¢) the distribution of loss and receive lengths, i.e., the
number of consecutively lost or received packets which will be referred to as burst
and gap lengths, respectively.

E.1.3.1 Graphical Evaluation of the Goodness of Fit

The distributions of burst and gap lengths have been calculated from the measured
loss traces and determined theoretically for the different models from the models’
parameters. For each model, the calculated and predicted distributions will be plot-
ted for comparison in the same diagram and another plot will depict the difference
between the two.

E.1.3.2 Chi-Square Goodness of Fit Test

In addition to the graphical plots, the goodness of fit of the models shall be objec-
tively assessed by the chi-square test [Press et al. 1992; Papoulis and Pillai 2002].
This test can be used to determine how likely a given data set is drawn from a
postulated distribution function. The data set needs to be discrete or previously
partitioned into a discrete number of bins.

Suppose that M; is the number of events observed in the ith bin, with the total
number of observations N = """ | M, over all considered m bins. The observations
are compared to the expected number of events in the ith bin, Np,;, with the
probability of occurrence p; according to the distribution function under test. The
statistic used in this test is known as Pearson’s statistic. It is calculated as

" (M; — Np;)?
q=§ Ny, (E.1)
1=1

A large value of ¢ indicates that it is rather unlikely that the M, are drawn from
the postulated distribution defined by the p;. In the calculation of the sum, all
terms where M; = Np; = 0 are omitted. Under the hypothesis H,y that the data
set is drawn from the postulated distribution function, the random variable ¢ has
a x2(m — 1) distribution. Thus, the hypothesis Hy is accepted if

¢ <Xi_o(m—1), (B.2)

with the significance level «, usually chosen as a = 0.05.

The considered data sets of the channel characteristics are discrete run lengths
of successively lost and received packets, i.e., a binning of the data is not necessary.
The bins ¢ then refer to the length of a loss or a gap, i.e., the number of successively
lost or received packets. The M; are derived by analyzing the loss traces of a
particular channel for the run lengths of bursts and gaps and by subsequently
measuring their histograms. For the channel model under test, the probability
p; for the burst length 4 is calculated according to the respective probability P, (1),
specified in the model definitions in Section 3.1. For the gap lengths the calculation
is done accordingly.
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E.2 Simulation and Modeling of UMTS and
WLAN Channels

Different realistic channels have been considered for applying the methodologies
proposed in this work. In particular, two different network technologies have been
considered: the cellular UMTS network and the Wireless LAN transmission tech-
nology (cf. Appendix D). Bit level simulations with dedicated simulation software
have been carried out to determine realistic loss patterns for different channels,
transmission parameters (e.g. packet size and transmission time interval), as well as
for different channel qualities. Based on these patterns, respective channel models
have been determined as described in Appendix E.1. The following sections detail
the specific settings of the transmission channels, measurements and simulations,
as well as an evaluation of the resulting channel models.

E.2.1 UMTS Channel Model

Several packet-switched (PS) channels have been standardized by 3GPP for use
in Release 5 or later in UMTS networks. In this work we assume, e.g., a packet
transmission of a voice call arriving in the UMTS network and being routed to an
end user over the UMTS air interface. For this scenario, a dedicated UMTS down-
link channel (DTCH) as defined in [3GPP TR 25.993 2008, Sec. 7.1.123], has been
simulated on bit level by using a UMTS reference implementation in the Synopsys
System Studio Software [Synopsys 2007|. As transmission scenario, the “outdoor to
indoor and pedestrian test environment” defined in [ETSI TR 101 112 1998| and its
according propagation model was selected. The radio access bearer (RAB) has a
maximum data rate for the IP packet stream of 17.6 kbit/s, with a transport block
size of 360 bit (including 8 bit RLC header) and a TTI of 20 ms. The channel is
intended for transmitting IP/UDP/RTP packets containing AMR encoded speech
frames and using header compression (ROHC), i.e., the IP/UDP/RTP headers are
reduced to a 3 byte ROHC header. Channel coding has been performed using a rate
1/3 Turbo code. If a 16 bit CRC detects residual bit errors after channel decoding,
the transport block and the contained TP packet is discarded.

The performance of Turbo codes increases with the length of the applied in-
terleaver. Turbo codes are therefore mainly used for high-data-rate services. Low
rate circuit-switched voice services usually use convolutional codes. Nevertheless,
studies show that turbo codes still offer some modest gains with respect to con-
volutional codes with a frame size as low as 100 bits (see, e.g., discussion in [Lee
et al. 2000]). Third-generation systems therefore allow Turbo codes to be used for
almost all data rates. The dedicated UMTS channel from [3GPP TR 25.993 2008,
Sec. 7.1.123] is explicitly specified for packet-switched voice services and utilizes
Turbo coding. The interleaver of the Turbo code in the UMTS standard scrambles
the bits of a transmission block (40-5114 bit) and does not involve preceding or
following blocks. Hence, if a single packet is transmitted per transmission block, no
additional delay is introduced by the interleaver itself.
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Ec/Ior Loss Statistics Channel Model Parameters
[dB] Py | b P.cs | PiBc Pec PeB

-10.0 0.001030 | 1.072288 || 0.000930 | 0.922163 | 0.000083 | 0.940025
-13.0 0.007190 | 1.145118 || 0.003304 | 0.770122 | 0.003156 | 0.947434
-15.5 0.025390 | 1.258391 || 0.011330 | 0.691746 | 0.009515 | 0.994640
-17.0 0.048660 | 1.381944 || 0.023910 | 0.645534 | 0.013423 | 0.999996
-20.0 0.129770 | 1.831813 || 0.079906 | 0.542665 | 0.001631 | 1.000000

Table E.1: Packet loss rates P}, mean burst lengths b, and corresponding channel model
parameters determined from simulated 17.6 kbit /s packet-switched UMTS channel for dif-
ferent channel qualities Ec¢/Ior.

Model Burst lengths Gap lengths
N ‘ q ‘ X%.%(N_l) N ‘ q ‘ X%.%(N—l)

Simplified Gilbert 9 129.53 15.507 209 | 324.29 242.65
Gilbert-Elliott 9 | 36.287 15.507 209 | 324.42 242.65
4-state, Gpin = 3 9 | 668.34 15.507 209 | 398.23 242.65
4-state, Gpin = D 9 | 295.07 15.507 209 | 500.93 242.65
4-state, Gpin = 10 || 9 | 57.878 15.507 209 | 715.62 242.65
4-state, Gin = 15 || 9 | 38.942 15.507 209 | 826.15 242.65

Table E.2: x? Goodness of fit test: UMTS, E./Ior = —17dB

Packet loss sequences have been generated for different channel qualities with
loss rates of 1-13%. From these loss sequences, the parameters of the Gilbert-
Elliott model were determined using the Baum-Welch algorithm as explained in
Appendix E.1. The determined parameters, as well as the resulting packet loss
rates P, and mean burst lengths b, are given in Table E.1.

The goodness of fit of different channel models for the case of E./I,, = —17dB
is graphically analyzed in Figure E.1 for the simplified Gilbert model, in Figure E.2
for the generalized Gilbert-Elliott model, and in Figure E.3 for the 4-state model
with Gnin = 15. Considering the distributions of both burst and gap lengths,
the Gilbert-Elliott model provides the closest fit for the measured data. This is
also confirmed by the lowest values of the Pearson’s statistic ¢ from the y2-test
shown in Table E.2. Here, N shows the largest non-zero burst or gap length in the
simulation.

E.2.2 WLAN Channel Model

For the simulation of a Wireless LAN (WLAN) channel, the bit level IEEE 802.11a
simulation model from The MathWorks’ Simulink Communications Blockset [The
MathWorks| has been used. The simulation employs a dispersive multipath fading
channel with a maximum Doppler shift of 200 MHz. The transmission data rate of
the channel is set to a fixed rate of 6 Mbit/s. Different channel qualities (SNRs)
have been simulated and the corresponding packet loss traces have been recorded.
Based on the simulated error patterns we determined a channel model with a high
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SNR Loss Statistics Channel Model Parameters
[dB] Py | b P | PiBc Peq P.B

15.0 0.102043 | 2.651747 || 0.036868 | 0.272487 | 0.000002 | 0.856205
20.0 0.041908 | 1.657073 || 0.023012 | 0.448553 | 0.003924 | 0.782311
25.0 0.019143 | 1.254851 || 0.008282 | 0.513822 | 0.008245 | 0.695282
30.0 0.012407 | 1.141754 || 0.003369 | 0.522375 | 0.008065 | 0.685686

Table E.3: Packet loss rates P,, mean burst lengths b, and corresponding channel
model parameters determined from simulated WLAN channel for different channel quali-
ties (SNR). Base channel model with Trppp = 7, = 0.08 ms.

resolution (7T = 7, = 0.08 ms) which can be adapted to different packet lengths
and TTIs according to Sec. 3.2.

Figure E.4 shows the loss rates Py and mean burst lengths b of the transmit-
ted data units for different SNR values on the channel. The measured data points
are marked with DA, followed by the transmission time interval Tpry (0.08, 1, 5,
10, or 20ms) and the packet transmission time 7, which reflects the packet size
(0.08, 0.16, 0.24, or 0.32ms). The data points ‘DA 0.08, 0.08 therefore reflect the
measurements at the maximum resolution. The other data points ‘DA Trpry, 7'
have been derived by downsampling this original measurement. The curves marked
with GE show the predicted loss rates and mean burst lengths of the respective
Gilbert-Elliott channel models. The base channel model has been trained on the
simulated loss pattern with T = 7, = 0.08 ms as explained in Section E.1.1. The
other models have been obtained by applying the adaptations to different trans-
mission time intervals and packet sizes from Section 3.2, i.e., the state transition
probabilities have been calculated according to (3.25) and the transition dependent
error probabilities according to (3.30). A close fit of model and data points can be
observed.

For an SNR of 20dB, Figures E.5-FE.7 show the goodness of fit of the simplified
Gilbert model, the Gilbert-Elliott model, and the 4-state model, respectively, for
the base channel of highest resolution. The generalized Gilbert-Elliott model shows
the closest fit between data and model. After an exemplary adaptation of the model
to a new transmission time interval of Ty = 10 ms and a packet transmission time
of 7, = 0.2ms, the goodness of fit of model and data is visualized in Figures E.8
and E.9 for the simplified Gilbert model and the Gilbert-Elliott model, respectively.
It turns out that especially the distribution of the gap lengths cannot be modeled
sufficiently by the simplified Gilbert model. The Gilbert-Elliott model still shows
a good fit of model and data after adaptation, and this also applies to the other
combinations of Ty and 7y, as shown clearly by the results of the x2-test presented
in Table E.4.
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Model Burst lengths Gap lengths
N q | X6.05(N—1) N | q | X0.05(N—1)

| T = 0.08ms; 7, = 0.08 ms |
Simplified Gilbert || 27 | 416214.55 38.89 434 | 37575.62 482.51
Gilbert-Elliott 27 | 70709.24 38.89 434 | 3900.55 482.51

‘ TrTr = 5ms; 7p = 0.15ms |
Simplified Gilbert 5 176.48 9.49 145 | 1361.50 173.00
Gilbert-Elliott 5 7.52 9.49 145 179.01 173.00

‘ Trrr = 5ms; 7p = 0.2ms |
Simplified Gilbert 5 893.45 9.49 129 | 4174.20 155.40
Gilbert-Elliott 5 7.01 9.49 129 334.06 155.40

‘ Trt1 = 10ms; 7 = 0.2ms |
Simplified Gilbert 4 333.30 7.81 95 1942.98 117.63
Gilbert-Elliott 4 2.59 7.81 95 139.57 117.63

| Tprr = 10ms; 7 = 0.31ms |
Simplified Gilbert 4 926.46 7.81 84 3842.29 105.27
Gilbert-Elliott 4 0.98 7.81 84 111.20 105.27

| Trr1 =20ms; 7, = 0.31ms |
Simplified Gilbert 4 564.37 7.81 64 1891.05 82.53
Gilbert-Elliott 4 0.62 7.81 64 67.54 82.53

| Trr1 = 20ms; 7, = 0.52ms |
Simplified Gilbert 6 6926.44 11.07 44 5819.50 59.30
Gilbert-Elliott 6 1.57 11.07 44 52.35 59.30

Table E.4: x? goodness of fit test: WLAN, SNR = 20dB
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Probabilities of Specific Loss
Patterns in the Extended
Gilbert-Elliott Model

In this appendix, several assisting formulas are introduced which allow a more
compact notation in the theoretical determination of residual loss distributions when
applying forward error correction (FEC) schemes, as discussed in Chapter 4. All
calculations assume an extended Gilbert-Elliott model as introduced in Chapter 3.

The determination of the error correction capabilities of different FEC schemes
requires the probabilities of occurrence of specific loss events, i.e., loss patterns of
successive packets with groups of successively lost packets, groups of successively
received packets, and groups of packets that are arbitrarily lost or received. For
example, consider the following pattern: p = {1 2% 0}3. In this notation, = stands
for a packet which is either received or lost, 0 stands for a received packet, and 1 for
a lost packet. An exponent denotes that a specific part of a pattern or the whole
pattern itself occurs a certain number of times in direct sequence. Hence, pattern
{1 22 0} denotes a 3-fold occurrence of the pattern {1 22 0}, which itself consists of
a lost packet, followed by 2 packets that are each either lost or received, followed by
a received packet. The probability of occurrence of this pattern in dependence on
the channel states is denoted as PRy ({1 22 0}3), with X, Y € {G,B}. X denotes
the channel state for the first packet in the pattern, Y the channel state for the
packet directly following the pattern. The states G and B are the two states of
the Gilbert-Elliott model as introduced in Section 3.1.3, which has possibly been
adapted from a base model to a specific packet transmission time interval and packet
size according to Section 3.2.

In Appendix F.1, the probability of occurrence of a compound loss pattern like
{1 22 0} is derived. The probability of a repeated occurrence of such a pattern, as in
{1 22 0}3, is calculated in Appendix F.2. The derivations assume already calculated
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probabilities of occurrence of m losses in n consecutive packets, Pxy(m,n), as
derived for the extended Gilbert-Elliott model in Section 3.4.

F.1 Probability of Compound Loss Patterns

In the following, the probability of occurrence of a compound loss pattern, consisting
of lost, received, and arbitrarily lost or received packets, will be explained and
illustrated with examples.

The probability of occurrence of a group of p successively lost packets is given as
the probability of losing all p packets in a group of p successive packets as derived
in Section 3.4:

PR ({17}) = Pxy (p,p), (F.1)

for a given state X at the first packet and a given state Y at the packet directly
following the group, i.e., the (p+1)-th packet, with X, Y € {G, B}.

In the same way, the probability of occurrence of a group of p successively
received packets is given as the probability of losing no packets in a group of p
successive packets:

PR ({07}) = Pxy(0,p). (F.2)

Finally, the probability of occurrence of an arbitrary pattern of p lost and/or
received packets is calculated by the following sum of probabilities:

PR (")) = Pav (i), (7.3)

If the states X and Y shall be arbitrary, this probability results to one, i.e.,
PPt ({ar}) =1,

Hence, the probabilities PR ({17}), PR3- ({0P}), and PR3- ({2P}) describe prob-
abilities of certain run lengths of lost, received, or arbitrary packets, respectively.
The probability of occurrence of the event comprising two of these run lengths, i.e.,
the loss pattern consisting of the p-fold occurrence of s; directly followed by the
g-fold occurrence of sy, with s1,s5 € {0,1, 2} is calculated as

PYY({sh s3}) = PRG({sT}) P&V ({s8}) + PRE({s7}) PRy ({s3}). (F.4)

with XY € {G,B} and s1,s2 € {0,1,2}. Here, the state the channel is in at
the (p+1)-th packet needs to be considered in the calculation, i.e., both possible
states, G and B, need to be taken into account. Analogously, the probability of
occurrence of any compound loss pattern consisting of several different run lengths
of lost, received and arbitrary packets can be calculated by iteratively combining
two patterns p; and ps according to the following general rule:

PR ({p1 p2}) = PRG(p1) PEY (p2) + PRy (p1) PRy (p2). (F.5)
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If the channel states X and Y are considered arbitrary, the following probability
results:

P ({p1 pat) = Y Pox PRY(p1) PP (p2). (F.6)
X,Y,Z
€{G,B}

The following examples show the calculation of probabilities of different loss
patterns using the previously derived equations. The first example calculates the
probability of receiving p successive packets and losing the following q packets. The
channel is in an arbitrary state at the first packet and also at the packet directly
following the pattern:

Prr({or 19)) = Y Pox PRY({07)) PR ({193)
X,\Y,Z
€{G,B}

= Y P.x Pxy(0,p) Prz(q.q).

X,Y,Z
€{G,B}

(F.7a)

The second example calculates the probability of losing ¢ successive packets after
p arbitrarily lost or received packets under the condition of being in state X at the
first packet of the pattern. The channel state for the packet directly following the
pattern shall be Y. The probability is calculated with (F.1) and (F.3) as

Py ({a? 17}) = PRG({a"}) P&V ((17}) + PRs ({a}) Py ({17})

p (F.7b)
= Z (PXG(iap) Pay (q,q) + Pxs(i,p) Py (q, CI))

i=0
The third and last example calculates the probability of losing p packets, followed by
q packets which are each either lost or received, and finally a group of r consecutive
packets which are all lost. The state of the channel at the first packet of the pattern
and also at the packet directly following the pattern is arbitrary:

PP ({17 29 17 ) = Y Pow PR ({17}) PR ({27)) PRY({17})
W, X.,Y,Z
c{d,B}

(F.7c)
— Z P.w Pwx(p,p (ZPXY(Z Q))PYZ(T’ r).

W,X,Y,Z 1=0
€{G,B}

F.2 Probability of a Repeated Occurrence of a
Specific Pattern

Assume an arbitrary pattern p of lost, received, and arbitrary packets for which the
probabilities of occurrence PYs(p), X, Y € {G, B}, have been calculated as derived
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in the previous section. For such an arbitrary pattern of lost and received packets,
the probability of an n-fold consecutive occurrence of this pattern, denoted as p”,
can be calculated recursively taking the channel states at the first packets of each
occurrence of p into account:

PR (p™) = PYG(p) PEY (0™ Y) + PR5(p) PR (0" 1Y), (F.8)

for n > 1 and with X,Y € {G,B}. For n = 1, the equation therefore reverts to the
probability of the pattern itself, i.e., PR3 (p!) = PR%(p).



Concatenation of Channel
Models

In a transmission scenario of a heterogeneous network, the packets may pass several
transmission links of different characteristics. In a majority of cases, the transmis-
sion can be separated into three network parts. First, there is the uplink transmis-
sion from the user device into the network of the service provider. This can be a
LAN connection, a WLAN transmission to an access point, or a wireless transmis-
sion in a mobile communication network like UMTS. Then there is the transmission
within the core network of the service provider, possibly transferred via gateways
into the core network of the communication partner’s service provider. Finally, the
downlink transmission to the user device of the communication partner may again
be a wireless link of a mobile network, a WLAN access, or a LAN connection.

Such an end-to-end transmission scenario in a heterogeneous network can be
modeled by a single Gilbert-Elliott model, trained from measurements or simula-
tions of the considered end-to-end transmission. Alternatively, an end-to-end model
can be derived from models of some network parts which may already be available,
e.g., a model of the wireless access channel and another model for the core network.
The procedure of combining several models into a realistic model of the end-to-end
transmission requires the same time base for every model part, i.e., the same trans-
mission time interval and the same packet size. If necessary, the models can be
adapted as explained in Section 3.2 to meet this precondition. The different model
parts are then concatenated. Depending on the type of involved models, this may
be achieved by a straightforward combination of the models into a new model of
the same type, or it may involve constructing a new and more complex model. The
following sections will consider the concatenation of different model types, which
reflect the most relevant network scenarios:

e Wireless access (Gilbert-Elliott model) and core network (Bernoulli model)
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e Wireless uplink (Gilbert-Elliott model), core network (Bernoulli model), wire-
less downlink (Gilbert-Elliott model)

The described scenarios consider always two channel models which are concate-
nated. The concatenation of three channel parts can be calculated stepwise by first

concatenating two models and then concatenating the resulting model with the
third.

G.1 Concatenation of Bernoulli Models

The concatenation of two channels models with independent packet losses of prob-
abilities Pe(l) and Pe(z) results again in a Bernoulli model with the following error
probability:

P =pY 4 p@ _ pLp3) (G.1)
G.2 Concatenation of Simplified Gilbert Model
and Bernoulli Model

The concatenation of a simplified Gilbert channel and a Bernoulli channel, i.e., a
channel with independent packet losses of probability P, is achieved by adapting
the state transition probabilities of the simplified Gilbert model:

Plgp =Pice+P.— Pgs- P, (G.2a)
Plce=Pec(l—P)=1-Pp (G.2b)
t/,BG =P pc (1 - F.) (G.2¢)
vps = PuBB+ Pe— Pipp - Pe=1— P g (G.2d)

G.3 Concatenation of Gilbert(-Elliott) Model and
Bernoulli Model

In the scenario of a wireless access channel, modeled by a Gilbert model or a Gilbert-
Elliott model (with loss probabilities P, ¢ and P, ), and a core network, modeled
by a Bernoulli model with loss probability P., the concatenation of the models
results in a Gilbert-Elliott model with adjusted loss probabilities in the two states:
P/,G:Pe,G+Pe_Pe,G'Pea (G.3a)

e

e/,B:Pe,B‘i'Pe_Pe,B'Pe- (G.3b)

The transition probabilities of the Gilbert-Elliott model remain unaffected.
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G.4 Concatenation of Simplified Gilbert Models

Assume a transmission over two channel parts which are both modeled by a simpli-

fied Gilbert model. Let Pt( Zg

and Pt(ﬂ.;. those of the second model, with the states (i,j) € {G,B}. These two
models can be concatenated and described with a single simplified Gilbert model
with new state transition probabilities. In this new model, a packet is received if
both contributing models are in state G, and a packet is lost if either one or both
of the models are in state B. Hence, the state probabilities of the new model result
to

be the state transition probabilities of the first model,

1 2
= plo- P2, (G.4a)

S’B PR -PY +PY - P2 + P PG (G.4b)
The new model is in state G if both contributing models are in state G. Conse-
quently, a state transition from G to B in the new model results if either one or
both contributing models change to state B. The new model is in state B if one or
both contributing models are in state B. The computation of the state transition
probability from B to G in the new model therefore needs to take these three cases
into account. The state transition probabilities of the new model then result to

t/,GB - t(,lch P(C-):B + Pt(,léB ' Pt(?(%c; + Pt(,lG):G : Pt(,QC%B’ (G.5a)
vae =1 — Plgp = Pt(lc);c; : Pfég, (G.5b)
(56 = (P Plde - PR PRe+ PR - PlRe - PR - Pa

+ Ps(,lB) ‘ Pt(,gG ' Ps(,2152 ' Pt(,2]3)G) /Ps/,B7 (G.5c¢)
8B =1 — P pa- (G.5d)

G.5 Concatenation of Gilbert-Elliott Models

Consider a scenario where the end-to-end transmission involves two wireless ac-
cess networks which are both modeled by independent Gilbert-Elliott models. The
states of both models will most likely have different loss probabilities. An accurate
description of the concatenated channel therefore requires a new model with four
different states reflecting all possible state combinations of the contributing mod-
els. The increase of the number of states, however, leads to a significant increase
of the computational complexity for the calculation of loss distributions and error
correction capabilities. In the following, the concatenated model will therefore be
approximated by a standard Gilbert-Elliott model with two states.
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For this purpose it is assumed that the new model is in state G if both con-
tributing models are in state G, and in state B when at least one of the contributing
models is in state B. This assumption leads to the following state probabilities:

76 = p;g p;i;, (G.6a)

5 =P PS + PP+ PSP (G.6b)

Consequently, the state transition probabilities compute as
1 2 1 2 1 2
Pt/,GB :Pt(,CgB ’ Pt(,G)B + Pt(,ch : Pt(,Ger + Pt(,ch : Pt(,(%Bv (G.7a)
1 2
t/,GG =1- t/,GB = Pt(,(%(; ) Pé(%(}a (G.7b)
1 1 2 2 1 1 2 2
(56 = (P Plde - PR PRe+ PR - PlRe - PR - Pa
1 1 2) 2

"‘P( ) Pt(B)G P( t(B)G) /Ps/Ba (G.7¢)

8B =1 — P pg- (G.7d)

The state and state transition probabilities are therefore calculated as for the
concatenation of simplified Gilbert models (cf. Appendix G.4). When considering
Gilbert-Elliott models, however, the loss probabilities for the states are not neces-
sarily 0 and 1. If both contributing models are in state G, i.e., the new model is
also in state G, the probability of a packet loss is defined by the respective proba-
bilities of the two models. For the calculation of the loss probability in state B, the
different possible state combinations of the contributing models have to be taken
into account. Hence, the state dependent loss probabilities for the new model result
in:

Pl =P+ ) - pl) P (s
PgB_(p<1> PA) . (PY + P(z) Py p3)
s,cz (P + B2 - P P2)

P“) P <P, P<2> PP /P, (.8b)

In case the models have been previously adapted for different packet sizes ac-
cording to Section 3.2, the loss probabilities are given in the transition dependent
form of (3.30). The loss probabilities of the concatenated model then also have to
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be calculated in transition dependent form as

! _p(1) (2) (1) p2)
Peca =l ga T Fece — Feaaleca (G.9a)

PlaB = (Pt(,lc);G ' Pt(,zC)}B ' (Pe(,lG)‘rG T Pe(,26)‘rB - Pé,lc);GPé,zc);B)

0y (P 4 0 — )

+Pt(,1G)‘rB ‘ Pt(,ZG)}B ' (Pe(,l()}B + Pé?();B - Pe(,l()}BPé,z()}B» /Pt/,GB (G.9b)
P pg = (Ps(,lcgpt(,lcgc ' Ps(,%)Pt(,zB)G ' (Pé,lc);c; + Pé?}%@ - Pé,léepféc)

(1) (1) (2) p(2)
sl e Fsaliaa: ( e.B

1) (1 2) (2 1 2 1 2
+PRP RGP Ra (Fpa + Piba — PpaPina)) / (PloFlec)

(1) (2) (1) p(2)
Pepa T reca — Pe,BGPe,GG)

(G-.9¢)
FLom = (PR P8 (e + P~ i)
PR PR (L + P - PP le)
Pl PG (A + Pk - o)
PR PR (P B~ i)

(1) (1) (2) p(2)
+ P gl saliéne

1 2 1 2
W p P+ P - P P2 )

e,B e,GB e,BB” ¢,GB

1) 5(1 2) (2 2 1 2
+ELGR G PR e (Pidn + Pib — FodnFnn)

(

( 1
s PWPM PR (P e P )

(

(

s,B” t,BB s,B” t,BG e,BG e,BB” ¢,BG

(PO + Py - PP

1) (1 2) p(2
+P( )P( ) P( )P( ) e,BB ¢,BG” ¢,BB

s,B"t,BG “s,B" t,BB

L P pM) @) p®)

(1) (2) 1) p2) I pl
B t,BB TsB BB Pe,BB+Pe,BB_Pe,BBPe,BB))/(PS,BPt,BB>

(G.9d)

If the loss probabilities of one of the contributing models are not given in tran-

sition dependent form (i.e., it has not been adapted to a new packet size), consider

the following analogy between the transition and state dependent loss probabilities
for this case prior to applying (G.9):

P.ca = Pepa = Peg (G.10a)
P.gp = FP.pp = P (G.10Db)

Note that the resulting state of the transition determines the loss probability, be-
cause the loss process in this work is defined as ‘first state transition, then re-
ceive/loss determination’. The goodness of fit of this approximation compared to
the accurate model can be assessed as explained in Appendix E.1.3.

If there are some further independent losses expected to occur in the core net-
work, this Bernoulli model can be combined with the resulting Gilbert-Elliott model
as explained in Appendix G.3.
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Perceived Quality Assessment
and Prediction

The overall quality as perceived by a user of a speech conversation or multimedia
streaming application is determined by several factors which are specific to the
application and depend on transmission parameters and network behavior.

For a speech conversation, the overall perceived quality involves not only the
audible quality of the received signal, but also comprises conversation related factors
such as intelligibility and interactivity. The latter is particularly sensitive to the
experienced end-to-end transmission delay. The measure of interest is therefore the
perceived quality of the conversation. For streaming services, e.g., of music signals,
on the other hand, the perceived quality is mainly determined by the signal quality
at the receiver as the effect of delay is not significant unless it exceeds 1-2 seconds.

The perceived signal quality depends on the utilized codec, which determines
the base quality, and is further influenced by signal distortions, e.g., echo and
background noise, as well as transmission errors and the utilized algorithms for
error protection and recovery. In packet transmission, packet losses may lead to the
loss of complete signal segments (frames), for which an estimation is regenerated
by the packet/frame loss concealment algorithm at the receiver. The frequency
and length of such segment losses and the capability of the concealment algorithm
determine to a large extent the perceived quality in a packet transmission scenario.

Depending on the considered scenario, the determination of quality should be
done in different ways, ranging from expensive subjective tests to standardized
objective measurement algorithms. A general overview and classification of available
standards for the assessment of the quality of speech and music signals as well as
voice conversation is given in Appendix H.1.

The two central topics of this work, the optimal parameterization of transmission
schemes and the development of PL.C algorithms, both require an assessment of the
resulting quality, although with different requirements on the measurement method.
The developed PLC algorithms for speech signals can be evaluated and compared
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using the speech quality measure PESQ (Perceptual Evaluation of Speech Quality),
standardized by the ITU in [ITU-T Rec. P.862 2001|. PESQ is an intrusive quality
measure since it requires a reference signal, which is available here in form of the
error free speech signal. The optimization of the system parameterization, on the
other hand, requires a quality measure which can predict the effect of different loss
rates and distributions, and for conversational applications also the effect of the
end-to-end delay, on the resulting quality. For such a prediction of the quality from
system parameters, the ITU has developed the E-model [ITU-T Rec. G.107 2005].
The following sections give a short overview of the two quality measurement
methods applied in this work, the PESQ algorithm and the ITU-T E-model. Since
the ITU-T E-model standard [ITU-T Rec. G.107 2005] does not yet provide im-
pairment factors describing the coding distortions of all modes of the Adaptive
Multi-Rate (AMR) speech codec, these are derived in Appendix H.5 from PESQ
measurements according to the methodology defined in [ITU-T Rec. P.834 2002].

H.1 Means of Assessing and Predicting the
Perceived Quality

The available and standardized means for assessing and predicting the perceived
quality of a speech or music signal can be classified into subjective listening tests,
intrusive objective measurements, and non-intrusive objective measurements.

Subjective listening tests for evaluating speech quality are generally performed
according to the guidelines given by the ITU in [P.800 1996]. The specific type
of test depends on the effects under study. Listening only tests will be carried
out to evaluate, e.g., the quality of a new speech codec or the performance of
different packet loss concealment algorithms. If the objective of the test, however,
is to evaluate the quality of a conversation also including delay or echo effects, for
example, a conversational test needs to be conducted. In order to get statistically
meaningful results, the tests need to be carried out with a sufficiently large group of
subjects as well as presented stimuli, which makes these tests time consuming and
expensive. Another disadvantage is that the results of such tests cannot be exactly
reproduced.

In order to overcome the disadvantages of subjective tests, objective measure-
ment techniques have been developed which avoid the need for extensive and expen-
sive tests and provide results which are reproducible by others. Objective measure-
ment techniques can be divided into two different classes, intrusive and non-intrusive
techniques.

Methods for intrusive quality measurement are in general more accurate than
non-intrusive methods. They require a reference signal to compare the signal under
consideration with and utilize models of the human auditory system in order to eval-
uate the auditory difference between the two signals. For speech signals, the PESQ
algorithm (Perceptual Fvaluation of Speech Quality) [ITU-T Rec. P.862 2001] has
become the most commonly used intrusive measurement method and a de-facto
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standard. It is computationally complex and considers only distortions by coding
or transmission errors. It does not consider quality degradation by delay effects.
What PESQ is for speech signals, the PEAQ algorithm (Perceptual Evaluation of
Audio Quality) tries to become for audio signals in general and especially music
signals.

Although they are less accurate than intrusive methods, there is a demand for
non-intrusive quality measurement techniques. These techniques do not require a
reference signal and are therefore applicable in running systems, e.g., in order to
predict the currently achieved signal quality. There are methods which monitor
or predict the quality from available network or other system parameters (e.g. loss
rate, etc.). A widely used representative of this class is the so-called E-model [ITU-
T Rec. G.107 2005], which is described in more detail in Appendix H.3. Other
methods try to predict the quality from the degraded signal itself, e.g. [ITU-T
Rec. P.563 2004|.

Main applications of such non-intrusive measurement methods are to monitor
the voice quality in life calls by network operators in order to check whether the
network performs as desired, or even to adaptively control and optimize the resulting
quality of service (QoS) based on the predicted perceived quality.

H.2 Objective Speech Quality Evaluation with
PESQ

For the objective measurement of the quality of a speech signal, the I'TU has stan-
dardized an algorithm called PESQ! in [ITU-T Rec. P.862 2001]. The PESQ algo-
rithm operates in the frequency domain and uses a model of the human auditory
system to evaluate the quality of a speech signal in comparison to a reference signal.
The PESQ software expects two input files, the undistorted reference speech file and
the speech file that has to be rated. The resulting output value lies within a range
of 1 (worst) to 4.5 (best) and reflects an estimation of the Mean Opinion Score
(MOS) that would result from a listening test. These values are termed MOS-L.QO
and MOS-LQS, LQ for listening quality, and O and S indicating an objective and
subjective value, respectively. For a detailed definition of the MOS terminology see
[ITU-T Rec. P.800.1 2006].

The PESQ algorithm uses a psycho-acoustical model to estimate the rating of
an average human listener. However, it can only evaluate those signal distortions
which it has been designed for, i.e., especially coding distortions and transmission
impairments like bit errors, as well as packet loss and packet loss concealment
(in particular with CELP codecs). For a list of further factors for which PESQ
has demonstrated acceptable accuracy, see [ITU-T Rec. P.862 2001]. It does not
consider other effects of quality degradation such as delay effects.

lPerceptual Evaluation of Speech Quality
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H.3 Prediction of Quality with the ITU-T
E-Model

For assessing different types of quality impairments, including frame losses and de-
lay, the I'TU has standardized the E-model [ITU-T Rec. G.107 2005|, a non-intrusive
computational model for speech quality prediction. The model is based on different
system parameters and network characteristics and does not require an actually
transmitted signal and according reference signal. The E-model serves as a com-
putational model for transmission planning of modern telecommunication networks
and considers combined effects of different types of impairment occurring simulta-
neously in a connection. It is based on the principle assumption that individual
transmission impairments can be transformed into “psychological factors”, and that
these factors are additive on a “psychological scale”.

The E-model derives a unidimensional quality index from a matrix of network
parameters. The model output is the rating factor R, ranging from 0 (worst) to
100 (best). A value of about 70 describes so-called toll quality. The rating factor
is calculated by adding the individual impairment factors and subtracting them
from the maximum value 100. Assuming some basic default impairments as defined
in [ITU-T Rec. G.107 2005], the calculation of the rating factor becomes

R=932—1I;—I..p5, (H.1)

with the delay impairment factor I;, depending on the end-to-end delay, and the
equipment impairment factor I. g, describing codec distortion and frame losses.
A possible further factor, the advancement factor, which reflects any possible user
toleration in the given circumstances and is added as positive number, has been
neglected here.

H.3.1 Delay impairment factor I,

The delay impairment factor is calculated as
Iy = Lite + Laie + Lda (H.2)

and consists of three terms: the talker echo delay impairment ., depending on
echo path loss and delay; the listener echo delay impairment [;., depending on
round-trip delay on 4-wire loop; and the loss of interactivity due to an overall
delay I44. I4te and Iy are not considered in this work and therefore set to 0. Of
particular interest in the consideration of packet-based speech transmission is the
last term, I;4, which describes the loss of interactivity in a conversation due to an
overall delay d. It is calculated as

0 ;d < 100 ms
Taa (H.3)

25 ((1+X%)8 301+ £°)8 +2) 3d > 100 ms
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Figure H.1: Effect of the delay impairment factor I,

with X = log, (%). To save computational complexity, this relation can and
should be stored as a lookup table with a resolution of a few milliseconds in a
device’s memory.

For the overall delay d, consider the total one-way mouth-to-ear delay, including
algorithmic encoding/decoding delay, packetization delay, network delay (transmis-
sion, propagation, queuing), and de-jitter delay (receiver playout buffer).

The effect of the overall delay d on the resulting quality of the conversation,
expressed in the rating factor R, is shown in Figure H.1. A clear threshold effect can
be observed. Below a total delay of about 200 ms there is no quality degradation,
above 200 ms the quality of a speech conversation starts to decrease considerably
because the interactivity of the conversation gets affected.

H.3.2 Effective Equipment Impairment Factor /. .4

The effective equipment impairment factor I, .4, as defined in [ITU-T Rec. G.107
2005], extends the original equipment impairment factor, I, to reflect the impair-
ment due to packet losses and concealment algorithms in addition to codec distor-
tions.

The equipment impairment factor I, [ITU-T Rec. G.113 2007] describes effects of
digital processes other than pure PCM, i.e., low bit rate codecs. So far, only narrow-
band codecs are considered. It gives a relative degradation in comparison to other
impairments occurring in a connection. This particular impairment factor is the
framework for most common non-waveform codecs based on subjective listening-
only tests. There is one drawback, tandems of multiple codecs of the same or
different types have shown not to be simply additive. In some cases, order effects
seem to apply. This is currently examined at I'TU in more detail. The equipment
impairment factors I, for some speech codecs are given in Table H.1.

The frame loss dependent equipment impairment factor I, g includes the equip-
ment impairment factor for codec distortions I, and is defined in [ITU-T Rec. G.107
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Codec kbit/s | I. || Codec kbit/s | I,
PCM (G.711) | 64 | 0 || G.729 8 10
ADPCM 40 2 GSM FR 13 20
(G.726) 32 7 [AMR /EFR | 122 | 5
24 25 || G.723.1 5.3 19
16 50 6.3 15

Table H.1: Equipment impairment factors I. for some speech codecs.

2005] as
100 - P,
Lo = Ie + (95 — L) - qop,——— (H4)
BurstR + Bpl

with the frame loss rate Py, a codec specific packet loss robustness factor By, and
the burst ratio BurstR. BurstR is defined as the quotient of the average burst length
(number of successive frame losses) on the channel and the theoretical average burst
length under random, i.e., independent losses of the same rate.

H.3.3 Categories of Speech Quality and According Rating
Factors
The resulting rating factor R of the E-model can be converted into an estimated

MOScqr value as defined in [ITU-T Rec. G.107 2005].
The conversion from MOScqr to R is defined as:

R=0 for MOSCQEZ 1

R = ? (8 — /226 cos (h + %)) for 1 < MOScqr < 4.5 (H.5)

R =100 for MOSCQE Z 4.5

with the helping terms
1

h = 3 arctan2(y, x) (H.6)
x = 18566 — 6750 MOScqE (H.7)
y = 15 \/—903522 + 1113960 M OScqr — 202500 MOS%QE (H.8)

Accordingly, the conversion of R to M OScqg is achieved with
MOScqe =1+ 0.035 R+ R(R —60) (100 — R) - 7-107° (H.9)

R and M OScqE value can be categorized according to [ITU-T Rec. G.109 1999]
into several categories of speech transmission quality as shown in Table H.2. [ITU-T
Rec. G.109 1999] also gives some examples of typical scenarios: An ISDN connection
would result in R = 94 (Best), while a PSTN connection would achieve R = 82
(High). A connection between a mobile and a PSTN subscriber would result in
R = 72 at the mobile side (Medium) and R = 64 at the PSTN side (Low). Finally,
a VoIP connection with the G.729A speech codec, 2% packet loss rate, and an end-
to-end delay of 300 ms would result in R = 55 (Poor), i.e., unsatisfactory behavior.
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| R value range | MOScqg range | Quality category |
90 < R<100 | 434 < MOScqe < 4.5 | Best
80 < R<90 | 4.03< MOScqr < 4.34 | High
T0<R<80 | 3.60<MOScqr <4.0 | Medium
60 < R<70 | 3.10 < MOScqE < 3.60 | Low
50 < R<60 | 258 < MOScqr < 3.10 | Poor

Table H.2: Categories of speech transmission quality: Range of R and MOScqE-

H.4 Deriving Equipment Impairment Factors from
Instrumental Models

In general, there are two approaches specified by the I'TU for the derivation of equip-
ment impairment factors. The first methodology, described in [ITU-T Rec. P.833
2001], is based on the results of auditory listening-only tests. It is therefore able
to describe the degradation as experienced by a human listener. However, it comes
with the general disadvantages of subjective tests which are expensive and not com-
pletely reproducible. An alternative methodology which is based on instrumental
models (“objective methods”), e.g. PESQ (cf. Appendix H.2), is given in [ITU-T
Rec. P.834 2002]. This approach requires that the auditory models used in the in-
strumental tests provide valid estimations of auditory judgments for the considered
codecs. The advantage of this method is that it is 100% reproducible if speech data
and processing algorithms are precisely defined.

First, the set of speech files delivered with [ITU-T Rec. P.834 2002] is processed
with the codec or algorithm for which the equipment impairment factor shall be de-
termined. The quality of the processed files is then assessed by an objective quality
measure and the resulting MOS-LQO values are transformed to rating factors R,
e.g., as detailed in Appendix H.3.3 for PESQ. For each processed file, a preliminary
equipment impairment factor K is then calculated as

K = R(G.711) — R(processed file), (H.10)

with R(G.711) determined in the same way from the according PCM encoded file.
The equipment impairment factor can then be calculated according to
K—-b

I. = . H.11
: (H.11)

The coefficients a and b depend exclusively on the chosen instrumental model and
can therefore be seen as a kind of “fingerprint” of this model, providing a reliable
derivation of equipment impairment factors from its MOS-LQO values. The deriva-
tion of @ and b are explained in [ITU-T Rec. P.834 2002]. For the PESQ quality
measure, the following values have been standardized in [ITU-T Rec. P.834 2002]:
a = 0.5226 and b = 7.8502.
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[AMR mode || MOS-LQO | I, |

12.2kbit /s 1,031 5
10.2kbit /s 3.921 9
7.95kbit /s 3.754 15
7.4kbit /s 3.724 16
6.7 kbit /s 3.616 20
5.9 kbit /s 3.503 23
5.15 kbit /s 3.360 27
4.75 kbit /s 3.270 29

Table H.3: Equipment impairment factors Io (rounded) for the AMR modes obtained
with PESQ according to the methodology in [ITU-T Rec. P.834 2002].

H.5 Deriving Equipment Impairment Factors for
the AMR Speech Codec from PESQ
Measurements

Provisional planning values for equipment impairment and packet loss robustness
factors of different speech codecs are given in [ITU-T Rec. G.113 2007]. The studies
in Chapter 5 require the equipment impairment factors /. of several AMR encod-
ing modes. However, up to now only the value for the Enhanced Full-Rate speech
codec, the highest AMR codec mode, has been standardized. Therefore, the pro-
posed methodology from [ITU-T Rec. P.834 2002] has been utilized in this work to
determine the equipment impairment factors for the other modes with the objective
speech quality measure PESQ [ITU-T Rec. P.862 2001]. A more detailed overview
of this methodology is given in Appendix H.4.

The equipment impairment factors for the 8 AMR modes have been determined
according to the standardized procedure defined in [ITU-T Rec. P.834 2002] using
the objective quality measurement tool PESQ [ITU-T Rec. P.862 2001]. The results
are listed in Tab. H.3. The equipment impairment factor for the 12.2kbit/s AMR
mode exactly resulted in the value already defined in [ITU-T Rec. G.113 2007], i.e.,
I. = 5. The values for the other modes could not be validated — this would require
extensive listening tests — and have to be considered preliminary until official values
are standardized by the ITU.

Also for the burst sensitivity factor By, only the value for the 12.2 kbit/s AMR
mode is given in [[TU-T Rec. G.113 2007|. This factor is codec dependent, i.e.,
it depends on interframe dependencies and the implemented PL.C scheme. It is
assumed that the standard concealment of the AMR codec is used. In lack of
standardized values, it is further assumed that the same factor By =10 applies for
all modes of the AMR codec until more precise values are standardized. This is
justifiable because the AMR codec modes have a similar general structure, apply
the same frame loss concealment, and therefore also show similar effects of error
propagation.
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Kommunikationsnetze entwickeln sich mit hoher Geschwindigkeit zu sogenannten
“all-IP” Netzwerken, die aus flexiblen Kernnetzen mit hoher Ubertragungskapazitét
sowie verschiedenen Zugangsnetzen mit drahtgebundenen und drahtlosen Zugangs-
technologien bestehen. Die Dateniibertragung in diesen Kern- und Zugangsnetzen
erfolgt durchgehend paketvermittelt auf der Basis von gemeinsamen, standardi-
sierten Ubertragungs- und Signalisierungsprotokollen, die auf der IP Protokollfa-
milie basieren. Die Paketvermittlung ermdoglicht Netzbetreibern und unabhéngigen
Dienstanbietern die flexible Realisierung diverser Dienste und Anwendungen, wie
z.B. Sprach-, Musik- und Videoiibertragung, sowie weitere mobile Internetdienste
wie z.B. Email, Web-Browsing, Instant Messaging, etc. Mit der Entwicklung neuer
DSL- und Mobilfunk-Technologien steigt zudem die zur Verfiigung stehende Uber-
tragungsrate in den Zugangsnetzen deutlich an. In mobilen Zugangsnetzen wird die
Entwicklung hin zu UMTS-HSDPA und UMTS-LTE einen nahezu allgegenwérti-
gen mobilen Zugang bieten, mit Datenraten von einigen hundert kbit/s bis hin zu
mehreren Mbit /s in zukiinftigen Systemen. Als Konsequenz aus dieser Entwicklung
wird eine zunehmende Konvergenz von Fest- und Mobilfunknetzen entstehen, die
dem Nutzer von unterschiedlichen Endgerdten und an nahezu jedem Ort Zugang zu
allen seinen Diensten bieten wird.

Eine solche Konvergenz von Netzwerken und Diensten wird erst durch die pa-
ketvermittelte Ubertragungstechnologie erméglicht, die jedoch auch neue technische
Herausforderungen an die Realisierung von Echtzeitdiensten wie Telephonie (Voice
over IP), sowie Musik- und Video-Streaming stellt. Hauptprobleme sind eine varia-
ble Ubertragungsverzégerung und Paketverluste, die z.B. durch Ubertragungsfeh-
ler auf Mobilfunkkanilen oder Uberlastung von Netzwerkknoten entstehen kénnen.
Bestehende Systeme setzen verschiedene Techniken ein, um diesen Ubertragungs-
storungen entgegen zu wirken:

e Die Varianz in der Ubertragungsverzdgerung (Jitter) wird in der Regel durch
einen Empfangspuffer kompensiert, allerdings auf Kosten einer erhohten Fnde-
zu-Ende Verzogerung.
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e Verfahren zur Vorwirtsfehlerkorrektur (engl. forward error correction, FEC)
werden zur Rekonstruktion von Signalrahmen bei Paketverlusten eingesetzt.
Signalrahmen sind Segmente des ggf. codierten Signals mit einer normaler-
weise konstanten Lange.

e Durch FEC nicht rekonstruierbare Signalrahmen werden schlieftlich mit Hilfe
von modellgestiitzten Methoden der Signalverarbeitung am Empfianger ge-
schitzt (sogenanntes Packet Loss Concealment, PLC).

Ein noch nicht zufriedenstellend gelostes Problem besteht in der analytischen
Bestimmung der am besten geeigneten FEC Methode und ihrer Parametrierung
(z.B. Verhéltnis zwischen Nutz- und Parititsinformation), sowie weiterer System-
parameter (z.B. Codec, Linge des Signalsegments per Paket, Linge des Empfangs-
puffers) fiir ein gegebenes Ubertragungsszenario. Die optimale Wahl der Systempa-
rameter hidngt zum einen von den Anforderungen der Anwendung ab, z.B. hinsicht-
lich Signalqualitat und tolerierbarer Verzogerung. Zum anderen wird die optimale
Wahl der Parameter von der Charakteristik der Ubertragungsfehler und der Uber-
tragungsverzogerung auf dem Ubertragungskanal bestimmt, der zudem gewissen
Beschrinkungen hinsichtlich der zur Verfiigung stehenden Ubertragungsrate unter-
liegt.

Hauptgegenstand der vorgelegten Dissertation ist die Untersuchung und Ent-
wicklung von Ansédtzen zur Optimierung der Sprach- und Audioiibertragung in pa-
ketvermittelten Netzen mit drahtlosen Zugangstechnologien.

Im ersten Teil der Arbeit wird hierzu eine Methodik zur Auswahl der optimalen
Ubertragungsparameter und FEC Methoden entwickelt, die als Grundlage ein fle-
xibles, erweitertes Gilbert-Elliott Kanalmodell fiir Paketverluste benutzt. Basierend
auf diesem Modell werden analytische Berechnungen der verbleibenden Rahmen-
verlustrate fiir verschiedene FEC Techniken angestellt. Als Optimierungskriterium
wird schliefilich die erwartete Qualitdt der Anwendung fiir den Nutzer herangezogen,
d.h. neben der Signalqualitit wird fiir Kommunikationsdienste insbesondere auch
die resultierende Signalverzogerung beriicksichtigt. Die Anwendung der entwickel-
ten Methodik wird anschlieffend am Beispiel verschiedener realistischer Szenarien
demonstriert.

Bei drahtlosen Ubertragungskanilen mit begrenzter Ubertragungsrate kann das
einsetzbare FEC Verfahren meist nicht alle verlorenen Signalrahmen rekonstruieren.
Fiir solche Verluste wird im zweiten Teil der Arbeit ein neues verbessertes Packet
Loss Concealment Verfahren fiir Sprachcodecs entwickelt, die auf dem CELP (Code
Excited Linear Prediction) Codierverfahren basieren. Der vorgeschlagene Algorith-
mus bestimmt im Sender geeignete Nebeninformationen fiir jeden Rahmen, die im
Payload des nachfolgenden Paketes zusammen mit dem folgenden Signalrahmen
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Abbildung I.1: Erweitertes Gilbert-Elliot Modell: Zustandsmodell mit zwei Zustdnden:

G (gerige Verlustrate) und B (hdhere Verlustrate); Ubergangswahrscheinlichkeiten Pt(l})y

und iibergangsabhéngige Fehlerwahrscheinlichkeiten Pe(k)t(’;fp) (X,Y € {G,B}) in Abhén-

gigkeit von den Anpassungsfaktoren zum Basismodell fiir Ubertragungsinterval und Pa-
ketgrofie, k¢ und kp.

iibertragen werden. Im Falle eines Paketverlustes hilft diese Information dem Emp-
fanger dabei, die Codec-Parameter des verlorenen Rahmens zu schéatzen und ein
Ersatzsignal zu generieren. Fiir die effiziente Ubertragung der Nebeninformation
wird ein neues Konzept vorgestellt, das darauf basiert, die Nebeninformation mit-
tels steganographischer Methoden in den codierten Bits des nachfolgenden Rahmens
zu verstecken, und somit keine zusitzliche Datenrate erfordert.

Die wesentlichen Ergebnisse dieser Arbeit werden in den nachfolgenden Ab-
schnitten zusammenfassend erklart.

Erweitertes Gilbert-Elliott Kanalmodell fiir
heterogene Paketnetzwerke

Die optimale Wahl der Ubertragungsparameter fiir eine paketvermittelte Ubertra-
gung von Sprach- und Musiksignalen erfordert ein zuverldssiges Modell der Feh-
lercharakteristik des betrachteten Ubertragungskanals. Zu diesem Zweck werden
verschiedene Modelle fiir drahtlose Paketiibertragungskanile im Bezug auf ihre Eig-
nung untersucht. Verschiedene Kanalsimulationen und -messungen zeigen, dass fiir
drahtlose Ubertragungskaniile die resultierende Paketverlustrate fiir eine bestimmte
Anwendung von der Gréfe und dem Ubertragungsintervall der iibertragenen Pake-
te abhingt. Fiir groflere Pakete ist die Wahrscheinlichkeit hoher, Restbitfehler zu
enthalten und somit verworfen zu werden. Die Wahl einer kiirzeren Lange des iiber-
tragenen Signalrahmens je Paket fiihrt zwar zu kleineren Paketen und somit weni-
ger Verlusten, allerdings werden dann mehr Pakete pro Zeiteinheit iibertragen, was
aufgrund der benétigten Paket-Header in einer hoheren Datenrate resultiert. Diese
Abhéngigkeit zwischen der Verlustwahrscheinlichkeit und der Grofie und Frequenz
der iibertragenden Pakete muss daher beim Vergleich verschiedener FEC Methoden
im Rahmen der Optimierung beriicksichtigt werden. Dies erfordert ein geeignetes
Kanalmodell, das sich an die jeweiligen Paketgréfen und Ubertragungsintervalle
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anpassen lasst.

Die Untersuchungen in diesem Kapitel zeigen, dass sich das verallgemeinerte
Gilbert-Elliott Modell zwar grundsétzlich gut als Basismodell fiir Paketverluste auf
drahtlosen Ubertragungskanilen eignet, sich jedoch in seiner Standardform nicht
an verschiedene Paketgrofien anpassen lasst und daher eine Modifikation erfordert.
Zur Anpassung dieses Modells an verschiedene Paketgrofien werden neue Berech-
nungen angestellt, die schliefflich zu einem erweiterten Modell fithren, bei dem die
Verlustwahrscheinlichkeit vom jeweiligen Zustandsiibergang abhéngt (siehe Abbil-
dung I.1). Das resultierende, erweiterte Gilbert-Elliott Modell stellt im nachfolgen-
den Abschnitt der Arbeit die Basis fiir die analytischen Berechnungen der Feh-
lerkorrektureigenschaften von FEC Verfahren dar und sorgt fiir die erforderliche
Vergleichbarkeit der verschiedenen Techniken. Als Vorbedingung fiir die Adaptier-
barkeit des Modells ist lediglich erforderlich, dass das Basismodell eine ausreichend
hohe Auflésung besitzt, d.h., fiir kleine Paketgrofen und kurze Ubertragungsinter-
valle trainiert sein muss. Dies muss bei der Messung oder Simulation des Ubertra-
gungskanals beriicksichtigt werden.

Analyse von Verfahren zur Vorwartskorrektur auf
Anwendungsebene

In heterogenen Netzwerken haben Anwendungen normalerweise keinen direkten
Einfluss auf die in der physikalischen Ubertragungsschicht verwendeten Kanalco-
dierungsalgorithmen. Dies gilt insbesondere fiir heterogene Netzwerke mit verschie-
denen Ubertragungskanilen entlang des Ubertragungspfades, einschlieflich draht-
loser und mobiler Zugangstechnologien. In solchen Netzwerken spielt die Nutzung
von zusatzlichen Fehlerschutzmechanismen auf Anwendungsebene eine entscheiden-
de Rolle fiir die Kontrolle der Qualitit von Diensten der Sprach- und Musikiiber-
tragung.

In der vorliegenden Dissertation werden verschiedene FEC Techniken unter-
sucht, die in realen Systemen zu diesem Zweck zum Einsatz kommen: Reed-Solomon
(RS) Block-Codes, Exklusiv-Oder (XOR) Verkniipfung von Signalrahmen sowie
Rahmenwiederholung. Fiir jedes Verfahren werden neue analytische Berechnungen
zur Rate und Verteilung der verbleibenden Verluste an Signalrahmen nach Aus-
l6schungskorrektur durch das FEC Verfahren angestellt. Die resultierenden Wahr-
scheinlichkeitsfunktionen héangen von den Parametern des eingefiihrten Kanalmo-
dells ab (einschlieflich der Adaption an die entsprechende Paketgrofie und das re-
sultierende Ubertragungsintervall), sowie von der Rahmenlinge des Codecs, den
Parametern des FEC Verfahrens selber und der betrachteten Paketierungsstrate-
gie. Zwei unterschiedliche Paketierungsstrategien werden fiir die Ubertragung der
FEC Rahmen betrachtet: Ubertragung in separaten Paketen, also als unabhiingiger
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Paketstrom, oder gemeinsam mit einem folgenden Signalrahmen in einem nach-
folgenden Paket (sogenanntes piggybacking). Die theoretischen Betrachtungen der
Fehlerkorrektureigenschaften ermdoglichen einen fairen Vergleich verschiedener Feh-
lerschutzverfahren und bilden somit die Basis fiir eine optimale Systemparametrie-
rung.

Systemoptimierung fiir Sprach- und
Musikiibertragung in Paketnetzwerken

In diesem Abschnitt der Arbeit werden das erweiterte Kanalmodell und die analyti-
schen Berechnungen der Restfehlerwahrscheinlichkeiten fiir verschiedene FEC Tech-
niken auf praktische Anwendungs- und Ubertragungsszenarien angewandt: Musik-

Streaming iiber Wireless LAN und Sprachkommunikation iiber WLAN, UMTS und
heterogene Paketnetzwerke.

Multicast Musik-Streaming iiber Wireless LAN

Fiir das Multicast-Streaming von MP3 codierten Musiksignalen zeigt sich, dass die
Verwendung von FEC im Bezug auf die benétigte Ubertragungsrate als deutlich effi-
zienter anzusehen ist als ein erneutes Ubertragen verlorener Pakete (auRer wenn nur
eine kleine Zahl an Empfiangern betrachtet wird). Die optimale Wahl und Parame-
trierung des FEC Verfahrens selber hingt von der beobachteten Kanalqualitit ab.
Da die Signalverzdgerung fiir eine Streaming Anwendung nicht von entscheidender
Bedeutung ist (etwa 2 Sekunden kdnnen toleriert werden), orientiert sich die Opti-
mierung alleine an der empfangsseitigen Signalqualitidt, die von der resultierenden
Verlustrate bestimmt wird. Ein systematischer Reed-Solomon (RS) Blockcode mit
geeigneter Coderate und Blocklinge zeigt sich unter den untersuchten Verfahren
als am besten geeignet, eine geringe Rahmenverlustrate bei gleichzeitig guter Da-
tenrateneffizienz zu erzielen. Fiir den betrachteten WLAN Kanal ist z.B. ein (8,4)
RS-Code in der Lage, bei einem SNR von 20-25dB eine Restfehlerrate von nahezu
0% zu erreichen. Bei einem geringeren SNR von nur 15-20dB auf dem Kanal ist
hierfiir ein (8,2) RS-Code erforderlich. Die schwache Anforderung an die Verzoge-
rung kann durch die Wahl des RS-Codes mit relativ grofter Blocklinge und somit
auch Verzogerung zur Erzielung einer geringen Verlustrate und daraus resultierend
hohen Signalqualitdt genutzt werden.

Voice over IP iiber Wireless LAN

Sprachkommunikationsanwendungen wie Voice over IP (VoIP) verlangen eine deut-
lich geringere Ende-zu-Ende Verzogerung als Musik-Streaming, die 300 ms nicht
iiberschreiten sollte. Eine zu hohe Verzogerung wiirde die Interaktivitit zwischen
den Kommunikationspartnern behindern und hétte dadurch einen direkten negati-
ven Einfluss auf die empfundene Konversationsqualitit. Fiir eine VoIP Verbindung
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iiber WLAN erweist sich die im WLAN Standard spezifizierte automatische er-
neute Ubertragung von verlorenen Datenblécken in Ubertragungsschicht 2 als sehr
effizient fiir die Riickgewinnung verlorener Pakete. Da eine solche Neuiibertragung
die Signalverzogerung erhoht, sollten jedoch die Mechanismen zur Qualitatsstei-
gerung gemalkIEEE 802.11e Standard angewandt werden, die eine héhere Prioritat
der zu wiederholenden Pakete sicherstellen. Die optimale Anzahl der Ubertragungs-
versuche fiir ein einzelnes Paket zeigt sich als abhingig vom Kanal-SNR und der
iibertragenen Rahmenlinge je Paket bei Verwendung des PCM Sprachcodecs. Bei
einem SNR von 20dB auf dem betrachteten WLAN Kanal und einer Rahmenlinge
von 5ms je Paket ergibt sich eine Restfehlerrate von etwa 6%, wenn keine wieder-
holte Ubertragung erlaubt ist. Fiir gréfere Rahmenlingen von 20-30 ms steigt die
Verlustrate schnell auf 11-14%. Ein zweifacher Versuch einer Neuiibertragung nach
Paketverlust reduziert die Rahmenverlustrate zu nahezu 0% fiir alle betrachteten
Rahmenldngen von 5-30 ms. Die zuséitzliche Anwendung von FEC Techniken zum
Schutz gegen Paketverluste von Ende zu Ende ist nur dann erforderlich, wenn die
Pakete noch zusétzlich iiber ein Anschlussnetz mit einer betrichtlichen Paketver-
lustrate iibertragen werden. In der Arbeit wird gezeigt, dass fiir ein solches Sze-
nario der optimale Ansatz darin besteht, das FEC Verfahren auf die erwarteten
Paketverluste allein im Anschlussnetz zu entwerfen und gleichzeitig die schnellen
Neuiibertragungen im drahtlosen Zugangsnetz zu verwenden.

Voice over IP iiber UMTS Paketkanale

Die Ubertragung von VoIP Diensten iiber UMTS Paketkanile, die eine geringere
Ubertragungsrate als WLAN Kanile besitzen, erfordert die Nutzung eines Sprach-
codecs zur Datenkompression, z.B. den Adaptive Multi Rate (AMR) Codec. Eine
Komprimierung der Paket-Header mit geeigneten Standardverfahren (z.B. ROHC
nach IETF RFC 5795) ist hiufig zusétzlich erforderlich. Die Beschrinkung der
Ubertragungskapazitit lisst nicht viel Raum fiir eine zusitzliche Anwendung von
FEC Verfahren. Die Strategie, die daher fiir dieses Szenario als sinnvoll eingeschétzt
wird, besteht darin, die Rate des Sprachcodecs zu verringern und somit Platz zu
schaffen fiir einen zusétzlichen Fehlerschutz. Zu diesem Zweck wird der AMR Codec
verwendet, ein Multiratencodec mit 8 verschiedenen Codierraten von 4.75 kbit /s bis
12.2 kbit/s. Durch Wahl eines Modus mit geringerer Codierrate ist es moglich, zu-
satzliche FEC Rahmen im selben Paket zu iibertragen und dabei die Paketgrofie und
die erforderliche Ubertragungsrate konstant zu halten. In Abhiingigkeit von der Feh-
lercharakteristik auf dem Kanal kann somit ein optimaler Kompromiss zwischen der
Grundqualitit des Sprachsignals (bestimmt durch den verwendeten Codiermodus)
und der Fehlerrobustheit erreicht werden, die durch das verwendete FEC Verfahren
bestimmt wird. Es wird gezeigt, dass fiir eine bestmogliche Konversationsqualitit
die folgenden Kriterien gemeinsam betrachtet werden miissen, um die optimale Pa-
rametrierung fiir den betrachteten Kanal zu bestimmen:

e die Signalgrundqualitét,
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e die resultierende Verteilung an Rahmenverlusten und

e die Gesamtsignalverzdgerung, die entscheidend durch das FEC Verfahren mit-
bestimmt wird.

Der Einfluss dieser verschiedenen Kriterien auf die resultierende Qualitit wird mit
Hilfe des von der I'TU standardisierten E-Model [ITU-T Rec. G.107 2005] bestimmt.
Das E-Model ist ein Berechnungsmodell zur Vorhersage der empfunden Qualitét,
welches auf der prinzipiellen Annahme basiert, dass verschiedene Storfaktoren in
psychologische Faktoren transformiert und nachfolgend auf einer psychologischen
Skala addiert werden konnen.

Fiir den betrachteten UMTS Kanal ergibt die analytische Betrachtung, dass bei
einer Paketverlustrate von mehr als 2% die optimale Gesamtqualitit erzielt wird,
wenn der AMR Codec statt im 12.2 kbit/s im 6.7 kbit /s Modus betrieben wird und
in jedem Paket eine zusatzliche Kopie des codierten Rahmens tibertragen wird, der
zeitlich 3 Rahmenlangen zurtick liegt. Mit diesem Verfahren kénnen einzelne Paket-
verlustereignisse von bis zu 3 aufeinanderfolgenden Paketen ausgeglichen werden.
Bei einer geringeren Paketverlustrate als 2% wird hingegen kein FEC benétigt. Die
komplette Ubertragungsrate sollte stattdessen fiir den Sprachcodec aufgewendet
werden, der folglich im 12.2kbit/s Modus betrieben werden sollte. Die wenigen
Paketverluste konnen durch das entsprechende Standard Packet Loss Concealment
Verfahren fiir den AMR Codec am Empfanger geniigend gut verdeckt werden.

Der betrachtete UMTS Paketkanal ist von 3GPP explizit fiir paketbasierte
Sprachdienste spezifiziert worden und nutzt die Turbo Kanalcodierungstechnik.
Turbo Codes werden im Allgemeinen hauptsichlich fiir Dienste mit hohen Datenra-
ten eingesetzt, da ihre Leistungsfihigkeit von der Linge des verwendeten Interlea-
vers abhingt. Nichtsdestotrotz haben Studien gezeigt, dass Turbo Codes auch bei
Rahmenliangen von nicht weniger als 100 Bits noch immer einen moderaten Gewinn
gegeniiber Faltungscodierung erzielen konnen (siehe z.B. [Lee et al. 2000]). Der In-
terleaver fiir den Turbo Code im UMTS Standard verwiirfelt die Bits eines einzelnen
Ubertragungsblocks, ohne vorangegangene und nachfolgende Blécke einzubeziehen.
Der Interleaver verursacht daher keine zusatzliche Verzogerung, was die Nutzung
von Turbo Codes auch fiir die Voice over IP Ubertragung in UMTS ermdoglicht.

Voice over IP iiber heterogene Netzwerke mit variablen
Paketlaufzeiten

Eine weitere Einsatzmoglichkeit fiir FEC Verfahren zeigt sich bei der Betrachtung
des Szenarios einer Voice over IP Ubertragung iiber ein Paketnetzwerk mit betricht-
licher Varianz in der Paketiibertragungslaufzeit. Vorwéartsfehlerkorrekturverfahren
sind in der Lage, nicht nur gestorte und verlorene Rahmen wiederzugewinnen, son-
dern zudem auch einzelne Signalrahmen, die eine hohe Ubertragungsverzogerung
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erfahren haben und auf die der Empfanger nicht mehr warten kann. Diese Eigen-
schaft kann somit zur Reduzierung der Linge des Empfangspuffers genutzt werden,
wodurch die Ende-zu-Ende Verzogerung reduziert und in Folge die Konversations-
qualitat erhoht wird. Die optimale Parametrierung von FEC Verfahren und Lange
des Empfangspuffers muss gemeinsam bestimmt werden und wird in der Disserta-
tion beispielhaft an verschiedenen Kanalqualitaten gezeigt.

Packet Loss Concealment mit Nebeninformation

Der Einsatz von FEC Techniken unterliegt in realen Systemen gewissen Beschran-
kungen, die z.B. durch die tolerierbare Verzogerung einer Anwendung oder die ver-
fiighare Ubertragungsrate auf dem Kanal bestimmt werden. Das einsetzbare FEC
Verfahren ist daher zumeist nicht in der Lage, Rahmenverluste komplett ausschlie-
Ren zu konnen. Im Empfinger wird daher ein leistungsfiahiges Packet Loss Con-
cealment (PLC) Verfahren bendtigt, welches verlorene Signalrahmen schitzen und
somit den Verlust verdecken kann. Im zweiten Teil der vorgelegten Dissertation
werden zu diesem Zweck neue PLC Verfahren fiir CELP basierte Sprachcodecs ent-
wickelt, die sich insbesondere fiir Mobilfunkkanéile eignen.

In einem ersten neuen Ansatz (1) wird die Schiatzmethode fiir die Codec Parame-
ter eines verlorenen Rahmens an die Stimmhaftigkeit des betrachteten Sprachseg-
mentes angepasst. Hierzu wird zunédchst die Stimmhaftigkeit des vorangegangenen
und des nachfolgenden Rahmens am Empfinger anhand des Pitchverlaufs inner-
halb des Rahmens geschétzt. Nachfolgend wird fiir jeden einzelnen Parameter eine
fiir den entsprechenden Ubergang von stimmbhaft-stimmhaft, stimmhaft-stimmlos,
stimmlos-stimmhaft oder stimmlos-stimmlos geeignete Schatzmethode verwendet,
z.B. Extrapolation, Interpolation oder Wiederholung des Parameters. Es wird ge-
zeigt, dass dieses adaptive Verfahren eine deutliche Verbesserung zu Standardverfah-
ren bietet, welche zumeist das Signal extrapolieren und gleichzeitig die Amplitude
absenken, um mogliche Signalstorungen zu verschleiern.

Aufbauend auf diesem Ansatz wird ein weiteres Verfahren (2) entwickelt, das die
Auswahl eines geeigneten Schitzverfahrens fiir die einzelnen Parameter jedes Rah-
mens bereits im Sender bestimmt und als Nebeninformation zusammen mit dem
nachfolgenden Rahmen zum Empfanger iibertrigt. Im Vergleich zum vorherigen
Verfahren wird hier eine nochmals deutlich verbesserte Schiatzung erzielt, da aus ei-
ner Reihe von Verfahren das tatséchlich genaueste fiir den entsprechenden Rahmen
am Empfinger verwendet wird. Die Leistungsfiahigkeit der entwickelten Verfahren
wird im Vergleich zum Standard Verfahren des AMR Codecs in Tabelle 1.1 an-
hand der mit dem standardisierten PESQ Algorithmus [ITU-T Rec. P.862 2001]
berechneten objektiven Signalqualitdt verdeutlicht. Verglichen werden verschiedene
Szenarien mit unterschiedlichen Verlustraten und zufélliger Verteilung der Verlus-
te (Szenario A) bzw. kiinstlicher Einschrankung der Verlustposition auf bestimmte
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PESQ MOS-LQO fiir verschiedene Szenarien A-E

A: B: C: D: E:

Pp=9.8% | Pa=10% | Pa=32% | Pa=3.0% Py =8.6%
Packet Loss zufilliger | nur nur nur nur
Concealment Ubergang | stimmlos- | stimmlos- | stimmhaft- | stimmhaft-
Verfahren stimmlos | stimmhaft | stimmlos stimmhaft
Standard 2.52 3.04 2.96 3.44 2.61
Verfahren
Ansatz (1) - || 2.74 3.39 3.00 3.47 2.84
Stimmhaftigkeit
Ansatz  (2) - || 2.95 3.37 3.28 3.65 3.00
Nebeninformation

Tabelle I.1: Vergleich der Packet Loss Concealment Verfahren fiir den AMR Codec,
12.2 kbit /s Modus: Mittleres MOS-LQO fiir verschiedene Simulationsszenarien (Spalten),
d.h., verschiedene Verlustraten Py und kiinstliche Beschrankung auf bestimmte Ubergénge
der Stimmhaftigkeit. Der mittlere PESQ MOS-LQO Wert fiir fehlerfreie Ubertragung (d.h.
lediglich die Codecverzerrungen werden bewertet) betrégt fiir die verwendeten Sprachda-
teien 4.03.

Ubergiinge der Stimmbhaftigkeit im Signal (Szenarien B bis E). In Szenario B sind
z.B. ausschlieklich Rahmen an stimmlos-stimmlos Ubergingen im Signal verloren.
Es zeigt sich, dass Ansatz (1) insbesondere bei stimmlos-stimmlos sowie stimmhaft-
stimmhaft Ubergingen die Qualitiit verbessert (héherer PESQ MOS-LQO Wert).
Ansatz (2) steigert die Qualitéit bei stimmhaft-stimmhaft Ubergiingen noch weiter
und sorgt zudem auch fiir eine deutliche Verbesserung bei stimmbhaft-stimmlos und
stimmlos-stimmhaft Ubergéingen.

Zur Ubertragung der Nebeninformation in Ansatz (2) ist lediglich eine gerin-
ge zuséatzliche Datenrate von 400-1300 bit /s erforderlich, je nachdem in welchem
Umfang Nebeninformationen zur Korrektur des Schitzfehlers iibertragen werden
sollen. Dieser sendergestiitzte Ansatz kann daher als eine Zwischenlésung klassi-
fiziert werden zwischen datenratenintensiven senderbasierten Verfahren, zu denen
die im ersten Teil der Dissertation analysierten FEC Verfahren gehdren, und rein
empfangsbasierten Packet Loss Concealment Verfahren, die ohne zusitzliche Da-
tenrate auskommen. Die entwickelte Methode ist daher insbesondere fiir drahtlose
Ubertragungskanile mit beschrinkter Datenrate geeignet.

Abschliefend wird in der Arbeit ein spezieller Algorithmus zur Ubertragung
der Nebeninformation vorgestellt, der dafiir keine zusitzliche Datenrate erfordert.
Der Ansatz benutzt hierzu die steganographischen Methoden aus [Geiser and Vary
2008] fiir eine versteckte Ubertragung der Nebeninformation in den codierten Bits
des AMR Sprachcodecs. Es wird gezeigt, dass mit diesem Verfahren die Nebenin-
formation fiir das empfangsseitige Packet L.oss Concealment auch iiber herkommli-
che leitungsvermittelte Teile der Ubertragungskette, wie z.B. einen entsprechenden
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GSM oder UMTS Kanal, iibertragen werden kann. Diese kann dann vom Empfanger
extrahiert und genutzt werden, sofern er dies unterstiitzt. Unterstiitzt der Empfan-
ger dies nicht, bleibt die Nebeninformation verborgen und wird vom Empfanger
ignoriert. Zur Erzielung einer gewissen Robustheit gegeniiber moglichen Bitfehlern
in der Ubertragung wird eine geeignete Kanalcodierung auf die Bits der Nebenin-
formation angewandt, z.B. ein BCH-Code zum Fehlerschutz und ein zusatzlicher
CRC (cyclic redundancy check) zur Fehlererkennung. Die Parametrierung dieses
Fehlerschutzes hangt dabei von der verfiigbaren Datenrate innerhalb des versteck-
ten Bitstroms von 2kbit/s ab. Bei einer Datenrate fiir die Nebeninformation von
400-1300 bit /s stehen fiir den Fehlerschutz 700-1600 bit /s zur Verfiigung.

Die entwickelten Verfahren fiir ein verbessertes Packet Loss Concealment stel-
len somit eine geeignete Ergdnzung zu der im ersten Teil der Arbeit entwickelten
Methodik zur Bestimmung der am besten geeigneten FEC Verfahren und System-
parameter dar.
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