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Dislocations in fcc crystals are studied here in several length and time scale regimes starting from atomistic calculations up to continuum models. Temperature-dependence of the stacking fault free energy (SFFE) for Fe is calculated utilizing the thermodynamic integration and a reference free energy model for solids based on the quasi-harmonic approximation. The underlying molecular dynamics (MD) simulation is based on the bond order potential for Fe of [Müller et al. (2007)]. The SFFE of Fe at 0 K is calculated to be $-20 \text{ mJ/m}^2$, negative due to the fact that the fcc phase is unstable at this temperature. The SFFE increases with temperature and becomes positive at around 200 K. Depending on system size, an SFFE for Fe between 5.5 and 9.1 mJ/m$^2$ is obtained at 298 K, increasing to between 70 and 80 mJ/m$^2$ at 1000 K. Next, the interaction between dislocations and stacking faults at low temperatures is studied with the help of MD. Observed interaction types in Cu include annihilation, penetration, and growth. Of particular importance is the mixed screw-edge character of the partial dislocations involved and the fact that the screw part cross slips more easily than its edge counterpart. The interaction of curved dislocations with twinned crystal is also studied with MD. In two of the in-plane shear loading directions, jerky stress flow is observed. Upon closer investigation, the jerky behavior is related to the fast motion of twin boundary. Next, the Peierls-Nabarro (PN) and Volterra (V) dislocation models are employed for dislocation-mediated bulk twin nucleation and growth. The dynamic model is applied to the modeling of variable dislocation separation in the twin. In this context, dislocations are closest together at the twin tip and increase in separation away from the tip. The phase field model for dislocation is based on periodic microelasticity (Wang et al. 2001, Bulatov & Cai 2009, Wang & Li 2010) to model the strongly non-local elastic interaction of dislocation lines via their (residual) strain fields. The energy storage is modeled here with the help of the “interface” energy concept and model of Cahn & Hilliard (1958) (see also Allen & Cahn 1979, Wang & Li 2010). The current approach is applied to determine the phase field free energy for Al and Cu. The identified models are then applied to simulate dislocation dissociation, stacking fault formation, glide and dislocation reactions in these materials. Transport and pile-up of infinite discrete dislocation walls driven by non-local interaction and external loading is also studied. The underlying model for dislocation wall interaction is based on the non-singular PN model. The influence of strongly non-local (SNL; long-range) interaction, and its approximation as weakly non-local (WNL; short-range), are studied. The pile-up behavior predicted by the current SNL-based continuous wall distribution modeling is consistent with that predicted by discrete wall distribution modeling (e.g., Roy et al. 2008, de Geus et al. 2013). Both deviate substantially from the pile-up behavior predicted by WNL-based continuous wall distribution modeling (e.g., Dogge 2014, Chapter 2).
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A versatile dislocation modeling approach is necessary for investigating complex alloys such as twinning induced plasticity (TWIP) or transformation induced plasticity (TRIP) steels. These steels are particularity interesting for industrial applications such as automotive manufacturing due to their high deformability and strength. As it is shown in Figure 1.1 top, TWIP steels show high tensile strengths of about 1 GPa with high ductility at the same time. Their extraordinary deformability combined with high tensile strength makes them an excellent material for energy absorption applications. The source of such plastic behavior in TWIP steels is the formation of deformation twinning. The twins, as it is seen in HRTEM image in Figure 1.1 bottom-left, are the regions in the lattice with mirrored orientation with respect to the parent lattice. This change of the atomic orientation affects the dislocation motion and contributes to the hardening behavior of the material through interaction of the dislocations with stacking faults and secondary twins (Figure 1.1 bottom-right). Thus, investigating complex materials such as TWIP steels requires dislocation models capable of nucleation, glide, core transformation and stacking fault formation. The plastic flow in these steels are a combination of dislocation activity and twin growth. The phenomena contributing to the macroscopic strain-stress behavior shown in Figure 1.1 top panel are spanned across a wide range of length and time scales going down from continuum scales to atomistics. In addition, large-scale atomistic simulation of such alloys are usually impossible due to complexity of the chemical composition and the lack of empirical interatomic potential.
1.1 Dislocations in fcc Metals

Permanent deformation of metals has been a source of fascination and progress throughout human history. Starting from shaping a bronze spear head up to manufacturing the blades of a gas turbine, all are founded on forming metals, the stiff, durable and accessible materials, into the desired shape. In the last century, digging deeper into the plasticity of metals has revealed a great deal of details about the source of their formidability with layers of complexities going down from continuum scale to the atomic scale. The beginning of the twentieth century is the dawn of the dislocation theory. Particularly the three groundbreaking papers in 1934 (i.e. Orowan 1934, Polanyi 1934, Taylor 1934) marked the start of the theory. The transformation, motion and interaction of dislocations are often irreversible and carry permanent deformation. Thus, the dislocations are the building blocks of the plastic deformation. The dislocations interact with other defects such as voids and grain boundaries as well. In addition to yield and plastic flow, dislocations are also responsible for creep, fatigue and ductility properties of crystalline...
metals. A straightforward way to conceptualize the dislocations is through cut and move procedure as explained for example by Bulatov & Cai (2006). As it is shown in Figure 1.2 right, a dislocation is created when part of the lattice is cut and displaced while the other part is unchanged. When this dislocation glides and reaches the free surface, the lattice is permanently deformed, Figure 1.2 middle, while the structure is the same as the pristine lattice, Figure 1.2 left. This means the magnitude of the displacement (the Burgers vector $b$) is the same as the lattice spacing in the direction of the displacement. The dislocations are also represented as a jump in the displacement field with induces an stress field in the material. A dislocation’s motion is driven by the stress field of other dislocations as well as the external loading.

![Figure 1.2: Left: pristine simple cubic lattice. Middle: permanently deformed lattice with no trace of dislocation inside the material after full glide of the dislocation. Right: An edge dislocation inside the lattice marked with $\perp$. When this dislocation glides to the right and goes out of the lattice, the material is permanently deformed with the configuration shown in the middle panel. Figure from Bulatov & Cai (2006).](image)

A dislocation is characterized with its Burgers vector ($b$ in Figure 1.2) and the line direction (normal to the paper in Figure 1.2). In case where the Burgers vector is perpendicular to the line direction the dislocation is called edge dislocation (Figure 1.3 left) and when it is parallel to the line direction it is called screw dislocation (Figure 1.3 middle). In general, in a mixed dislocation (Figure 1.3 right), the Burgers vector could have any angle with respect to the line direction. In this case the projection of the Burgers vector into the line direction is called screw component and the projection normal to the line direction is called edge component of a mixed dislocation.

![Figure 1.3: Left: edge dislocation. Middle: screw dislocation. Right: a mixed dislocation. Figure from Bulatov & Cai (2006).](image)

A wide range of metals (for example Al, Cu, Ag, Au, Ni as well as austenite steels) have close packed crystal structure. In fcc crystals, close packed planes (i.e. \(111\) planes) are the most energetically favorable planes for the dislocations to nucleate and glide. The energetically favorable directions of the
Burgers vector is also determined by the crystallography of the fcc lattice. These are usually presented in form of the Thompson tetrahedron shown in Figure 1.4. The four close packed planes are rotated into a same plane in this figure for ease of visualization. In each of the glide planes, there are three perfect dislocations (with full Burgers vector) in form of $\{110\}$ and three partial dislocations in form of $\{112\}$.

Figure 1.4: Thompson tetrahedron for fcc crystals showing the favored Burgers vector directions

1.2 Stacking Faults and Twinning

In most of the fcc metals, a perfect dislocation dissociates into two partial dislocations due to the lower energy of the dissociated state. The partial dislocations have a shorter Burger vector and thus lower energy concentration compared to the perfect dislocations. This is considered as a dislocation core transformation in fcc metals with

$$AB \rightarrow A\delta + \delta B$$

for the Burger vectors shown in Figure 1.4. The elastic interaction force between the two partial dislocations is repulsive. However, their separation is finite since the dissociation also creates stacking fault (SF) in the fcc lattice structure which has an energy cost. The SF is bounded between the two partial dislocations and thus although an increase in the separation of the two partial dislocations reduces the interaction energy, it increases the stacking fault energy (SFE). The balance between the two forces determines the equilibrium SF width. The dissociation, in other words, is a process in which the line defects (dislocations) are sources for nucleation of surface defects (SFs). The surface faults also lead to volumetric changes in the material in terms of fcc to hcp transformation as well as twin formation.

In fcc crystals, close packed planes, i.e. $\{111\}$, are usually designated by three letters: "A", "B" and "C" to emphasize that in fcc three different stacking sequences of $\{111\}$ planes are available. The whole lattice is then represented as ..ABCABCABC... In the case of twinning, at the twin boundary the stacking sequence suddenly changes in a way that it is the mirrored sequence compared to the other side of the boundary, that is ..ABCABACBA.. with "B" representing the twin boundary. Since "B" has two "A" s in
its vicinity, it has the stacking sequence of an hcp lattice. Except this one layer of hcp (the twin boundary), the other parts of the lattice have fcc sequence. However, since the lattice structure is mirrored on the other side, its elasticity tensor as well as the dislocation glide planes, i.e. (111) planes, are different from the parent fcc phase.

As discussed in many works (e.g., Christian & Mahajan 1995), the formation of twinned regions in fcc metals is related to the partial dislocation nucleation and growth of lattice regions bounded by stacking faults in which atomic planes have been restacked by the passage of partial dislocations, resulting in lattice reorientation. Dislocation-based deformation mechanism in fcc systems such as glide and twinning are influenced by a number of factors which can be broadly categorized into material and environmental. In particular, on the environmental side, temperature and stress environments are important factors. Examples of the latter include boundaries such as crack tips and grain boundaries. Besides factors such as grain (system) size, loading conditions, temperature (e.g., Liu et al. 2014, Liang 2014), and/or complex microstructure, (e.g., Steinmetz et al. 2013), the twinning process is in general affected by dislocation interaction and by the energy required to form stacking faults (SF), i.e., the stacking fault energy (SFE). In particular, if the SFE is smaller than the energy needed to form trailing partials, SFs may grow and result in twin formation. This can happen even in materials having a relatively large SFE due to other factors, e.g., grain size. Indeed, despite its large SFE, Chen et al. (2003) observed twin formation in nanocrystalline aluminum due to the small grain size. As discussed by Li et al. (2011), bulk or “inherent” twinnability of fcc metals can be viewed as a competition between the nucleation of a twinning partial dislocation (i.e., leading partial plus stacking fault) and trailing partial dislocation nucleation. Expressed more precisely, the competition here is between (i) further stacking fault growth, and (ii) trailing partial nucleation. As such, the energy required to grow further stacking fault, i.e., the SFE is decisive here.

1.3 Dissertation structure

The dissertation is divided in two parts, the first part is mainly focused on the atomistic modeling of dislocation properties and processes while the second part includes continuum-based models. The main portion of the first part is based on molecular statics (MS) and molecular dynamics (MD) simulations. Thermodynamic integration (TI) as well as quasi-harmonic approximation (QHA) are also used in the atomistic part of the dissertation. These chapters provide the detailed insight at the atomic level to the dislocation processes.

In chapter 2, the temperature dependency of the SFE is investigated. This is in particular important for materials with highly temperature dependent properties like Fe. QHA is employed here to calculate the free energy at low temperatures. Afterwards, TI is used to integrate low temperature free energy up to higher temperatures. The method is verified with comparison between the calculated fcc-bcc free energy of Fe as a function of temperature and the data available literature. As it was expected for Fe, increasing the temperature, increases the stacking fault free energy (SFEE).

In chapter 3, MD is used to simulate dislocation interaction with SF. Any influence on the motion of dislocations directly effects the flow behavior of the material. Several different configurations are studied here. These include configurations with finite SF and infinite SF layers. The simulations are also performed both with strain controlled loading and stress controlled one. Two materials with relatively high (Al) and low (Cu) SFE are modeled in this chapter. For Al, not surprisingly, most of the interaction modes are annihilation of the SF layer due to high SFE. For Cu, however, depending of the loading
condition and the SF type, three modes of annihilation, growth and penetration of the dislocation-SF interaction are identified and studied in details.

Chapter 4 is dedicated to study the interaction of volumetric phases (in particular twinned lattice) with the dislocations under external loading using 3D MD simulations. The effect of these interactions on the stress-strain curve is documented and interpreted in details. Four configurations consisting of fcc Cu with and without the twinned region and with and without a void are considered and compared with each other. The voids are added to facilitate the dislocation nucleation in contrast to the homogeneous nucleation in the configurations without voids. For each of these configurations, all possible loading directions, three shear and three normal, are investigated. Shear loading of the twinned crystal shows jerky flow in stress curve. Closer look at the atomistic simulations shows that the jerky stress behavior is due to the fast twin boundary motion.

The second part of the dissertation is dedicated to the continuum-based models, however, the connection to the atomistic realm is kept alive. In most of the cases, the data for the continuum models are obtained from atomistic simulations. In most of the cases, the results of the continuum model are also compared directly with their atomistic counterparts. Up-scaling from atomistic to continuum model is necessary to study the collective behavior of the dislocations at larger length and longer time scales.

In chapter 5, a combination of the continuum dislocation theory and atomistic data for SFE is used to predict the twinning stress. The model used for the calculation consists of partial dislocations stacked on top of each other which is the same structure visible in MD. The continuum dislocation model here is based on Peierls-Nabarro (PN) model in which the lattice periodicity and the finite core size are taken into account. As a result, the PN model predicts finite stress level at the dislocation core. The model in compared with singular Volterra-based model with infinite stress at the core in terms of the dislocation separation and the critical twinning stress. As expected, the Volterra model predicts infinite nucleation stress while the PN model results in finite nucleation stresses comparable to the nucleation stresses calculated with atomistics.

Chapter 6 provides a phase field (PF) model for general dislocation configurations in fcc crystals. The model is fully based on the atomistic data with no free parameter or external data source necessary. The phase field model provides several advantages compared to full atomistic simulations, e.g. the time scale of the PF simulations are much longer than the MD calculations. In addition, in cases of complex materials for which no empirical potential is available for full molecular simulation, the phase field approach can be used for large-scale simulations with the help of density functional theory. In other words, the model itself does not rely on the availability of an empirical interatomic potential.

Finally, in chapter 7, dislocation wall pile-up is studied. Here, instead of focusing on individual dislocations as in the previous chapters, the collective behavior of dislocation distribution is modeled through the dislocation transport theory. Non-local interaction of dislocations are based on PN dislocation model. The strongly non-local (SNL) model is compared here with the gradient-based weakly non-local (WNL) model in the dislocation pile-up context. In the SNL model the long range interaction of dislocations are fully taken into account while the WNL is based on the fist order term in the Taylor expansion of the stress field. The results show substantial differences in pile-up behavior near the boundary between the two models.
Part I

Atomistic Dislocation Modeling
CHAPTER 2

STACKING FAULT FREE ENERGY

"You would make a ship sail against the winds and currents by lighting a bonfire under her decks? I have no time for such nonsense."
-Napoleon Bonaparte, 1800

2.1 Introduction

The microphysical and in particular dislocation mechanisms lying behind the thermomechanical deformation behavior of fcc metals are strongly influenced by the stacking fault energy (SFE). The SFE influences the stability of ideal dislocations, resulting in the predominance of dislocation glide and cross-slip in high SFE metals, and other mechanisms such as twinning in low SFE metals. Moreover, lower SFE affects the effective mobility of dislocations, impedes cross-slip and hinders cell structure formation, for example in austenitic steel. In medium to high SFE metals (e.g. Cu, Ni and Al), the microstructure evolves through the formation of dislocation cells. In contrast, in low SFE metals such as austenitic stainless steel, twinning and microbanding prevail.

Wei & Wei (2012) have shown that the interaction modes between the dislocations and planar faults are related to the SFE of the material. Furthermore, the deformation mechanism (i.e. dislocation glide plasticity or twinning induced plasticity) is determined by SFE. In a number of fcc materials such as copper or aluminum, as well as more complex materials such as high manganese steels exhibiting so-called twinning-induced plasticity (i.e., TWIP steels), the interaction between dislocations and other defects such as stacking faults (SFs) or twins plays an important role in their deformation behavior.

*This chapter is based on the work in Mianroodi & Svendsen (2016a)
Depending on the particular material, the process, and the environment conditions, this interaction can lead to twinning or detwining, determining the dominant deformation mechanism. In the case of TWIP materials, for example, dislocation-twin interaction may inhibit dislocation movement and result in significantly higher strength and hardening (e.g., Bouaziz et al. 2011).

The generalized stacking fault energy (GSFE) concept of Vitek (1968) has been employed in many studies at fixed and generally zero temperature to calculate the SFE for many different fcc materials. Given its strong temperature dependence and the relevance of the SFE for the stability of dislocation and deformation processes at finite temperature, it is useful to develop methods to extend these molecular statics (MS)-based zero temperature calculations of the SFE to finite temperature.

The purpose of the current work is to propose a computational approach to calculate the SFE as a function of temperature using the results of MD simulation and apply it to fcc metals. This temperature-dependent SFE is referred to in this work as the stacking fault free energy (SFFE), in contrast to SFE which is without temperature and entropy correction. To this end, MD simulation is combined with thermodynamic integration (TI) (e.g., Frenkel et al. 2002) and a reference free energy model based on the quasi-harmonic approximation (e.g., Tadmor & Miller 2011, §11.4).

To demonstrate the applicability of this approach, it is applied to the calculation of the SFFE of Fe in the range from 0 to 2000 K using the analytic bond order potential (ABOP) of Müller et al. (2007). This interatomic potential is one of the most successful potentials for temperature driven phase transitions in iron. It also gives relatively good properties for both fcc and bcc iron phases. The accuracy of the proposed approach is verified by reproducing the fcc-bcc free energy difference of Fe calculated by Müller et al. (2007). The MD calculations are performed using the LAMMPS package (Plimpton 1995). Simulation results are also visualized with the help of the OVITO package (Stukowski 2010).

### 2.2 Brief review of SFE calculation

For completeness, the conventional method to calculate the SFE at zero temperature (e.g., Vitek 1968, Boyer et al. 2004) is briefly summarized. In particular, this is based on the MS simulation box shown in Figure 2.1. This box is periodic in the \( x \) ([110]) and \( y \) ([112]) directions, and bounded by a free surface in the \( z \) ([111]) direction. The box dimensions are \( L_x = 10\sqrt{2} \ a_0 \), \( L_y = 6\sqrt{6} \ a_0 \), and \( L_z = 10\sqrt{3} \ a_0 \) in terms of the lattice constant \( a_0 \) (\( a_0 = 4.050 \ \text{Å} \) for Al, \( a_0 = 3.615 \ \text{Å} \) for Cu, \( a_0 = 3.611 \ \text{Å} \) for fcc Fe).

After relaxation and energy minimization, the MS simulation starts from ideal fcc lattice with orientations shown in Figure 2.1. During the simulation, the upper half of the model is displaced rigidly in \( y \) direction, resulting in a fault plane of area \( A_f \) and a change in internal energy per unit area of

\[
\gamma_{\text{SF}} = \frac{E_f/N_f - E_i/N_i}{A_f/N_f},
\]

(2.1)

where \( E_a \) represents the internal energy and \( N_a \) is the number of atoms in the ideal \( a = i \) and faulted \( a = f \) configurations. Atoms at the distance from the free surfaces in \( z \) direction smaller than cutoff radius of the potential are excluded from energy calculations to remove the surface effect. Since there is no box relaxation in \( z \) direction during rigid displacement, the calculated SFE is called unrelaxed SFE (Zimmerman et al. 2000). In contrast to this case, we have also considered the case where the simulation box is relaxed in \( z \) direction and the box is periodic in \( z \) with \( L_z = 12\sqrt{3} \ a_0 \). The SFE calculated in latter case is called relaxed SFE throughout this work. Periodicity in \( z \) direction results two SF layers, one...
between the two regions in the middle of the box and another one at the boundary between two periodic images. Thus, in the relaxed simulations, the energy calculations are done in the regions between \(z = \frac{3}{4}\) to \(z = \frac{3}{4}\) to include only one SF layer.

To briefly illustrate the procedure, consider for example the calculation of the SFE for Cu at zero temperature (e.g., Ezaz et al. 2011; Wei & Wei 2012) as based on the embedded atom potentials of Mishin et al. (2001). The results of this are shown in Figure 2.2. For the MD calculations involved, a time step of 2 fs has been used. To begin, a stepwise displacement of \(\sqrt{6}/6\) in the \(y\) direction forces the system over the unstable stacking fault energy barrier \(\gamma_{\text{USF}}\) in Figure 2.2 at \(b = \frac{1}{2}\), results in restacking (blue layers in Figure 2.2a) and the formation of an intrinsic SF (ISF) at \(b = 1\) with energy of \(\gamma_{\text{ISF}}\). A second rigid displacement of the upper half with respect to the lower half from \(b = 1\) to \(b = 2\) results the energy increase from \(a\) to \(b'\). Since this energy barrier \((ab')\) is relatively large, the system chooses another path \((ab)\). A second rigid displacement of the upper blue layer in Figure 2.2a from \(b = 1\) to \(b = 2\), then \(b'\) to \(b''\), leads to twin nucleation and growth. Note that the explained SFE calculation method is multi-layer, i.e. after each full displacement in direction of [112], the adjacent close packed layer is activated. Thus, the system will not go back to fcc. Instead, the two hcp layers will move apart from each other. If the displacement is always restricted to a single atomic layer (i.e. choosing energy path \(ab'\)), then after \(b'\) the system goes back to fcc and zero relative energy. However, since twinning and twin growth is focus of this work, we continue to work with the multi-layer SFE.
2.2 Atomic configuration (above) and $\gamma_{SF}$ from (2.1) as a function of rigid displacement in the $y ([11\bar{2}])$ direction in units of $b (\frac{1}{6}[11\bar{2}])$ (below) for Cu. See text for details. The determination of local atomic coordination as depicted in the atomic configurations above is based on common neighbor analysis (CNA): fcc (yellow), hcp (blue), unknown (i.e., free surface; white).

2.3 Computational approach for finite temperature free energy

Since we consider constant number-stress-temperature (NST) conditions, the Gibbs free energy $G$ is relevant. In what follows, we also work with the relation

$$G(T, P) = F(T, F) - V_0 \cdot F$$

(2.2)

between $G$ and the Helmholtz free energy $F$ in terms of the initial volume $V_0$, the first Piola-Kirchhoff stress $P$, and the deformation gradient $F$. As usual (e.g., Frenkel et al. 2002), thermodynamic integration (TI) is based on integration of the equilibrium thermodynamic relation $E = G - T \frac{\partial G}{\partial T}$ at zero stress, yielding

$$\frac{G(T, 0)}{T} = \frac{G(T_0, 0)}{T_0} - \int_{T_0}^{T} E(\theta) \frac{d\theta^2}{\theta^2} d\theta.$$ 

(2.3)

In this relation, the internal energy $E(T)$ is obtained from a series of MD simulations at temperature between $T_0$ and $T_1$ at zero stress. As a model for $G(T_0, 0)$, the quasi-harmonic approximation (QHA)

$$F_{\text{QH}}(T, \bar{r}) = F_{\text{kin}}(T) + F_{\text{pot}}(T, \bar{r})$$

(2.4)

to $F$ is employed (e.g., Tadmor & Miller 2011 §11.4). Here, $\bar{r}$ is the array of mean atomic positions modeled as minima of $F_{\text{QH}}(T, \bar{r})$, $F_{\text{kin}}(T)$ is the kinetic part of $F_{\text{QH}}$, and

$$F_{\text{pot}}(T, \bar{r}) = U(\bar{r}) + \frac{k_B T}{2} \ln \left( \prod_{n=1}^{n_{\text{at}}} \lambda_n(\bar{r}) \right)$$

(2.5)
its potential part ($k_B T \ll 1$) in terms of the interatomic potential $U$ and Boltzmann’s constant $k_B$. Further, $\lambda_r(\vec{r})$, $r = 1, \ldots, n_{\text{max}}$, represent the non-zero eigenvalues of the force-constant matrix $\partial \vec{r} \partial \vec{r} U(\vec{r})$. Although analytical expressions for the derivatives of potentials $U$ of the bond-order type being considered here for Fe have been worked out in the literature (e.g., Porter et al. [1997]), it is more convenient to employ algorithmic differentiation methods for this purpose. In this work, the ADOL-C package (Walther & Griewank [2012]) has been used.

As one can imagine, the accuracy of the results is highly dependent on the number of simulations used as well as the details of the integration procedure. In addition, the reference temperature $T_0$ should be as low as possible to insure the validity of the quasi-harmonic approximation. These issues are discussed in the sequel.

### 2.4 Application to free energy calculations for Fe

To test the current MD-based approach to finite-temperature free energy calculations just discussed, we begin by applying it to calculate the free energy difference between the bcc and fcc phases of Fe as a function of temperature at constant stress and compare the results with those of Müller et al. (2007). In contrast to the unrelaxed 0 K case, the simulation box employed for finite temperature calculations is periodic in all directions as shown in Figure 2.3. For SFFE calculations, two system sizes are considered, i.e., 3920 atoms ($L_x = 7\sqrt{2} a_0$, $L_y = 7\sqrt{6} a_0/2$, $L_z = 20\sqrt{3} a_0/3$) and 5888 atoms ($L_x = 8\sqrt{2} a_0$, $L_y = 8\sqrt{6} a_0/2$, $L_z = 23\sqrt{3} a_0/3$). In the case of the SFFE calculations, in order to avoid the interaction between SF layers in the periodic images, it is necessary to choose the box size large enough.

To begin, the energy of the starting configuration is minimized using conjugate gradient method. After that, the models are relaxed using NPT ensemble at zero stress and constant temperature. Unless otherwise is stated, throughout this work, the damping coefficients for the thermostat and barostat are set to
200 and 2000 times the time step size, respectively. These values provide a good relaxation time with small fluctuations. The use of (2.3) to calculate \( G(T_0, 0) \) is based on a series of MD simulations at zero stress and NT conditions which are performed at 10 K intervals up to the desired temperature \( T = T_1 \) to determine \( E(T) \). Each MD simulation is carried out for 15000 time steps of 2 fs. The value of \( E(T) \) for each MD simulation is obtained by averaging in the last 5000 steps. The array \( \bar{r} \) of average atomic positions is also calculated using the last 5000 steps at \( T_0 = 10 \) K. The lower \( T_0 \), the more accurate \( G(T_0, 0) = F_{\text{QH}}(T_0, \bar{r}) \) from (2.4) and (2.5). Using Nose-Hoover chain thermostat and barostat with chain number of 3 produces good statistics for the low temperature simulations. The calculated free energies for fcc and bcc phases of Fe using QHA alone and also QHA as reference for thermodynamic integration of (2.3) are shown in Figures 2.4 and 2.5, respectively.

As it is seen from Figures 2.4 and 2.5 the energy difference between QHA and QHA together with ther-
modynamic integration is relatively small. However, drawing the difference as function of temperature for two phases reveals the anharmonicity effect on the free energy as shown in Figures 2.6. The anharmonicity at largest is in order of 8 $\text{meV/atom}$. However, since the $\text{fcc}$-$\text{bcc}$ energy difference at 0 K is about 30 $\text{meV/atom}$, this small anharmonicity is important and as we will see, it changes the phase transition behavior of Fe resulting in two phase transition points one at 1030 K for $\text{bcc}$ to $\text{fcc}$ transition and another one at 2210 K for $\text{fcc}$ to $\text{bcc}$ transition.

To carry out the integration in (2.3), the MD data for $E(T)$ are fit to splines. Spline fit was necessary since the polynomial fit was not sufficiently accurate, especially for low starting temperatures like $T_0 = 10$ K. As to be expected, calculation of $G(T, 0)$ in this way is sensitive to the choice of $T_0$ and the fit of $E(T)$ to the MD data. This is shown in Figure 2.7 in the case of least-squares-based polynomial fitting and application to the calculation of the $\text{fcc}$-$\text{bcc}$ free energy difference for Fe. In most cases, the least-square
fit results in deviations between the data and the fitted curve $E(T)$; in particular, it does not fit all data points exactly. This in turn leads to errors in the integration. On the other hand, splines always fit the data points exactly, guaranteeing accurate integration results.

The free energy difference between the fcc and bcc phases of Fe calculated as a function of temperature using the QHA alone is compared with the spline-fit-based TI-QHA method just discussed in Figure 2.8. As apparent via the comparison with the results of Müller et al. (2007), the QHA is not accurate for temperatures above 100K. On the other hand, the QHA of the free energy at $T_0 = 10$ K combined with spline fitting of the MD data for $E(T)$ and TI results in very good agreement with the results of Müller et al. (2007). As such, this model for $G(T, 0)$ is employed for the SFFE calculations, to which we now turn.

2.5 Results for stacking fault free energy

To begin, consider the SFE for Al, Cu and Fe at 0 K. Mishin EA potential (Mishin et al. 2001, 1999) and ABOP of Müller et al. (2007) are used for Cu, Al and Fe, respectively. Values for the relaxed and unrelaxed SFEs for these are listed in Table 2.1. The relaxed and unrelaxed energy pathways for these materials are also displayed in Figures 2.9, 2.10 and 2.11.

As it is seen in Table 2.1, the calculated relaxed SFEs are in good agreement with previously reported values (e.g., Wei & Wei 2012). However, the unrelaxed SFEs are a bit different from the results of Wei & Wei (2012). The difference is more clear in the case of unstable SFEs ($\gamma_{USF}$ and $\gamma_{UTF}$). As shown by Zimmerman et al. (2000), in the most cases, unrelaxed calculation gives the same stable SFE and slightly higher unstable SFE in comparison to relaxed calculation.

In the case of Fe, the relaxation in $z$ direction changes the shape of the unstable SFE pathway as it is seen in Figure 2.11. Considering this figure, a new stable stacking fault region is clearly visible at $b = \frac{1}{2}$ with 27 $mJ/m^2$ depth of its energy well. However, since the value of SFE is relatively high at this point, for
### Table 2.1: relaxed and unrelaxed stacking fault energies of Al, Cu and $\text{fcc Fe}$ at 0 K (see Figure 2.2).

<table>
<thead>
<tr>
<th>Material</th>
<th>$\gamma_{\text{USF}}$ (mJ/m$^2$)</th>
<th>$\gamma_{\text{ISF}}$ (mJ/m$^2$)</th>
<th>$\gamma_{\text{UTF}}$ (mJ/m$^2$)</th>
<th>$\gamma_{\text{ESF}}$ (mJ/m$^2$)</th>
<th>$\gamma_{\text{TST}}$ (mJ/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al unrelaxed (this study)</td>
<td>188.6</td>
<td>155.5</td>
<td>239.1</td>
<td>156.3</td>
<td>157.1</td>
</tr>
<tr>
<td>Al relaxed (this study)</td>
<td>167.3</td>
<td>145.4</td>
<td>220.8</td>
<td>150.9</td>
<td>151.3</td>
</tr>
<tr>
<td>Al (Wei &amp; Wei 2012)</td>
<td>168.1</td>
<td>145.9</td>
<td>220.3</td>
<td>150.4</td>
<td>150.6</td>
</tr>
<tr>
<td>Cu unrelaxed (this study)</td>
<td>182.1</td>
<td>44.5</td>
<td>203.5</td>
<td>44.5</td>
<td>44.5</td>
</tr>
<tr>
<td>Cu relaxed (this study)</td>
<td>162.1</td>
<td>45.8</td>
<td>183.4</td>
<td>44.5</td>
<td>44.2</td>
</tr>
<tr>
<td>Cu (Wei &amp; Wei 2012)</td>
<td>162.0</td>
<td>44.3</td>
<td>183.3</td>
<td>44.4</td>
<td>44.4</td>
</tr>
<tr>
<td>$\text{fcc Fe}$ unrelaxed (this study)</td>
<td>244.6</td>
<td>-19.7</td>
<td>231.0</td>
<td>-19.7</td>
<td>-19.6</td>
</tr>
<tr>
<td>$\text{fcc Fe}$ relaxed (this study)</td>
<td>245.8</td>
<td>-19.5</td>
<td>232.0</td>
<td>-19.9</td>
<td>-20.7</td>
</tr>
</tbody>
</table>

Figure 2.9: $\gamma_{\text{SF}}$ from (2.1) as a function of rigid displacement in the $y$ ([112]) direction for Al with and without relaxation in $z$ direction at 0 K.

Figure 2.10: $\gamma_{\text{SF}}$ from (2.1) as a function of rigid displacement in the $y$ ([112]) direction for Cu with and without relaxation in $z$ direction at 0 K.
The fact that the stable SFE values ($\gamma_{ISF}$, $\gamma_{ESF}$ and $\gamma_{TSF}$) for fcc Fe at 0 K in Table 2.1 are negative is related to the instability of fcc iron at 0 K. In other words, based on the ABOP of Muller et al. (2007), the hcp form of pure Fe is more stable than fcc at 0 K. Negative values for SFE at 0 K are also obtained in DFT calculations for non-magnetic Fe (Kormann et al. 2012). Magnetic and other effects related to additional electronic contributions to the SFE of Fe are neglected in the current approach. It should also be noted that the small drops in the energy curves in Figure 2.11 at the location of the maximum energy is only restricted to Fe with ABOP. Since this is not seen in DFT calculations, it is most probably due to the potential itself. Such local minima are not seen for cases of Cu and Al with EA potential.

At finite temperature, the relation

$$\gamma_{SF} = \frac{G_f/N_f - G_i/N_i}{A_f/N_f}$$

(2.6)

for the SFFE replaces the internal-energy-based relation in (2.1). Figure 2.12 shows the SFFE of fcc iron as a function of temperature for two different considered sizes. As shown, the SFFE of Fe is negative at low temperature but increases with increasing temperature as the fcc phase becomes more and more stable. Depending on the system size, it becomes positive between 230 K (smaller system) and 200 K (larger system), respectively. At this point, the surrounding fcc lattice of Fe has become more stable than the SF layer. At room temperature (293 K), the SFFE has increased to between 5.5 (smaller system) and 9.1 ml/m² (larger system).

The fact that the SFFE of fcc Fe calculated by ABOP at room temperature is positive and it is in same order of magnitude as most of the austenitic and TWIP steels, makes this potential an excellent choice for dislocation and twinning dynamics simulations at high temperatures in fcc phase of iron.
2.6 Conclusion

Stacking fault energy (SFE) of Al, Cu and fcc Fe are calculated using conventional rigid displacement method. The values resulted for Cu and Al are close to the values reported in the literature. However, for Fe, the SFE is negative which indicates the instability of the fcc Fe phase at zero K. In order to calculate the SFE of iron at higher temperatures, where fcc phase is stable, it is necessary to calculate the stacking fault free energy (SFFE). To reach this goal, quasi-harmonic approximation (QHA) together with thermodynamic integration (TI) is employed. As expected, the results show that by increasing the temperature, the SFFE increases and at around 200 K the value of SFFE become positive. The value of SFFE at room temperature is 5.5 and 9.1 mJ/m² for two different system sizes studied in this work.
CHAPTER 3

STRAIGHT DISLOCATION-STACKING FAULT INTERACTION*

"Louis Pasteur’s theory of germs is ridiculous fiction.”
- Pierre Puchet, professor of physiology at Toulouse, 1872

3.1 Introduction

In a number of fcc materials such as copper or aluminum, as well as more complex materials such as high magnanese steels exhibiting so-called twinning-induced plasticity (i.e., TWIP steels), the interaction between dislocations and other defects such as stacking faults (SFs) or twins plays an important role in their deformation behavior. Depending on the particular material, the process, and the environment conditions, this interaction can lead to twinning or detwining, determining the dominant deformation mechanism. In the case of TWIP materials, for example, dislocation-twin interaction may inhibit dislocation movement and result in significantly higher strength and hardening (e.g., Bouaziz et al. 2011).

Among the methods used to gain insight into the nature of such interactions at the atomic scale, molecular dynamics (MD) is one of the most common. For example, Jin et al. (2006) studied the interaction between screw dislocations and coherent twin boundaries in Al, Cu and Ni. In their partially periodic approach, a perfect screw dislocation is created at the edge of the simulation supercell and driven toward the twin boundary via the imposition of a constant shear strain on the supercell, in the process dissociating into two partial dislocations and a SF. Jin et al. (2006) identified two scenarios for dislocation-twin boundary interaction depending on the material type (stacking fault energy) and the shear strain. In the case of Al,...

*This chapter is based on the work in Mianroodi & Svendsen (2016).
for example, regardless of the applied shear strain, the partials reach the twin boundary and are absorbed by it in the sense that they continue their motion along it in opposite directions. On the other hand, in the case of Cu and Ni, the partials penetrate the twin boundary and move into the twinned region of the material, i.e., above a certain critical level of imposed shear strain (1.0-1.1% for Cu and 0.4-0.5% for Ni). In another study, Jin et al. (2008) investigated the interaction between non-screw dislocations and a coherent twin boundary. In this study, the initial dislocation is a 60° mixed edge-screw type which is again driven toward the twin boundary by a constant shear strain.

More recently, Sangid et al. (2011) and Ezaz et al. (2011) investigated energy barriers for slip transmission at different boundaries in Ni and Cu including coherent twin boundaries. In their modeling, dislocations are nucleated from a small void in the simulation supercell and then driven toward the boundary via an imposed tensile load. Since their model is fully periodic, bulk stress state conditions are achieved in the simulation. On the other hand, dislocation nucleation at the void is not controllable; the loading process generates a complex tangle of dislocation loops all moving toward the twin layer. Hence, it is not possible to study individual or single dislocation-dislocation and dislocation-twin interactions independent of other influencing factors in this fashion (this was of course not the purpose of the authors in their study).

In another recent work, Wei & Wei (2012) investigated the interactions between screw dislocation and SF in different fcc metals using a partially periodic approach similar to that of Jin et al. (2006). As in this earlier work, only one dislocation is interacting with the SF. Depending again on the material and loading conditions, they observed three interaction types: annihilation, penetration, and growth, of the SF. For Al, dislocation-SF interaction always leads to SF annihilation, while for Au this always results in SF growth; for example, the transformation of an intrinsic stacking fault (ISF) to an extrinsic stacking fault (ESF), or an ESF into a twinning stacking fault. Whether or not this interaction results in annihilation or penetration of the SF in Ni, Cu and Ag depends on the magnitude of the imposed shear strain driving dislocation motion.

The models used by Jin et al. (2006) and Wei & Wei (2012) are periodic in one direction and bounded in the other two directions. In addition, (screw) dislocation motion is driven in these models by a constant imposed shear strain, resulting in a variable shear stress and driving force on the dislocation. The purpose of the current work is to develop and apply an alternative, fully periodic MD based modeling approach to dislocation motion and interactions. Being fully periodic, boundary influences of any kind on the stress state are eliminated, and true bulk conditions are achieved. Given such modeling, dislocation motion can be driven by a controlled stress, and all stress components can be controlled independently. This facilitates the investigation of dislocation interactions under complex loading cases as well as at finite temperatures with respect to a controllable driving force.

3.2 Modeling approaches

The purpose of this section is to introduce and explain the partially and fully periodic modeling approaches to dislocation-stacking fault interaction in detail. As an example of the former, in the first section we focus in particular on the work of Wei & Wei (2012) which is a partially periodic and strain-controlled simulation. In the next two sections, we describe alternative methods for fully periodic and stress controlled modeling of dislocation-SF interaction.
3.2.1 Partially periodic strain-controlled modeling

The supercell for this case is constructed as shown in Figure 3.1. It contains 144000 atoms and has dimensions \((L_x, L_y, L_z) = (3\sqrt{2}, 40\sqrt{3}, 50\sqrt{6}) a_0\), where \(a_0\) is the lattice constant \((3.615 \text{\AA}\) for Cu and \(4.050 \text{\AA}\) for Al). The SF (outlined in blue, Figure 3.1) is created via rigid displacement of the two halves of the supercell with respect to each other by an amount \(\sqrt{6} a_0/6\) parallel to the blue dashed arrows in Figure 3.1. Applying this amount of displacement creates ISF in the simulation box. The same cut and displace method is used to create ESF and twin layers in this work. After SF creation, supercell equilibrium is (re)established via static energy minimization and supercell relaxation in the \(x\) direction followed by dynamic relaxation in 5000 MD (time) steps assuming NVE conditions and velocity rescaling to 0.1K. The time step is 2 fs.

After insertion of the SF and the relaxation, the leading and trailing partials of the screw dislocation are created via displacement of the boundary region of the supercell shown in green on the left side in Figure 3.1. Considering the Thomson tetrahedra (e.g., Hirth & Lothe 1982, Figures 10-9, 10-10), \(\mathbf{A}\mathbf{B} = \frac{1}{2}[1\bar{1}0]\) and

\[
\frac{1}{2}[1\bar{1}0] = \frac{1}{6}[121] + \frac{1}{6}[211] \tag{3.1}
\]

where \(\mathbf{A}\delta\) and \(\delta\mathbf{B}\) are the leading and trailing partials, respectively. To create the leading partial, the lower part of the green region on the left side in Figure 3.1 is displaced parallel to the \((x, z)\) plane by an amount \(\frac{1}{4} a_0(\sqrt{2}/2, \sqrt{6}/6)\), and the upper part by the opposite amount, in 5000 MD steps. The trailing partial is created in an analogous fashion during a second 5000 MD steps and the displacement of \(\frac{1}{4} a_0(\sqrt{2}/2, -\sqrt{6}/6)\) for the lower part. The total displacement after creation of the leading and trailing partials is then \(\frac{1}{2} a_0 [1\bar{1}0]\), representing the Burgers vector of a perfect screw dislocation, \(\mathbf{A}\mathbf{B}\).
Finally, as shown in Figure 3.1, the shear strain $E_{xy}$ is applied to the whole model using ramp displacement of all atoms. One layer of atoms in the top and the bottom of the model is fixed in $x$ and $z$ directions to maintain this strain; on the other hand, they are free to move in $y$ direction. After applying this shear strain, the main simulation is carried out for 15,000 to 30,000 MD steps, depending on the level of shear strain. Velocity rescaling for temperature control is turned off during this phase since it could affect the interaction.

### 3.2.2 Fully periodic stress-controlled modeling with finite-length stacking fault

The supercell for this case is shown in Figure 3.2. The system size and lattice orientation are the same as in the pervious partially periodic case with the difference that now the box is periodic in all directions. Furthermore, the simulation box is non-orthogonal in order to compensate for internal stresses produced by dislocations (e.g., Bulatov & Cai 2006, Chapter 5) and also giving the possibility to control the shear stress components during the simulation through Parrinello-Rahman algorithm (Parrinello & Rahman 1981). In addition, since the supercell is now also periodic in the $y$ direction, application of the rigid displacement along the dashed lines shown in Figure 3.2 to create the SF results in some atomic overlap. This is eliminated via static energy minimization together with supercell relaxation in the all directions. After this step, two small regions of atoms at the two ends of the SF (shown in red in Figure 3.2) are fixed in the $x$ and $z$ directions in order to stabilize it. In fact, they act as a type of additional defect keeping the (metastable) SF extended beyond its equilibrium length. Indeed, if this is not done, the SF shortens during dynamic relaxation to its equilibrium length. In the previous partially periodic modeling, stabilization of the SF length in this sense is achieved by its attachment to the free surface. After stabilizing the SF in this fashion, dynamic relaxation is carried out for 5000 MD steps under NPT conditions using a Nose-Hoover chain thermostat and barostat. As before, the damping coefficients for the thermostat and barostat are set...
to 200 and 2000 times the time step size, respectively. In particular, all stress components (including the shear components) are set to zero. The resulting SF shown in cross-section in Figure 3.3 is fully periodic and stress-free. It should be noted that, although resulting model is periodic, the length of the SF is not infinite. Rather, a periodic array of SFs is obtained. As such, the dislocation interacts with an array of finite-length SFs.

Dislocation partials are created in the same way as discussed above; in the current case, however, this results in a dislocation dipole. To prevent the motion of both monopoles toward the SF upon loading, a barrier (red region to the right of the SF in Figure 3.2) is placed between the one monopole and the SF sufficiently far from the dislocation-SF interaction point to have negligible influence on the interaction. The barrier is a small region of atoms fixed in $x$ and $z$ directions (red region on the right side of the simulation box in Figure 3.3).

The last step involves shear loading of the cell. To this end, the shear strain corresponding to the desired shear stress is applied to the simulation supercell in one step. To obtain better starting values for the stress-controlled simulation, the value of this strain is estimated using the shear modulus and the desired constant shear stress. Given this initial condition, the MD simulation is run under NPT conditions with all stress components set to zero except $xy$ shear stress which is set to the desired value $T_{xy}^{\text{app}}$. Depending on the applied stress and the resulting dislocation velocity, the simulation time required for the interaction varies between 10,000 to 30,000 MD time steps.

As it is seen in Figure 3.3, the two ends of the SF are far away from the dislocation-SF interaction point (i.e., in the middle). However, the long range nature of the stress fields of the dislocations at the two ends of the SF layer could affect the interaction. Based on the system size, the amount of stress generated by

Figure 3.3: Fully periodic model configuration for dislocation-SF interaction modeling with finite SF layer size. Color-coded regions here include (i) fcc (yellow), (ii) stacking fault (blue), (iii) dislocation core (brown), (iv) fixed atoms (red), (v) dislocation nucleation (green). Local atomic coordination is determined via common neighbor analysis using OVITO visualization tool (Stukowski 2010).
these partials at the interaction point is in order of 200 MPa which is comparable to the lowest applied shear stress $T_{app}^{xy}$. In order to have a better characterization of interactions, it is useful to make the model as simple as possible and remove all the possible influencing effects. Thus, the next section describes a model in which the SF has an infinite length therefore there is no SF end effect on the interaction.

### 3.2.3 Fully periodic stress-controlled modeling with infinite stacking fault

In the modeling approach just discussed, the dislocation interacts with an infinite array of finite-length stacking faults. For comparison, it is interesting to compare this with the second approach in which the dislocation interacts a single infinite stacking fault. Figure 3.4 shows the supercell for this case. Compared to the finite-length array of SFs in Figure 3.2, here, the SF plane and dislocation glide plane have been replaced with each other, aligning the fault in $xz$ plane resulting an infinitely large SF.

Figure 3.4: Supercell for fully periodic dislocation-SF interaction modeling with infinite SF layer. See text for details.

The advantage of this model is that the SF is infinite and it is not bounded by two fixed partial dislocations at its two ends like the previous modeling case. This will remove any unwanted effect on interaction due to the stress field of the partials at the SF ends. However, since the dislocation glide direction is not aligned with the box axis, simple shear stress on dislocation $T_{app}^{xy}$ in $x'y'z'$ system should be rotated back to the box coordination system $xyz$ in order to have the same stress state on the dislocation as the previous modeling case. Box dimension in $x$ is same as previous while $(L_y, L_z) = (200\sqrt{3}/3, 30\sqrt{6}) a_0$. All the other simulation details are the same as the case with infinite array of finite-length stacking faults. Figure 3.5 shows the atomic structure of the discussed model with infinity large stacking fault.
3.3 Periodic continuum & MD modeling of dislocation displacement field

Using continuum theory (e.g., Bulatov & Cai 2006, Chapter 5), the displacement field $u_{x}^{per}$ around a screw dislocation dipole oriented in the $x$ direction in a periodic supercell can be written as a sum of the displacement field generated by one dipole in infinite medium $u_{x}^{\infty}$ and that generated by all its periodic images, i.e.,

$$u_{x}^{per}(r) = u_{x}^{\infty}(r) + \sum_{a=1}^{\infty} u_{x}^{\infty}(r - r_{a}), \quad (3.2)$$

where $r_{a}$ represents the location of the periodic images. Truncation of this sum to its first $N$ terms results in an error

$$u_{x}^{per}(r) = u_{x}^{\infty}(r) + \sum_{a=1}^{N} u_{x}^{\infty}(r - r_{a}) + u_{x}^{err}(r), \quad (3.3)$$

where $u_{x}^{err}$ is linear and can be determined by comparing $u_{x}$ at three corners of the supercell. Insertion of the dislocation results in a strain with components

$$E_{xy} = \frac{1}{\Omega} (b_{x} a_{y} + b_{y} a_{x}),$$
$$E_{xz} = \frac{1}{\Omega} (b_{x} a_{z} + b_{z} a_{x}),$$
$$E_{yz} = \frac{1}{\Omega} (b_{y} a_{z} + b_{z} a_{y}), \quad (3.4)$$

where $\Omega$ is the supercell volume, $b = (b_{x}, b_{y}, b_{z})$ is the Burgers vector, and $a = (a_{x}, a_{y}, a_{z})$ is the area vector between two dislocations. In the case of finite supercell (Figure 3.2), since the Burgers vector is in $x$ direction and the area vector is in $y$ direction, the only non-zero component of strain is $E_{xy}$.

As discussed by Bulatov & Cai (2006), in order to create a dislocation dipole in a periodic model, one can impose the displacement field (3.3) on the atoms. Since the current approach is based on NPT conditions with zero stress, the strain field it predicts should be comparable to (3.4). To show this, a
periodic supercell similar to the one shown in Figure 3.2 without the SF and the red fixed regions is considered. The dislocation dipole is created using the direct method described in Section 2.2 followed by the same relaxation procedure. At the end of the relaxation, the displacement field and also the shear strain generated by the dislocations are calculated and compared to the resulted ones from (3.3) and (3.4). The MD and continuum-based values of $E_{xy}$ are 0.90% and 0.89%, respectively, and so in good agreement. From the point of view of the strain field, then, at least, these results confirm the equivalence of the method used in this work and the continuum-based method (e.g., Bulatov & Cai 2006 Chapter 5).

3.4 Results and discussion

3.4.1 Comparison of strain-controlled and stress-controlled modeling

To compare the partially and fully periodic modeling approaches just discussed, dislocation-SF interaction simulations have been carried out with each for Cu and Al. All simulations are based on Mishin EA potentials (Mishin et al. 1999, 2001) and have been run using the LAMMPS package (Plimpton 1995). To begin, selected simulations from the work of Wei & Wei (2012) as based on partially periodic modeling and NVE conditions have been repeated. The corresponding results are compared in Table 3.1. Except for the different critical strain in Cu for the transition from annihilation to penetration, which can be explained by small differences in the realization of the initial conditions, the results are in good agreement. In particular, for Al regardless of the imposed shear strain, the interaction between the SF and the dislocation is always annihilation. Given the relatively large stacking fault energy (SFE) of Al, this is expected; any SF should be intrinsically unstable. On the other hand, for a material like Cu with a lower SFE, the picture is more complicated. Indeed, below a certain strain (stress) level, the SF is also annihilated; above this, however, penetration takes place.

Consider next the history of shear stress $T_{xy}$ acting on the partial dislocation for two different placements of the SF in the supercell shown in Figure 3.6. Because the stress on the dislocation is not controllable in the partially periodic context, it varies with time as shown. Since the interaction type depends on the magnitude of the driving stress, however, this results in an apparent dependence of interaction type on the initial separation of the dislocation and SF in the supercell. This is clearly shown by the two cases compared in Figure 3.6. The results in Table 3.1 and the stress history depicted by the blue solid curve in Figure 3.6 are for the case that the SF is positioned in the center of the supercell. If the SF is moved farther away from the dislocation starting point, however, the same applied shear strain $E_{xy}$ of 1.4% results in annihilation and the stress history depicted by the red dashed curve in Figure 3.6. The reason is clear;

<table>
<thead>
<tr>
<th>Shear Strain (%)</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>1.2</th>
<th>1.3</th>
<th>1.6</th>
<th>1.7</th>
<th>1.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu (Wei &amp; Wei 2012)</td>
<td>-</td>
<td>-</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Cu (this study)</td>
<td>-</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Al (Wei &amp; Wei 2012)</td>
<td>-</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>Al (this study)</td>
<td>-</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Partially periodic modeling results for the type of interaction (i.e., annihilation, penetration) of a screw dislocation with an intrinsic stacking fault under NVE conditions as a function of applied shear strain. A: annihilation mode of interaction, P: penetration mode of interaction See text for details.
Figure 3.6: Shear stress as a function of time acting on the partial dislocation predicted by partially-periodic modeling under NVE conditions for an imposed shear strain $E_{xy}^\text{app}$ of 1.4% and two different placements (center: blue solid curve; right: red dashed curve) of the SF in the supercell. The material here is Cu. See text for details.

Because $T_{xy}$ decreases with time and dislocation glide, the driving force is different in the two cases, resulting in different interactions. As shown in Figure 3.7, not only $T_{xy}$, but all other stress components, as well as the temperature, vary in these simulation. As such, these cannot be controlled or be varied independent of one another in the partially periodic case. This is in contrast to the current fully periodic modeling.

Figure 3.7: History of stress components and temperature in Cu predicted by partially periodic modeling of dislocation-SF interaction under NVE conditions for an imposed shear strain $E_{xy}^\text{app}$ of 1.3%. The type of interaction here is penetration (Table 3.1).
For the following discussion, the components

\[ f_x = 0 , \]
\[ f_y = T_{xz} b_x \xi_x + T_{zz} b_z \xi_z , \]
\[ f_z = -T_{xy} b_x \xi_x - T_{yz} b_z \xi_z , \tag{3.5} \]

of the Peach-Köhler force \( f = T^T b \times \xi \) (e.g., Hirth & Lothe 1982, Bulatov & Cai 2006, Chapter 10) for the dislocation configuration in Figure 3.2 are relevant (Peach & Koehler 1950). Here, \((b_x, 0, b_z)\) and \((\xi_x, 0, 0)\) represent the components of the Burger vector and line orientation, respectively, in the current case. Of these, \(f_z\) drives dislocation glide, and \(f_y\) is perpendicular to the glide plane (Figure 3.2). Consider for example the case of zero normal stresses and zero normal strains (and so no volume change). In this case, \(f_y = T_{xz} b_x \xi_x , f_z = -T_{xy} b_x \xi_x , (3.6)\) are then the non-trivial components of the Peach-Köhler force from (3.5). Note that these imply that \(f_y/f_z = -T_{xz}/T_{xy}\) depends only on the remaining shear stresses. With these choices, four of six bulk degrees of freedom have been fixed, and two remain to be controlled for bulk behavior. Again, each of these further choices will lead to different dislocation-SF interactions in general. Although investigating the interaction behavior under different stress states is an interesting topic, here we limit our study to the simplest case where the only non-zero force on the dislocation is the force on the glide direction \(f_z\). Thus, as mentioned before, in the stress controlled simulations, all the stress components are set to zero except \(T_{xy}\) resulting \(f_z (T_{xy}^t)\) for infinite SF model in Figure 3.4. In this case for example, one obtains the history of stress and temperature shown in Figure 3.8. Compared to Figure 3.7, this clearly explains the advantage of periodic modeling together with stress controlling in terms of having a simpler stress state. In the next section, the results of two different stress controlled periodic modelings, one with array of finite SF layers and one with infinite SF layer, are compared together.

![Figure 3.8](image-url)

Figure 3.8: History of stress components and temperature in Cu predicted by fully periodic modeling of dislocation-SF array interaction under NPT conditions for an imposed shear stress \(T_{xy}^{app}\) of 500 MPa at a temperature of 2 K. The type of interaction here is growth (Table 3.2). See text for details.
3.4.2 Comparison of finite SF and infinite SF modelings

Following the modeling description in sections 2.2 and 2.3, for a range of $T_{app}^{xy}$ values, one obtains the dislocation-ISF interaction result summarized in Table 3.2 for the case of finite and infinite SF layers.

<table>
<thead>
<tr>
<th>Material / Case</th>
<th>Shear stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>Cu / SF array</td>
<td>-</td>
</tr>
<tr>
<td>Cu / Inf. SF</td>
<td>-</td>
</tr>
<tr>
<td>Al / SF array</td>
<td>-</td>
</tr>
<tr>
<td>Al / Inf. SF</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.2: Fully periodic modeling results for the type of interaction between a screw dislocation and an intrinsic stacking fault under NPT conditions as a function of applied shear stress $T_{app}^{xy}$ ($T_{xy}'$ for infinite SF case). The temperature is fixed at 2 K using the Nose-Hoover thermostat. A: annihilation mode of interaction, P: penetration mode of interaction, G: growth mode of interaction.

In the case of Al, the interaction for all stress ranges is annihilation, same as the partially periodic modeling in Table 3.1. Although the stress state of the system is different, it seems that for Al, the large SFE (145.9 mJ/m$^2$ compared to 44.3 mJ/m$^2$ for Cu) leads to a highly unstable SF which will be annihilated in all cases regardless of the stress state of the system. The difference in the results of infinite array case and the single infinitely large SF shows that the stress field created by the partials at the two ends of SF in the case of finite SF layer indeed has an effect on the interactions. Again, since we want to investigate the simplest case, it is better to focus on the infinite SF case where the internal stress field is simpler than the case of finite SF layer. However, it should be noted that in real materials we always have finite SF layers possibly with the same edge effects here as the case of finite SF layer. However, to gain a better understanding of the underlying interaction mechanism, it is necessary to make the model as simple as possible. Thus, in the next section, the infinite SF model is used for investigating and interpreting the dislocation interaction with other types of SFs.

3.4.3 Dislocation-SF interaction in different SF types

Table 3.3 shows the results of dislocation-SF layer in Cu for different SF layer types using the periodic infinite SF modeling. As it is seen, expect the intrinsic case, the interaction mode is same for all other SF types.

<table>
<thead>
<tr>
<th>SF type</th>
<th>Shear Stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>ISF</td>
<td>-</td>
</tr>
<tr>
<td>ESF</td>
<td>-</td>
</tr>
<tr>
<td>3SF</td>
<td>-</td>
</tr>
<tr>
<td>4SF</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.3: Interaction modes between dislocation and different stacking faults as a function of shear stress $T_{xy}'$ on the dislocation. Other conditions are same as Table 3.2. ISF: intrinsic stacking fault, ESF: extrinsic stacking fault, 3SF: 3 layer stacking fault (twin), 4SF: 4 layer stacking fault (twin).
One common behavior in all the interactions is that the two partials always recombine together at the SF layer to form perfect dislocation and then the interaction will take place. In other words, the partial dislocations will not interact with the SF alone as it is seen in Figure 3.9.

Figure 3.9: Snap shots of annihilation mode of interaction shows recombination of partials at the stacking fault and cross-slip of the perfect dislocation followed by dissociation on new glide plane. Color coding is same as Figure 3.3.

Using crystal analysis tool (CAT) (Stukowski et al. 2012), it is possible to extract the burger vectors and dislocation line during the interaction. The output of such analysis is shown in Figure 3.10.

Considering these burger vector analysis, it is concluded that at first stage of interaction, partials recombine together at the SF layer and form a perfect screw dislocation. Then this perfect dislocation depending on the loading conditions, will either dissociates into two partials at the other side of the SF (penetration) or dissociates in the SF plane (annihilation or growth). The fact that the two partials always form a perfect before the interaction, even in the case of penetration, can be related to the geometrical mismatch between two sides of the SF layer. Due to this mismatch, dislocation needs to undergo one plane shift when it passes through the dislocation. The partials cannot jump to the other side alone since they have both edge and screw components and as we know, cross slip is hard to initiate in edge dislocations. Due to this, the leading partial will be blocked at the SF layer until the trailing one reaches and they form a perfect dislocation. At this point, since the screw dislocation could cross slip more easily, it can jump to the other side and do the one layer shift. If this happens, then the interaction mode is penetration and after the perfect dislocation made it to the other side of the SF, it will again dissociate to partials as they continue the glide. The dislocation reaction for this case is:

\[
A\delta + \delta B \xrightarrow{\text{combination at SF}} AB \xrightarrow{\text{dissociation at other side}} A\delta + \delta B, \quad (3.7)
\]

As we saw in the results, penetration is not always the case. The perfect screw dislocation formed at the SF layer, sometimes decides to change the glide plane to the SF habitat plane. In this case, it will
Figure 3.10: Three snapshots of dislocation configuration and Burgers vector during annihilation mode of interaction using CAT analysis tool and ParaView (Henderson 2007). Purple layer is SF, brown is dislocation line segment, blue and red vectors are partial dislocations Burgers vector and green vector is the Burger vector of perfect screw dislocation.

As it is seen in Figure 3.11, the only difference between annihilation and growth interaction modes is that the dissociation plane is different in these two cases. If the perfect dislocation dissociates in the exactly same atomic plane as the center of SF layer, then the interaction mode is annihilation. However, if it dissociates in the immediate adjacent plane to the center of SF layer, then the growing will take place. Although these atomic planes are adjacent to each other, due to SF layer, a huge stress concentration is available at these planes. This stress concentration is calculated and shown in Figures 3.12 and 3.13.

Whether the perfect dislocation dissociates in the center on SF layer or in the neighboring layer, depends...
on the external loading as well as the localized stress field of the SF itself resulting the annihilation or growth modes of interactions. Although a clear relation between these localized stress field from SF external loading and the perfect dislocation core’s decision at the SF to dissociate on different planes, leading to different interaction modes, is hard to maintain, it is logical to consider the stress field of SF as one of the influencing factors, especially since the one atomic plane offset between annihilation and growth modes of interactions as shown in Figures 3.11 is closely similar to the huge stress jumps around SF at one atomic layer adjacent to SF (Figure 3.12).
3.4.4 Effect of interaction on material behavior

It is possible to calculate the box deformation during the simulation as a function of time. Doing so for the cases with different interaction modes, it is possible to investigate directly the effect of dislocation-SF interaction on mechanical behavior of the material. For this purpose, strain evolution curves for three different interaction modes (penetration, annihilation and growth) are compared in Figure 3.14. These are calculated using the infinite SF layer model and the strain values are in the global $xyz$ coordination system. As it is seen from this figure, in the case of penetration, due to nearly uninterrupted dislocation glide, the stress evolution is same during the whole simulation time. However, when growth or annihilation takes place, we see a sudden change in the curve slope. This is due to dislocation redirection in SF layer. For example, at 15 ps, interaction in one case leads to growing of the SF layer and as it is seen in Figure 3.14 this prevents $E_{xz}$ to further develop as it does in the penetration mode. This could cause hardening in material.

![Figure 3.14: Evolution of three non-zero strain components during simulation time for different interaction modes compared together showing the strong effect of interaction on deformation](image)

3.5 Conclusion

The purpose of the current work is the development of a method for the modeling of dislocation processes based on 3d-periodicity capable of realizing arbitrary stress states and temperatures in a truly bulk fashion. A detailed comparison with an existing partially periodic approach in the context of the simulation of the dislocation-SF interaction demonstrates clearly the importance of this in the characterization and prediction of the corresponding interaction type. Indeed, as it is shown here, by being able to control the relevant physical quantity, i.e., the driving shear stress, independently in the simulation, interaction types can be more uniquely identified. Comparing two complete periodic models, one with finite length SF and other with infinitely large SF layer, it is concluded that the SF length effect is important and it is necessary to remove these effects by using the second model based on infinite SF. Using this infinite SF model under simple shear conditions, we have also studied the interaction modes for different SF layers including ISF, ESF, three layer and four layer twins. It is concluded that SF will not grow to ESF under
one shear component loading, while under two shear components it will. For ESF and other types of SF layers, after a certain critical stress, the growing mode of interaction is always favored for Cu.

Studying the interaction with more detail revealed that at first the two partials recombine together at SF layer to form a perfect dislocation. After this, the perfect dislocation either dissociates on the same gliding plane on the other side of the SF (penetration mode) or it will dissociate on SF habitat plane (annihilation or growth modes). The Burgers vector reactions of these interaction scenarios are confirmed by regenerating dislocation lines and Burgers vector using CAT tool. Although the dislocation reaction seems to be same for both growth and annihilation modes of interaction, the reaction happens at two different planes. For annihilation, dissociation happens at the center of SF layer, while in the growth case, it happens at one atomic layer above or below SF.

Using molecular statics, the stress field around SF is calculated to be very localized with values changing between -2 to +2 GPa in just few atomic layers. The fact that the perfect dislocation core would dissociate in the center of SF layer (annihilation) or one layer besides SF (growth) could be related to this huge stress jumps across the SF layer. At this point, more detailed analysis of the interaction requires the dislocation core analysis under these circumstances which is out of scope of this work.

Strain evolution of the simulation box during the interactions, shows clear influence of the interaction type on deformation behavior which in turns shows the importance of such studies for understanding hardening behavior of material. As expected, penetration mode of interaction has a little effect on dislocation motion and facilitates the deformation while growth or annihilation redirects the dislocation into SF plane, preventing the deformation to continue in same way as before.

Since fully periodic modeling facilitates complete control of the stress components, it is also possible to investigate multiple interactions and more complex dislocation SF configurations under controlled stress and temperature conditions. This represents work in progress to be reported on in the future.
CHAPTER 4

TWIN BOUNDARY MOTION AND JERKY FLOW*

"The Americans have need of the telephone, but we do not. We have plenty of messenger boys."
-Sir William Preece, Chief Engineer, British Post Office, 1878

4.1 Introduction

The existence of the twin boundaries believed to affect the dislocation motion and result in higher strain hardening. There are several molecular dynamic (MD) simulations describing such interactions of dislocations and twin boundaries. For example Jin et al. (2006) and Jin et al. (2008) studied interaction between screw and mixed dislocations with twin boundary in a number of fcc metals such as Al, Cu and Ni. They found that the dislocations either penetrate to the other side of the twin boundary or glide along the twin boundary depending on the details of the loading condition. Ezaz et al. (2011) calculated the energy barrier for slip transmission in dislocation-twin interaction in Cu using MD. Although most of these simulations are interesting and provide a lot of insight into the mechanisms of dislocation-twin interaction, they do not clearly show the effects of such interactions on the stress-strain behavior and the plasticity of the material.

Cheng & Ngan (2013) studied the stress-strain behavior of copper nano particles under collision. Based on their MD simulations, in the case of small particles and especially at higher loading rates, formation of twinning is the dominant plastic deformation mechanism while larger particles usually deform through dislocation glide. Sedlmayr et al. (2012) have investigated the twinning based deformation in Au nanowhiskers both with scanning electron microscopy and MD simulations. They have identified two

*This chapter is based on the work in Mianroodi, Azmi & Svendsen (2016)
types of twin formation in their samples, one with a large number small twins and other with one long twin, resulting two classes of stress-strain curves. The deformation mechanism based on a large number of twin formation results a continuous flow while in the case with one large twin, the stress flow is jerky with pronounced stress drops. According to [Hu et al. (2009)] migration of the twin boundary (causing twinning or detwinning) under shear loading depends on the angle of the shear direction relative to [110] on (111) planes.

In this work, using MD simulations, we characterize the effect of external loading on the twin behavior as well as the stress-strain curves. To do this, we examine the stress-strain curves of different fcc configurations under all possible single component loading conditions. We report that in the presence of twin, in special loading directions, significant work hardening will be achieved while there is almost no work hardening observed for other loading cases. The stress-strain curve will also becomes jerky under some of the loading cases. The two main goals of this work are explaining the fundamentals of the observed work hardening and the jerky flow caused by the twin.

4.2 Simulation procedure

In order to study the effect of twinning on stress-strain curve, four sets of simulation boxes are setup as shown in Figure 4.1 bottom. First set is an ideal fcc box without any defect (Figure 4.1 bottom, left) which provides the base stress-strain curve and used to single out the effect of twinning in comparison to the second set including a twinned region (Figure 4.1 bottom, middle-left). Any difference in the results between these two boxes should be related to the twinned region in the second configuration. Figure 4.1 top shows the same twinned configuration with the fcc atoms not removed where mirroring feature of twinning is clear. The third and fourth configurations are similar to the first two ones. However, a void of 3 atoms is added in these boxes to facilitate nucleation of dislocations. In the third box (Figure 4.1 bottom, middle-right) the nucleated dislocations from the void will freely glide in the fcc matrix and often interact with each other while in the fourth configuration (Figure 4.1 bottom, right) all the dislocations gliding on planes not parallel to the twin boundaries will eventually interact with twin region. The comparison between third and fourth configurations will give us a picture about the effect of interactions of dislocations with twin boundary on the stress-strain curve.

All the simulation boxes are triclinic providing the freedom of applying six independent strain loadings, three normal and three shear loading cases. The box dimensions are approximately 20.4 × 17.3 × 25.0 nm in x, y and z directions, respectively, containing about 748,800 atoms. Furthermore, x, y and z axis are parallel to [110], [112] and [111] crystallographic orientations, respectively. In addition, periodic boundary condition is imposed in all three directions. The embedded atom (EA) potential for Cu, developed by Mishin et al. (2001) with lattice constant of 3.615 Å, is used for atomic interactions. As it is shown by Ezaz et al. (2011) and Boyer et al. (2004) this interatomic potential produces stacking fault energy (SFE) values close to density functional theory (DFT) calculations, making it a natural choice for twinning and dislocation simulations. We use LAMMPS molecular dynamic package (Plimpton (1995)) for MD simulations and Ovito (Stukowski (2010)) for visualizations and post processing.

Energy minimization is performed with conjugate gradient method, then the simulation box is relaxed at zero stress state (zero stress in all components) and 2 K with NPT ensemble during 5000 MD steps with time step size of 2 fs. Damping coefficients for thermostat and barostat are set to 100 and 1000 times the time step size, respectively. After relaxation, the mechanical loading is applied with constant strain rate of \(5 \times 10^9 \text{s}^{-1}\) using box deform command for about 40,000 to 60,000 MD steps under NVT ensemble
and temperature of 2 K with the same time step size as before. The stress response of the system is read using LAMMPS thermodynamic information and used to analyze and study effect of twinning.

4.3 Results and discussion

In this section, stress-strain curves resulted from the simulations described previously are presented and discussed. We have divided the section into tensile and shear loading cases.

4.3.1 Tensile loading

Figure 4.2 shows the flow curves for first and second configurations (Figure 4.1 bottom, left and middle-left) under uniaxial tensile strain loading in $x = [1\bar{1}0]$, $y = [1\bar{1}2]$ and $z = [1\bar{1}1]$ directions. The rows...
correspond to three tensile loading cases while the columns represent the case without and with the twinned region. At the first glance, the general behavior of twinned fcc and pure fcc under tensile loading is very similar. As expected from the tensile behavior of defect-free perfect fcc crystals in low temperature, we obtain ultra high yield stress up to 20 GPa which are followed by an almost sharp stress relaxation. Since in these loading cases, the coherent twin boundary does not contribute to dislocation nucleation, the yield stress for perfect fcc and twinned crystal is almost the same (Figure 4.2, left column versus right one).

Figure 4.2: Resulted stress-strain curves for perfect fcc and twinned crystal under different tensile strain loading cases. The rows correspond to loading case, i.e. from top to bottom $E_{xx}$, $E_{yy}$ and $E_{zz}$, respectively. The left column is the results for perfect fcc (Figure 4.1 bottom, left) and the right column is for the twinned crystal (Figure 4.1 bottom, middle-left).

Considering Figure 4.2 top row, which corresponds to $E_{xx}$ loading in perfect fcc (left) and twinned crystal (right), the elastic part of the stress curve is very similar. The only visible difference in the elastic regime between the two is $T_{yz}$ stress component. As it is seen, in the case of perfect fcc $T_{yz}$ rises to about 2.5 GPa while in the twinned crystal it is about 1 GPa at highest point before yielding. This is due
to anisotropic elasticity in Cu and the fact that twinned region has different crystallographic orientation compared to parent fcc. Thus, the equivalent elasticity of the whole simulation box in the twinned case is different than the one of perfect fcc leading to different stress-state under same $E_{xx}$ strain loading. This is both visible from $T_{yz}$ and the ratios of $T_{xx}$ to $T_{yy}$ and $T_{zz}$ in two stress curves of Figure 4.2 top row. The plastic regime of these two stress curves seems to be almost isotropic with all normal stress components coinciding on each other and roughly at same stress level for perfect fcc and twinned crystal.

Now, focusing on Figure 4.2 middle row for $E_{yy}$ loading in perfect fcc (left) and twinned crystal (right), the elastic regime is similar to the previous case explained above, with different anisotropy but roughly same yield point. However, in the plastic regime, in the twinned crystal (right) three normal stress components are evolving at different levels compared to the plastic regime in perfect fcc (left). In fact, at the end of the simulation $T_{yy} \approx 3.5$ GPa while $T_{xx} \approx 2.0$ and $T_{zz} \approx 1.0$ GPa for the twinned crystal (right) while for perfect fcc (left) these stress component are all in range of $2 \pm 0.2$ GPa.

Results of the last tensile loading case, $E_{zz}$, are shown in Figure 4.2 bottom row. The general behavior is again the same as the two previous cases. However, in this loading case, the yielding point is at about 20 GPa which is much higher compared to the yield point of two other cases at 15 GPa. This implies that dislocation nucleation under this loading (normal to (111) plane) is much harder compared to two other loading directions. In this case, the normal stress components $T_{xx}$ and $T_{yy}$ are exactly the same during the evolution in contrast to slight deviations in the top and middle rows in Figure 4.2. As it is shown in the current case of tensile loading, the different loading directions did not cause any substantial differences in the stress-strain behavior except the relatively higher yield stress in $T_{zz}$ compared to two other loading cases (i.e Figure 4.2 bottom row versus two other rows). Even the presence of twined region or twin boundaries did not cause a significant difference with respect to its perfect fcc counterpart.

Figure 4.3 shows the stress-strain results for configurations with a void in the system (Figure 4.1 bottom, right and middle-right). Again, in these cases we see similar trend as we saw in the previous configurations (i.e. Figure 4.2). The same differences in stress state between fcc crystal and the twinned one due to different anisotropic elasticity is visible. Generally, stress curves in Figure 4.3 for the cases with the void have a smoother transition between elastic and plastic regimes in contrast to sharp stress drop in Figure 4.2 for the cases without the void. This is related to the dislocation nucleation from the void. Since it is much easier to nucleate dislocation from the void than homogeneous dislocation nucleation from perfect fcc lattice, thus, in the cases with the void, dislocations nucleate at much lower stresses, relaxing elastic energy in the simulation box. As the loading continues, the number of dislocations gradually increases and contributes to stress relaxation, resulting in the smooth stress curves seen in Figure 4.3. In contrast to this picture, for the cases without the void of Figure 4.2, no dislocation nucleates until stress levels homogeneously reach a critical level and any lattice site in the simulation box has a chance of dislocation nucleation. This leads to sudden nucleation of a large number of dislocations resulting a visible stress drop in the curves in Figure 4.2. The effect of the void is more pronounced in the $E_{zz}$ loading case (Figure 4.3 bottom row) where the ultimate stress is about 17.5 GPa for both perfect fcc and twinned crystals compared to 20 GPa for the same loading without the void. Except the mentioned subtleties in ultimate stress, the general trend for plastic regime in the simulations with the void is similar to ones without the void.

4.3.2 Shear loading

As we saw in the previous section, effect of twinning on the stress-strain curve for the cases of tensile loading is not pronounced. However, for the cases of shear strain loading, a quick glance at Figure 4.4
Figure 4.3: Resulted stress-strain curves for fcc and twinned crystals with a void under different tensile strain loading cases. The rows correspond to loading case, i.e. from top to bottom $E_{xx}$, $E_{yy}$, and $E_{zz}$, respectively. The left column is the results for fcc crystal with a void (Figure 4.1 bottom, middle-right) and the right column is for the twinned crystal with a void (Figure 4.1 bottom, right).

shows stark differences between stress curves of the perfect fcc and the ones for twinned crystal. These differences and the effect of twinning on the stress flow is discussed in this section.

Considering loading case of $E_{yz}$ (Figure 4.4, top row), the stress curve for the perfect fcc (left) has a clear elastic region followed by sudden yield and stress relaxation as before. Again, due to anisotropic
elasticity, several other stress components in addition to the main one $T_{yz}$ are also present. The plastic regime in this case almost behaves like ideal plasticity with zero hardening at stress levels of about $T_{yz} \approx 1$ GPa. However, considering the same loading case for twinned crystal (Figure 4.4, top row, right column), a distinctive jerky-like stress flow with positive hardening is visible. Upon close investigation of the atomic configuration of the system during this jerky flow, it is found that the migration of twin boundary is the cause of this behavior. In fact, each serration in the curve corresponds to one atomic layer movement of the twin boundary. The details of such process are discussed in the next subsection. The jerky part of the stress curve ends at about $E_{yz} = 0.35$ when two twin boundaries reach each other.
and, subsequently, the twin region completely vanishes (detwinning). This reduces the twinned crystal box to the perfect fcc case. Since the stress state at this point is not enough for dislocation activity in the perfect fcc simulation box undergoes a second elastic deformation until the stress level rises up to about $T_{yz} = 9.1$ GPa. Not surprisingly, this value is close to the yield point $T_{yz} = 8.8$ GPa for the perfect fcc in the Figure 4.4 top row left column.

The stress-strain results for $E_{yz}$ loading case are shown in Figure 4.4 middle row. The perfect fcc case (left) is the same as the previous loading case, i.e elastic regime followed by sudden yield and almost ideal plasticity with zero hardening. Of course in this loading case, $T_{xz}$ is the dominant stress component. The stress curve for twinned crystal (Figure 4.4 middle row, right), however, is completely different compared to the perfect fcc. The jerky stress flow as we explained for $E_{yz}$ is again obvious in this case, implying the twin boundary motion. However, in contrast to the jerky flow in the previous loading case, in this case, the jerky behavior does not lead to an average positive hardening. Instead, the stress level remains approximately constant from the beginning of the jerky part to the end of the simulation at $E_{xz} = 0.6$. Again, close investigation of the atomic structure during this oscillating jerky behavior shows that in this loading case, the twin boundary does not move in a certain direction. Instead, the twin boundary moves randomly upward and downward. In other words, there is no preference for twinning or detwinning in this loading case leading to oscillating twin boundary and roughly constant twin thickness during the loading. That is why the twin region will not vanish and there is no second elastic deformation as in $E_{yz}$ loading case. The details of twin boundary motion and oscillation are explained in the next subsection.

The last shear loading case of $E_{xy}$ does not trigger twin boundary movement, thus, there is no jerky stress flow in the Figure 4.4 bottom row. As it is seen from this part of figure, stress-strain curve for both perfect fcc and twinned crystal involves elastic regime, sudden yield and almost ideal plasticity with zero hardening.

Figure 4.5 shows similar shear loading cases as before, this time for the simulation boxes with a void inside. As it is deduced from this figure, the presence of the void does not change the general stress flow and the only visible difference is the smoother yielding region compared to stress curves of the simulations without the void (Figure 4.4). This was already observed and explained for the tensile loading cases in the previous subsection.

### 4.3.3 Details of twin boundary motion

Among all the loading cases studied in this work, $E_{yz}$ and $E_{xz}$ are the most interesting ones since twin boundary motion is triggered in these cases leading to profoundly different stress-strain curves involving jerky flow. In this subsection, looking more closely at these two cases, we try to understand the twin boundary motion and get insight into the jerky flow.

Snapshots of the simulation box with the twinned region under $E_{yz}$ and $E_{xz}$ are shown in Figures 4.6 and 4.7 respectively. As it was explained for the $E_{yz}$ in previous subsection, the jerky flow part of the stress-strain curve ends due to detwinning after all the twin region is transformed into the parent fcc lattice. This procedure is shown in Figure 4.4 where two twin boundaries are moving toward each other as the loading continues. As we explained before, this eventually leads to annihilation of the twinned region where the second elastic deformation region starts (Figure 4.4 top row, right column).

As it is shown in Figure 4.7 for $E_{xz}$ loading case, although the twin boundaries move during the deformation, this movement is more like an oscillation. As we saw in previous subsection, in this case the
motion of twin boundary still leads to jerk flow (Figure 4.4 middle row, right column). However, since the twinned region will not vanish in this case, theoretically, the plastic deformation could continue infinitely in our periodic simulation box.

Next, we look at the mechanism of twin boundary motion. Figure 4.8 shows a close up of the twin boundary in the middle of its movement. As it is seen from this figure, the twin boundary moves through the formation of partial dislocations on its plane and gliding of those partials along the boundary plane.

The jerky behavior observed in the stress-strain curves is due to the fast motion of the twin boundary.
Figure 4.6: Snap shots of simulation box showing detwinning of the middle region under \( E_{yz} \) external loading. The resulting stress-strain curve is shown in Figure 4.4, top row, right column.

Figure 4.7: Snap shots of simulation box showing twin boundary oscillations under \( E_{xz} \) external loading. The resulting stress-strain curve is shown in Figure 4.4, middle row, right column.

Figure 4.8: Partial dislocation at the twin boundary. The partial dislocation glide shifts the twin boundary one atomic layer.

This fast boundary motion is in turn due to the fact that partial dislocations on the twin boundary move considerably faster that those inside [111] lattice. In fact, as the partial dislocations zip along the twin boundary, the stress relaxation due to their glide is larger than stress rise from the external loading, thus, causing a visible stress relaxation in the curve (i.e. in Figure 4.4, top row, right column). After this, the
stress increases again due to external load without any dislocation or twin activity. No dislocation activity in the stress rise in each serration explains why most of them have same slope as the elastic region. The increase of stress continues until the next partial nucleation and subsequent twin boundary motion, resulting in the next stress relaxation.

Now, the next major question remains to discuss is the source of the positive hardening in jerky part of the stress curve for $E_{yz}$ loading case (Figure 4.4 top row, right column) in contrast to almost zero strain hardening in case of $E_{xz}$ (Figure 4.4 middle row, right column). To understand this, we need to look at the homogenous elasticity tensor (or equivalent elasticity tensor) of the whole simulation box with the twinned region. One relevant component of the elasticity tensor is $C_{2323}$ which relates $E_{yz}$ to $T_{yz}$. Then we see that as the thickness of twinned region decreases, $C_{2323}$ increases. This is clear for the special case where thickness of twin become zero (i.e perfect fcc case). In this case, $C_{2323}$ is the slope of the elastic region for $T_{yz}$ in Figure 4.4 top row, left column, which is about 55.7 GPa. The same parameter for the box with the twinned region (i.e slop of the stress curve for $T_{yz}$ in elastic region in Figure 4.4 top row, right column) is about 40.0 GPa. This is due to the fact that the twinned region have a rotated elasticity tensor compared to parent fcc with lower effective $C_{2323}$. Keeping this in mind, the strain hardening observed in Figure 4.4 top row, right column is due to the fact that every time twin boundaries move toward each other, the thickness of twinned region reduces by two atomic layers, thus, the effective $C_{2323}$ of the whole box increases and the stress level increases for the same level of strain. There is no strain hardening for $E_{xz}$ loading (Figure 4.4 middle row, right column) since as it is mentioned before, in this case twin boundary oscillates and on average the total volume of the twinned region does not change.

4.4 Conclusion

Different 3D simulation boxes with twinned layers are studied here under all possible strain-based loading conditions. As a reference, simulation boxes without twin are also considered here. Not surprisingly, the pristine fcc crystal has high yield stress followed by an almost sudden drop in stress and zero hardening plasticity afterward. Adding a void into the system reduces the yield stress and also smoothes the stress drop. The twinned crystals behave more or less similar to pristine fcc in the cases of normal strain loadings. However, under shear loading, they behave substantially different. Shear loading $E_{yz}$, where $y$ is the partial direction in twin plane and $z$ is normal to the twin plane, results in detwinning. Each detwin step creases a serration in stress-strain curve. In addition, reduction in twin volume in this case causes positive hardening. Careful observation of the twin boundary motion revealed that the boundary is translated though fast motion of dislocation at the twin boundary. The jerky flow and the positive hardening is continued in this case until the whole twin layer is transformed back into the parent fcc due to the detwinning. In contrast, the results of $E_{xz}$ loading does not show a net hardening during the simulation. The jerky flow of the stress curve is again due to fast motion of twin boundary. However, in this case, the motion is an oscillation type, thus the volume of the twinned crystal stays the same though out the simulation.
Part II

Continuum-Based Dislocation Modeling
CHAPTER 5

CRITICAL TWINNING STRESS*

"Heavier-than-air flying machines are impossible."

-Lord Kelvin, 1895

5.1 Introduction

As explained in the previous chapter, motion of the twin boundary is related to the partial dislocation activity at the boundary. In this chapter, continuum-based energy formulation for twins consisting of partial dislocations is presented. A simple energy model for twinning including contributions from dislocation interaction, SF, and external loading was formulated early on by Cooper (1965). More recently, Kibey et al. (2007) formulated an energy model for the critical twinning stress in single-element fcc systems based on Volterra (V) modeling of the dislocation interaction energy (Hirth & Lothe 1982, Chapter 5) and Peierls-Nabarro (PN) (Hirth & Lothe 1982, Chapter 8) modeling of the SF energy. Furthermore, Wang & Sehitoglu (2013, 2014b,a) applied a similar energy model to fcc shape memory and Ni based alloys with DFT based SFE calculation. The critical twinning stress is defined in these works as the stress required to sustain and further grow a twin nucleus. Given that the twin has already been nucleated, this stress is referred to as the critical stress for twin growth in this work. In general, this differs from the critical stress for twin nucleation.

A number of studies have looked into the nucleation of the partial dislocations in the context of twin formation. For example, Li et al. (2011) examined the roles played by the unstable SFE the (intrinsic) SFE and the unstable twinning fault energy, on the “twinnability” of fcc metals. The effects of dislocation interaction on this, however, are not accounted for in their work. In earlier work, Ogata et al. (2005)

*This chapter is based on the work in Mianroodi & Svendsen (2016c)
investigated the energy barriers to nucleation of twin partial dislocations at the boundary of thick twinned regions. Dislocation interaction, anisotropic elasticity, as well as the SFE, are included in their energy model. Hu et al. (2010) developed a phase-field model for stress-induced twinning and detwinning. In particular, their energy model is based on isotropic elastic energy, SFE-based ”crystalline” energy, and gradient energy related to the interface between unslipped and slipped regions. Using both atomistic and continuum modeling, Aubry et al. (2011) calculated the energy barriers to homogenous partial dislocation nucleation in Al. On the atomistic side, the nudge elastic band method and the Mishin et al. (2001) interatomic potential for Al were employed to this end. Their continuum model is based on self interaction of partial dislocation loops as well as on the SFE.

With the exception of atomistics and the phase-field work of Hu et al. (2010), all of these studies of twin development are based on the interaction of V dislocations. Likewise, with the exception of atomistics and Kibey et al. (2007), they assume isotropic elasticity. In addition, except for phase-field modeling, all studies are purely energetic-static and assume constant, uniform dislocation spacing; all dynamic or relaxation effects are ignored. One purpose of the current work is the formulation of a bulk twin and twinning model based on PN modeling of both the dislocation interaction and the SFE. In particular, the former is based on the work of Schoeck (1994, 1997, 2014) on PN dislocation interaction. PN and V-based energy models are compared in detail in the current work in the context of twin nucleation and growth. In addition, the modeling is extended to dynamics in the context of overdamped (relaxational) dislocation motion. Among other things, this facilitates the modeling of (more realistic) variable dislocation separation in the twin. For comparison, the model is applied to bulk nucleation and growth of twins in Al and Cu, characterized by relatively high (Al) and relative low (Cu) SFE.

This chapter begins in Section 5.2 with a summary of the bulk twin model. On this basis, the energy model for the twin is formulated in Section 5.3. As just discussed, this is based on the PN dislocation model, and for comparison, the V dislocation model. Given these models for energetics, the assumption of constant partial separation in the twin is examined in Section 5.4. The PN model is then applied to formulate critical stress models for twin nucleation and growth. Next, attention is turned to the extension of the model to kinetics and dynamics in Section 5.5 and the modeling of variable dislocation separation.

5.2 Twin model

5.2.1 Geometry

As discussed, the current model formulation is restricted to purely bulk behavior and glide alone (i.e., no climb: Kibey et al. 2007, Wang & Sehitoglu 2013, Schoeck 2014). To this end, as depicted in Figure 5.1, the bulk twin is modeled as an ensemble of $N$ straight parallel partial dislocation dipoles ”stacked” on successive (111) glide planes with unit normal $\hat{n}_y \equiv [11\bar{1}]/\sqrt{3}$. As usual, each partial $\alpha = 1, \ldots, 2N$ is characterized by a line orientation $l_\alpha$ and Burgers vector (BV) $b_\alpha$. In particular, in the current context,

$$l_\alpha = l, \quad b_\alpha = b \hat{i}_x, \quad \alpha = 1, \ldots, N,$$

$$l_\alpha = l, \quad b_\alpha = -b \hat{i}_x, \quad \alpha = N + 1, \ldots, 2N,$$

in terms of $\hat{i}_x \equiv [112]/\sqrt{6}$ and $b := a_0/\sqrt{6}$. Then $\hat{i}_z = \hat{i}_x \times \hat{i}_y \equiv [110]/\sqrt{2}$ holds. If $l = \hat{i}_z$, the the partials are all of edge character. For simplicity, this is assumed here.

Besides line orientation and BV, each partial $\alpha$ is characterized by a location $(x_\alpha, y_\alpha)$ in the $(x, y)$ plane. In particular, the twin structure in Figure 5.1 implies that $y_\alpha = y_{N+\alpha}$ for $\alpha = 1, \ldots, N$. Partials on
Figure 5.1: Above: results from an MD simulation (using LAMMPS and OVITO: Plimpton 1995, Stukowski 2010) of bulk twin formation in Cu showing the twinned region (yellow: fcc) surrounded by stacking fault surfaces (blue: hcp) separated by dislocation lines (brown: core). Below: idealized (bulk) twin consisting of $N$ straight parallel partial dislocation dipoles (point pairs: $(1, N + 1), \ldots, (N, 2N)$) and $2N - 1$ stacking faults (blue line segments: $(N + 1, N + 2), \ldots, (2N, N), \ldots, (2, 1)$). The glide plane of each partial is the $(x, z)$ plane with unit normal $i_y \equiv [111]/\sqrt{3}$ in the current fcc case.

adjacent (111) glide planes are separated in the $i_y$ direction by the glide plane spacing $d = d_{111} = a_0/\sqrt{3}$, where $a_0$ is the lattice constant. Then $y_\alpha = (\alpha - 1)d + d/2 = y_{N+\alpha}$ holds and is constant for $\alpha = 1, \ldots, N$. On the other hand, the $x$ coordinates $x := (x_1, \ldots, x_{2N})$ of the partials are variable in the current context.

5.2.2 Twin disregistry function

The classic PN model (e.g., Hirth & Lothe 1982, Chapter 8) is based on linear elasticity, isotropy, and a simple Frenkel sinusoidal spatial variation of lattice resistance to dislocation motion. In this case, the mechanical equilibrium problem can be solved analytically (Eshelby 1949) to obtain the corresponding (non-dimensional) disregistry field

$$\phi^{PN}(x) = \frac{1}{2} - \frac{1}{\pi} \tan^{-1} \frac{x}{c}$$

(e.g., Eshelby 1949) across the glide plane $y = 0$ due to a dislocation at $x = 0$ with core size (width) $c$. The corresponding V field $\phi^V(x)$ is recovered from (5.2) in the limit as $c$ approaches zero, i.e.,

$$\phi^V(x) = \lim_{c \to 0} \phi^{PN}(x) = \frac{1}{2} - \frac{1}{2} \text{sgn}(x) = h(-x),$$

where $\text{sgn}(x)$ is the signum (sign), and $h(x)$ the Heaviside step function. In the isotropic and fcc cases, for example, $c$ is proportional to the glide-plane spacing $d$ and so to the lattice constant $a_0$. As has been developed for example by Schoeck (e.g., Schoeck 1994, 2005, 2014), (5.2) can be employed as a "basis" function to construct disregistry fields for more general dislocation configurations (e.g., dipoles).
Relevant to the current work is the disregistry profile

$$\phi_{PN}^{twi}(x; x) = \sum_{\alpha=1}^{N} \phi_{PN}(x - x_\alpha) - \phi_{PN}(x + x_\alpha)$$

$$= \frac{1}{\pi} \sum_{\alpha=1}^{N} \tan^{-1} \frac{x + x_\alpha}{c} - \tan^{-1} \frac{x - x_\alpha}{c}$$

(5.4)

for the dipole-based twin model in Figure 5.1. This is shown in Figure 5.2 for the case $N = 3$.

Figure 5.2: PN-based twin disregistry $\phi_{PN}^{twi}(x; x)$ from (5.4) for $N = 3$. Left: core sizes $c/b = 5$ (red), $c/b = 0.5$ (green), $c/b = 0$ (blue). Right: uniform dislocation spacings $x_\alpha/b = 150$ (red) $x_\alpha/b = 100$ (green) $x_\alpha/b = 50$ (blue) for $c/b = 0.5$.

Analogous to, and following from, (5.3) is

$$\phi_{twi}^{V}(x; x) = \lim_{c \to 0} \phi_{PN}^{twi}(x; x) = \sum_{\alpha=1}^{N} \phi^{V}(x - x_\alpha) - \phi^{V}(x + x_\alpha)$$

$$= \frac{1}{2} \sum_{\alpha=1}^{N} \text{sgn}(x + x_\alpha) - \text{sgn}(x - x_\alpha)$$

(5.5)

for the twin disregistry profile in the $V$ model. As implied by (5.5), and shown in Figure 5.2 (left, blue curve), this is piecewise constant.

5.3 Energy model

The following model formulation is for arbitrary $N$. Consequently, the vertical twin thickness is not necessarily small compared to horizontal dimension of the system. In the case of the critical stress considered later, unless otherwise stated, the case $N = 3$ is relevant. This is usually regarded as the critical (thinnest) twin nucleus size (e.g., Christian & Mahajan 1995).
5.3.1 Total energy

The model for the total energy \( E_{\text{tot}} \) (i.e., per unit length of dislocation line) of the twin depicted in Figure 5.1 takes the form

\[
E_{\text{tot}}(x) = E_{\text{int}}(x) + E_{\text{sd}}(x) - E_{\text{ext}}(x) + E_0. \tag{5.6}
\]

In this relation, \( E_{\text{int}} \) is the contribution from dislocation interaction, \( E_{\text{sd}} \) is the SF contribution, and \( E_{\text{ext}}(x) = \tau (b/d) a(x) \) represents the “potential” energy of external loading due to the external \( xy \) shear stress \( \tau \). Here, \( b/d \) represents the twin shear strain, and

\[
a(x) = \sum_{\alpha=1}^{N-1} \alpha (x_{N+1+\alpha} - x_{N+\alpha} + x_\alpha - x_{\alpha+1}) d + N (x_N - x_{2N}) d
\]

is the area of the twin region in Figure 5.1. Lastly, \( E_0 \) represents all contributions to \( E_{\text{tot}} \) which are independent of \( x \), e.g., the self energy of individual dislocations or dislocation line energy (e.g. Wang & Sehitoglu 2013) in the twin. For comparison of the PN and V models, the value of \( E_0 \) is chosen in such a way that \( E_{\text{tot}} \) goes to zero as the separation between monopoles in a dipole does (i.e., zero total energy).

5.3.2 Interaction energy

Let \( E_{\alpha\beta} \) represent the interaction energy between \( \alpha \) and \( \beta \) for \( \alpha \neq \beta \). In particular, in the case of the V model, the classic result

\[
E_V^{\alpha\beta}(x) = b_\alpha \cdot H b_\beta \ln \frac{r_0^2}{r_{\alpha\beta}^2(x)} = H_{xx} b_\alpha b_\beta \ln \frac{r_0^2}{r_{\alpha\beta}^2(x)} \tag{5.9}
\]

(e.g., Hirth & Lothe 1982, Equation (13-187)) holds for the change in energy of two parallel straight V dislocations due to a change in separation from \( r_0 \) to

\[
r_{\alpha\beta}^2(x) = |r_{\alpha\beta}|^2 = (x_\alpha - x_\beta)^2 + (y_\alpha - y_\beta)^2. \tag{5.10}
\]

As indicated, in the current context (see Figure 5.1), \( y_\alpha \) is a function of \( d \) and constant for each dislocation. Here, \( H \) represents the symmetric Stroh tensor derived from the elastic stiffness (Stroh 1958). The second expression in (5.9) is based on the fact that, in the current [100] context, the component matrix of \( H \) with respect to \((i_x, i_y, i_z)\) (Figure 5.1) is diagonal. For the case of a dipole \( b_\beta = -b_\alpha \), (5.9) generalizes to

\[
E_{V\alpha\beta}(x) = 2 E_V^{\alpha\beta}(\theta_{\alpha\beta}) + b_\alpha \cdot H b_\alpha \ln \frac{r_{\alpha\beta}^2(x)}{r_c^2} \tag{5.11}
\]

(e.g., Clouet 2009) depending on the additional contribution \( E_V^{\alpha\beta}(\theta_{\alpha\beta}) \) due to core tractions at \( r = r_c \). As indicated, \( E_V^{\alpha\beta} \) depends only on the azimuthal angle \( \theta_{\alpha\beta} \) between \( \alpha \) and \( \beta \) in the \((x,y)\) plane, i.e., explicitly independent of \( r_{\alpha\beta} \). Again, for simplicity, any such self contributions which are independent of \( r_{\alpha\beta} \) are included in \( E_0 \).
Following the recent work of Schoeck (2014), consider next the PN-based model

\[
E_{\alpha\beta}^{PN}(x) = H_{xx} b_{\alpha x} b_{\beta x} \begin{cases} 
\ln \frac{r_0^2/4c^2}{1 + r_{\alpha\beta}^2(x)/4c^2} & b_\beta = b_\alpha \\
\ln \frac{1}{1 + r_{\alpha\beta}^2(x)/4c^2} & b_\beta = -b_\alpha 
\end{cases} 
\]

(5.12)

for \(E_{\alpha\beta}(x)\) with \(r_0 \gg c\). To derive this relation, Schoeck (2014) assumed that \(\alpha\) and \(\beta\) are on the same glide plane, i.e., \(y_\alpha = y_\beta\). In the current work, (5.12) is assumed to be (at least approximately) correct as well in the more general case that \(r_{\alpha\beta}^2\) is given by (5.10).

Given such relations for \(E_{\alpha\beta}\), summation over all distinct dislocation pairs in the twin in Figure 5.1 yields

\[
E_{\text{int}}(x) = \sum_{\alpha=1}^{2N-1} \sum_{\beta=\alpha+1}^{N} E_{\alpha\beta}(x) = \sum_{\alpha=1}^{N} \sum_{\beta=\alpha+1}^{N} E_{\alpha\beta}(x) + \sum_{\alpha=1}^{N} \sum_{\beta=N+1}^{2N} E_{\alpha\beta}(x) + \sum_{\alpha=N+1}^{2N-1} \sum_{\beta=\alpha+1}^{N} E_{\alpha\beta}(x). 
\]

(5.13)

In particular, this takes the form

\[
\frac{E_{\text{int}}^{PN}(x)}{H_{xx} b^2} = \left\{ \sum_{\alpha=1}^{N} \sum_{\beta=\alpha+1}^{N} + \sum_{\alpha=1}^{N} \sum_{\alpha=N+1}^{2N-1} \sum_{\beta=\alpha+1}^{N} \ln \frac{r_0^2}{r_{\alpha\beta}^2(x)} + \sum_{\alpha=1}^{N} \sum_{\beta=N+1}^{2N} \ln \frac{r_{\alpha\beta}^2(x)}{r_0^2} \right\} 
\]

(5.14)

in the V-based model via (5.1) and (5.9). Likewise,

\[
\frac{E_{\text{int}}^{PN}(x)}{H_{xx} b^2} = \left\{ \sum_{\alpha=1}^{N} \sum_{\beta=\alpha+1}^{N} + \sum_{\alpha=N+1}^{2N-1} \sum_{\beta=\alpha+1}^{N} \ln \frac{r_0^2/4c^2}{1 + r_{\alpha\beta}^2(x)/4c^2} + \sum_{\alpha=1}^{N} \sum_{\beta=N+1}^{2N} \ln \left(1 + \frac{r_{\alpha\beta}^2(x)}{4c^2}\right) \right\} 
\]

(5.15)

follows for the PN-based model via (5.1) and (5.12). As basically already evident in (5.12), note that the last (i.e., dipole) term in \(E_{\text{int}}^{PN}(x)\) is independent of the "system size" \(r_0\).

5.3.3 Stacking fault energy

Following previous works (e.g., Schoeck 1994, 2005, Kibey et al. 2007, Wang & Sehitoglu 2013, Schoeck 2014), the stacking fault energy (SFE) per unit length \(E_{sf}(x)\) can be modeled with the help of a disregistry field \(\phi\) along the energy pathway of interest. For the current twin model, this takes the form

\[
E_{sf}(x) = \int_{-\infty}^{+\infty} SFE \phi_{twi}(x; x) \, dx
\]

(5.16)

in terms of the (area) density \(SFE \phi_{twi}(\phi)\). As indicated, in the current twin context, this is parameterized by a corresponding disregistry function \(\phi = \phi_{twi}(x; x)\). For particular materials, data on \(SFE \phi_{twi}(\phi)\) is generally

* Again, (5.12) represents only the interaction part of Equation (6) from Schoeck 2014.
obtained with the help of either DFT or interatomic potentials. Most commonly, a (Fourier) representation of \( \gamma_{\text{SFE}}(\phi) \) in terms of sine and cosine functions is then fit to this data (e.g. Kibey et al. 2007, Wang & Sehitoglu 2013, 2014). In contrast, in the current work, a direct fit of \( \gamma_{\text{SFE}}(\phi) \) to data based on piecewise cubic spline functions is employed. Among other things, this results in improved accuracy of quantitative results.

As shown in Figure 5.3 for Al and Cu, \( \gamma_{\text{SFE}} \) is periodic for \( \phi > 2 \); consequently, \( \gamma_{\text{SFE}} \) is determined atomistically for \( \phi \in [0, 2] \). In this case, note that the unstable extrinsic \( \gamma_{\text{UEF}} \) is approximately equal to the unstable twinning \( \gamma_{\text{UTF}} \). Likewise, the extrinsic \( \gamma_{\text{ESF}} \) is then approximately equal to the twinning \( \gamma_{\text{TSF}} \) (see Table 5.1 below for Al and Cu).

With the help of the transformation

\[
p(\phi) = \begin{cases} 
\phi & (2 < \phi) \land ([2\phi] = 2k) \\
\phi - [\phi] + 1 & (2 < \phi) \land ([2\phi] = 2k + 1) \\
\phi - \phi + 2 & (\phi \leq 2)
\end{cases}
\]

values of \( \phi > 2 \) can then be accounted for in the model. Given (5.17),

\[
E_{\text{sd}}^{\text{PN}}(x) = \int_{-\infty}^{+\infty} \gamma_{\text{SFE}}(p(\phi_{\text{twi}}^{\text{PN}}(x; x))) \, dx
\]

then follows from (5.16) and the PN-dipole-based form \( \phi_{\text{twi}}^{\text{PN}}(x; x) \) from (5.4). Likewise,

\[
E_{\text{sd}}^{\text{PN}}(x) = \lim_{c \to 0} E_{\text{sd}}^{\text{PN}}(x) = \int_{-\infty}^{+\infty} \gamma_{\text{SFE}}(p(\phi_{\text{twi}}^{\text{PN}}(x; x))) \, dx
\]

holds in the V-based model formulation in terms of the corresponding twin disregistry function \( \phi_{\text{twi}}^{\text{V}}(x; x) \) from (5.5). In fact, since \( \phi_{\text{twi}}^{\text{V}}(x; x) \) is piecewise constant in \( x \), (5.19) reduces to

\[
E_{\text{d}}^{\text{V}}(x) = \gamma_{\text{TSF}}(x_1 - x_2) + \gamma_{\text{TSF}}(x_{N+2} - x_{N+1}) + \gamma_{\text{TSF}}(x_2 - x_{N+2})
\]

Figure 5.3: SFE curves for Al (red) and Cu (blue) calculated from interatomic potentials. See text for details.
consisting of products of stable stacking fault energies and corresponding segment lengths. Here, $\gamma_{ISF}$ represents the intrinsic SFE. The result (5.20) is consistent for example with the model of Cooper (1965) generalized to the current context.

In contrast to the analytical result (5.20) for $E_{sf}^{V}(x)$, the integral relation (5.18) for $E_{PN}^{sf}(x)$ must be evaluated numerically for computational purposes. To this end, consider its approximation / discretization as the Riemann sum

$$E_{PN}^{sf}(x) \approx \sum_{i=-n}^{+n} \gamma_{SFE}(p^{PN}(i\Delta x; x)) \Delta x \quad (5.21)$$

for “large” $n$. The most accurate approximation in this sense would be obtained when the numerical resolution is atomic, i.e., $\Delta x = b$. Indeed, in this case, the sum in (5.21) would actually correspond to the atomic positions and the number of atoms. In the actual cases examined below, the difference between the discrete form (5.21) with atomic resolution and the integral form (5.18) of $E_{PN}^{sf}(x)$ is very small in the static case. On the other hand, in the dynamic case, these differ substantially. To be more precise, we are comparing (i) the discrete sum in (5.21) with $\Delta x = b$, representing the energy sum over actual atomic positions, and (ii) the same sum with $\Delta x = b/10$, corresponding to an approximate of the continuum integral (5.18). Since the SFE is physically atomic in nature, the discrete relation (5.21) with atomic resolution is physically “exact”, and the PN-based continuum relation (5.18) is a (very good) mathematical approximation (e.g., in the sense of model-order reduction) to (5.21).

### 5.4 Comparisons for uniform dislocation separation

For the purpose of comparing the above PN- and V-based energy models, material data are calculated with the help of interatomic potentials of Mishin et al. (1999) and Mishin et al. (2001) for Al and Cu, respectively. These interatomic potentials are used in a number of studies related to dislocations (e.g. Tucker et al. 2012, Wei & Wei 2012, Aubry et al. 2011) and have been shown to provide SFE data in agreement with DFT results Zimmerman et al. (2000). The results are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Basic</th>
<th>Al</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$ [Å]</td>
<td>4.05</td>
<td>3.62</td>
</tr>
<tr>
<td>$d$ [Å]</td>
<td>2.34</td>
<td>2.09</td>
</tr>
<tr>
<td>$b$ [Å]</td>
<td>1.65</td>
<td>1.48</td>
</tr>
<tr>
<td>$c$ [Å]</td>
<td>1.76</td>
<td>1.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Elastic</th>
<th>Al</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$ [GPa]</td>
<td>113.8</td>
<td>169.9</td>
</tr>
<tr>
<td>$C_{12}$ [GPa]</td>
<td>61.5</td>
<td>122.6</td>
</tr>
<tr>
<td>$C_{44}$ [GPa]</td>
<td>31.6</td>
<td>76.2</td>
</tr>
<tr>
<td>$H_{xx}$ [GPa]</td>
<td>2.29</td>
<td>3.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_{USTF}$</th>
<th>$\gamma_{USF}$</th>
<th>$\gamma_{UEF}$</th>
<th>$\gamma_{UE}$</th>
<th>$\gamma_{UT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>167.0</td>
<td>145.2</td>
<td>220.3</td>
<td>150.4</td>
<td>221.4</td>
</tr>
<tr>
<td>Cu</td>
<td>162.0</td>
<td>44.3</td>
<td>183.7</td>
<td>44.5</td>
<td>183.5</td>
</tr>
</tbody>
</table>

Table 5.1: Interatomic-potential-based material data for Al and Cu and derived quantities. The latter include $c$ calculated from $d$ and $\nu_{eff} = (C_{11} + 4C_{12} - 2C_{44})/(4C_{11} + 6C_{12} - 2C_{44})$ via the Frenkel-based isotropic relation $d/2(1 - \nu_{eff})$ (Hirth & Lothe 1982, Chapter 8). As well, $H_{xx}$ is calculated from $C_{11}, C_{12}, C_{44}$ via the approach of Eshelby et al. (1953) and Forman (1955) as described in detail in Hirth & Lothe (1982, §§13-3, 13-4, 13-6). All SFE data are in mJ/m$^2$. $\gamma_{USTF}$ represents the unstable SFE.

To begin, assume for simplicity that the horizontal separation between adjacent partials is uniform (e.g., Kibey et al. 2007, Wang & Schiotto 2013) and equal to $s b$. Then $x_n(s) = (N - \alpha + 1) s b$, $\alpha =$
1, \ldots, N, holds, and all functions of $x$ becomes functions of $s$ via composition. For example, $\phi_{PN}(x; s)$ and $\gamma_{SFE}(p(\phi_{PN}(x; s)))$ for Cu as shown in Figure 5.4.

![Figure 5.4](image.png)

Figure 5.4: $\phi_{PN}(x; s)$ (red curve) from (5.4) and $\gamma_{SFE}(x; s) := \gamma_{SFE}(p(\phi_{PN}(x; s)))$ (blue curve) from (5.18) for Cu assuming $s = 100$. Value for $c$ from Table 5.1.

As shown, part of the SFE is in the dislocation cores (spikes). Since $c$ remains constant as $s$ increases, this contribution to $E_{PN}^{sf}$ remains constant. Consequently, as $s$, and so the stacking fault area, increases, the shape and magnitude of the spikes remains constant, and further energy is stored only in the stacking faults. This is the reason that, as shown in Figure 5.5, the difference $E_{PN}^{sf}(s) - E_{V}^{sf}(s)$ is basically constant after $s > 10$.

![Figure 5.5](image.png)

Figure 5.5: Comparison of $E_{V}^{sf}(s)$ (red curve) from (5.20) and $E_{PN}^{sf}(s)$ (blue curve, green asterisks) from (5.21) for Cu. Blue curve: $\Delta x = b/10$. Green asterisks: $\Delta x = b$. Clearly, $E_{PN}^{sf}(s)$ is independent of $\Delta x$ for $\Delta x \leq b$. 59
Indeed, since it includes energy storage in the cores (energy spikes), $E_{PN}^{sf}(s) > E_{V}^{sf}(s)$. Beyond $s > 10$, the increase in $E_{PN}^{sf}(s)$ is due to growth of SFs and so similar to $E_{V}^{sf}(s)$ from (5.20). As shown in Figure 5.5 in the static case, $E_{PN}^{sf}(s)$ is insensitive to discretization.

Consider next the results for $E_{tot}(s)$ from (5.6) for the two dislocation models shown in Figure 5.6. As shown, $E_{ext}(s)$ and $E_{V}^{V}(s)$ increase linearly, and $E_{PN}^{V}(s)$ nearly so, with $s$. On the other hand, as expected from the functional forms (5.14) and (5.15), $E_{int}(s)$ for both models increases logarithmically with $s$. The corresponding total energy $E_{tot}(s)$ reaches a maximum value at $s = s_{max}$ (blue crosses in Figure 5.6), representing the critical twin size $s_{cri} := s_{max}$ at the corresponding load ($\tau = 400$ MPa in Figure 5.6). Any twin nucleus larger than this is stable and will grow since this results in a reduction of the total energy. On the other hand, all twin nuclei below this size are energetically unfavorable and will vanish.

Figure 5.7 displays the dependence of $\tau_{cri}$ on the initial twin size $s$ predicted by the V- and PN-based models.

![Graph](image-url)  
Figure 5.7: Comparison of $\tau_{V}^{cri}(s)$ (red) and $\tau_{PN}^{cri}(s)$ (blue) for Cu with $N = 3$. 

60
As evident, $\tau_{\text{cri}}(s)$ becomes basically independent of $s$ for increasing $s$ and converges to

$$\tau_{\text{gro}} = \lim_{s \to \infty} \tau_{\text{cri}}(s) = \frac{\gamma_{\text{SFE}}}{3b},$$

representing the critical stress for twin growth. Since dislocation interaction becomes vanishingly small as $s \to \infty$, only the SFE and external loading contribute to the energy maximum and so to $\tau_{\text{gro}}$. Consequently, any finite-size twins subject to loads less that $\tau_{\text{gro}}$ will shrink and vanish. The factor of 3 in the denominator is due to the assumption $N = 3$; in general, it should be replaced by $N$.

Necessary and sufficient for the formation of twin nuclei themselves is the corresponding critical stress

$$\tau_{\text{nuc}} = \lim_{s \to 0} \tau_{\text{cri}}(s).$$

In particular, the first step in twin nucleation is the nucleation of the first partial dipole. Corresponding critical stress calculations for the case of $N = 1$ are shown in Figure 5.8.

![Figure 5.8: Comparison of $\tau_{\text{Vcri}}(s)$ (red) and $\tau_{\text{PNcri}}(s)$ (blue) for Cu with $N = 1$, i.e. one partial dislocation dipole.](image)

These results show that, as $s$ decreases toward zero, $\tau_{\text{cri}}(s)$ increases almost proportional to $1/s$. This is due to the fact that the attractive force between dipoles increases as they get closer. As a result, the stress required to separate them and enlarge the twin increases. Consequently, $\tau_{\text{nuc}} = \infty$. On the other hand, as shown in Figure 5.8, $\tau_{\text{PNcri}}$ is finite. As such, this is effectively the critical stress for partial dislocation nucleation. As to be expected, calculated nucleation stresses for the twin case ($N = 3$) are much larger than for the partial dislocation case ($N = 1$). Consequently, twin formation will be gradual, and the next partial dipole will nucleate only after the first one has nucleated and moved away from the nucleation site.

Results for $\tau_{\text{gro}}$ and $\tau_{\text{nuc}}$ for Al and Cu are listed in Table 5.2. Since the homogeneous dislocation nucleation takes place at large applied stress, lattice deformation is also involved. Before nucleation, external loading drives the disregistry state up the first SFE-based energy barrier from $\phi = 0$ to $\phi_0$. To account for this, $\phi$ is set to the constant value $\phi_0$ in unslipped parts of the domain. For example, in Figure 5.4 instead of $\phi = 0$ in regions of $300 < x/b$ and $x/b < -300$, $\phi = \phi_0$ is assumed in those regions. $\phi_0$ is determined by solving the nonlinear equation $\partial_{\phi} \gamma_{\text{SFE}}|_{\phi=\phi_0} = b\tau$ for each choice of $\tau$. This procedure is equivalent to Model II in Aubry et al. (2011). Note also that $\phi_0$ is comparable to $b\tau/\mu$ from Rice (1992).
Table 5.2: Comparison of critical stress results for Al and Cu. These are compared with the ideal nucleation stress $\tau_{\text{id}}^{\text{nuc}} = b^{-1} \max \partial_\phi \gamma_{\text{SFE}}$ from [Aubry et al. 2011].

As explained above, the direct SFE fit to atomic data employed in this work is much more accurate than works based on piecewise periodic sine-cosine functions (e.g. Kibey et al. 2007, Wang & Sehitoglu 2013, 2014). Accurate SFE data especially in the region $0 < \phi < 1$ is crucial for accurate nucleation stress calculation since the derivative of SFE in this region is used to determine $\phi_0$ as explained above.

Since $\tau_{\text{nuc}}$ from (5.23) represents the homogeneous nucleation and formation of partial dislocations in defect-free bulk material, the large values for Al and Cu shown in Table 5.2 are to be expected (see also e.g. Aubry et al. 2011). In the more realistic case of pre-existing dislocations or twins, of course, $\tau_{\text{gro}}$ becomes relevant.

### 5.5 Dynamic modeling

#### 5.5.1 Model relations

As discussed in the introduction, a more realistic twin model should include the possibility of variable separation between the partials. Due to interactions, for example, it is known that the partials are closer to each other around the twin tip (e.g., Christian & Mahajan 1995). For simplicity, consider to this end the relaxational "overdamped" equation of motion

$$\dot{x}_\alpha = m f_\alpha \quad (5.24)$$

for each partial $\alpha$ in terms of the mobility $m$ (assumed the same for all dislocations) and the corresponding driving force

$$f_\alpha = -\partial_{x_\alpha} E_{\text{tot}} = -\partial_{x_\alpha} E_{\text{int}} - \partial_{x_\alpha} E_{\text{sf}} + \partial_{x_\alpha} E_{\text{ext}} = f_{\text{int}\alpha} + f_{\text{sf}\alpha} - f_{\text{ext}\alpha} \quad (5.25)$$

via (5.6). As an example of these forces, consider the results for $f_{\text{int}\alpha}(s)$ and $f_{\text{PN}\alpha}(s)$ for one dislocation dipole ($N = 1$) with separation $s$ shown in Figure 5.9.

As shown and expected, $f_{\text{int}\alpha}(s)$ diverges as $s \to 0$, whereas $f_{\text{PN}\alpha}(s)$ has a finite maximum attractive force of $f_{\text{max}}^{\text{PN}} = H_{xx} b^2 / 4\pi c$. Assuming for example $c = d/2(1 - \nu)$, the maximum attractive force between two monopoles is $f_{\text{max}}^{\text{PN}} = H_{xx} b^2 (1 - \nu) / 2\pi d$. Also shown in Figure 5.9 is $f_{\text{sys}}(s) \approx f_{\text{int}}(s)$ for $s > 5$. 

<table>
<thead>
<tr>
<th></th>
<th>Units</th>
<th>Al</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{gro}}$</td>
<td>MPa</td>
<td>303</td>
<td>100</td>
</tr>
<tr>
<td>$\tau_{\text{PN}}^{\text{nuc}}$</td>
<td>GPa</td>
<td>2.6</td>
<td>3.6</td>
</tr>
<tr>
<td>$\tau_{\text{id}}^{\text{nuc}}$</td>
<td>GPa</td>
<td>2.3</td>
<td>3.2</td>
</tr>
</tbody>
</table>
Given the above dynamic model, consider now the behaviour of twin nucleus under loading. Assume that all adjacent partials have the same initial separation of $s = 100$. This unstable initial configuration is then allowed to relax via dislocation motion modeled by (5.24)–(5.25), in which case a dislocation distribution with variable separation $s$ along the twin. For simplicity, the system size is kept constant at $r_0 = 10^4b$ in all cases.

To begin, assume $N = 30$ and $\tau = 800$ MPa. Figure 5.10 (left) displays results for the velocity of two dislocations in the twin as a function of time. As shown, $V$- and $PN$-based results are very close to each other, mainly due to large dislocation separations. In both cases, the system evolves toward nearly steady state with almost constant velocities. Because of the dependence of the interaction forces on the position,
the system never achieves full or ideal steady-state. On "long" timescales, however, the change in the velocity become very small. Figure 5.10 displays results for dislocation separation along the twin at the end of the simulation ($t^* = 2.4 \times 10^4$). As expected, the dislocations at the twin tip are much closer together. V- and PN-based results are again in agreement with each other.

5.5.3 Effects of loading and twin thickness

Lastly, consider the dependence of dynamic dislocation separation on external loading and twin thickness. To this end, three loading cases ($\tau = 400, 600$ and 800 MPa) and three twin nucleus sizes ($N = 10, 20$ and 30) are considered. The corresponding simulation results are shown in Figure 5.11. As expected, higher external loading reduces the dislocation separation (left). In addition, the separation at the twin tip is significantly smaller than the middle of the twin. Interestingly, the effect of external loading on the first three dislocation separations (between the first four dislocations) at the twin tip is negligible. All the three cases here are based on $N = 30$.

Figure 5.11 (right) shows the effects of twin thickness on dislocation separation. In this figure, red, green and blue curves correspond to $N = 10, 20$ and 30, respectively, all under same loading of $\tau = 400$ MPa. Again the first few dislocations at the twin tip have the same spacing regardless of $N$. However, the profile of the separation changes dramatically as $N$ is changed. Increasing $N$ introduces a region of almost uniform spacing (blue curve in Figure 5.11 right) with variable spacing at the two sides of the twin (i.e. the tip and middle of twin). However, this region of almost uniform spacing is non existence in the case of $N = 10$, the red curve.

5.6 Conclusion

The current work is concerned with the formulation of models for the energetics (statics) and kinetics (dynamics) of dislocation-mediated bulk twin nucleation and growth in fcc materials. To this end, both
the Peierls-Nabarro (PN) and Volterra (V) dislocation models are employed; in the process, a detailed comparison of the two is carried out. In particular, the PN-based energy model formulation relies on recent results (Schoeck 2014) for the interaction energy of straight Peierls dislocations and dipoles. In particular, these models are employed to determine the critical stress for bulk twin formation and growth in general fcc systems, and in particular for Al and Cu. Since any influence of the core becomes negligible as the separation between dislocations increases, the V- and PN-based models for the critical growth stress are basically equivalent. On the other hand, the two differ qualitatively in their predictions of the critical stress for partial dislocation (twin) nucleation. Indeed, in the V case, this stress is unphysical (infinity), in contrast to the finite critical stress predicted by the PN model.

The extension of the energy model to dynamics as based on relaxational “overdamped” dislocation motion mediated by mobility in the second part of the work has been applied to the modeling of variable dislocation separation in the twin. As expected, dislocations are closely packed together at the twin tip while the dislocations near the end of twin are farther away from each other. Generally, increasing the external loading, reduces the dislocation separation without altering the qualitative shape of the separation profile. Based on the calculations, changing the twin thickness (i.e. number of partial dislocation) changes the dislocation separation profile substantially. In case of thick twins (more than 30 dislocations), a region with nearly uniform spacing is distinguishable in the middle of the twin while this region is not visible in thin twins (less than 10 dislocations).
CHAPTER 6

PHASE FIELD BASED DISLOCATION MODELING*

"A rocket will never be able to leave the earth’s atmosphere."
- The New York Times, 1936

6.1 Introduction

As attested to by theory (e.g., Hirth & Lothe 1982), atomistic simulation (e.g., Swygenhoven et al. 2006), and experiment (e.g., HRTEM), the energetically favored state of a dislocation line or loop in close-packed metals is its dissociated state, consisting of leading and trailing partial dislocations bounding, and separated by, a stacking fault (SF). The details of this configuration are dynamic in nature. In particular, the size of the stacking fault depends on the force balance between the long-range stress-field-based repulsion of the leading and trailing partials, the short-range attraction resulting from the energy cost of increasing the SF size, and any external loading forces. On the material side, then, the energy needed to create an SF in a given material, i.e., the stacking fault energy (SFE), plays a predominant role. In particular, the relation of the SFE to the level of loading is decisive in determining whether or not in a given material SFs shrink to their equilibrium size or continue to grow dynamically during loading. This in turn may influence a number of other dislocation processes such as core reactions, dislocation-based structural transformation (e.g., martensite formation), dislocation-based twinning, cross slip, and network formation (e.g., Hirth & Lothe 1982).

In order to model the energetics and kinetics of such dissociation-based dislocation processes, at least two approaches have been developed in the literature (for a comprehensive review, see Wang & Li 2010). The first approach (e.g., Xiang et al. 2008, Hunter et al. 2011, 2013, Shen et al. 2014) is based on various

*This chapter is based on the work in Mianroodi & Svendsen 2015
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generalizations of the Peierls-Nabarro (PN) dislocation model (e.g., Hirth & Lothe 1982, Mura 1987, Wang & Li 2010). The second approach (e.g., Shen & Wang 2003, 2004), to which the current work belongs, is based on the “interface” energy model and concept of Cahn & Hilliard (1958); for simplicity, it will be referred to here as the phase field (PF) model. In both approaches, the free energy is modeled on contributions from lattice strain (elastic) and from lattice resistance to dislocation motion via homogeneous (“rigid”) atomic displacement across the slip plane; in particular, the latter is associated with the (generalized) SFE (e.g., Vitek 1968). The PF model accounts in addition for a “gradient” contribution (“correction”) to energy storage due to non-homogeneous atomic displacement across the slip plane, e.g., in the dislocation core. In both approaches, the elastic energy is based on (or at least consistent with) the Khachaturyan-Shalatov approach (e.g., Khachaturyan 1983, Wang et al. 2001) for periodic defective systems in which defects are modeled via their (residual) strain fields. Basically following Schoeck (2001, 2003, 2005), Shen & Wang (2004) modeled the SFE via a truncated Fourier series parameterized by the phase fields. In particular, they fit this to DFT data on the SFE for Al and Pd. The only undetermined material property in their model is the gradient energy coefficient. In contrast, in the current work, the SFE and gradient energy are determined simultaneously and completely in a material-dependent fashion using atomistic energy and core morphology (e.g., size) data; no adjustable parameters remain. To this end, the global energy scaling approach of Cahn & Hilliard (1958) is exploited in this work to connect (discrete) atomistic and (continuum) PF modeling of dislocation processes. For simplicity, this is based here on an atomic potential and molecular statics; alternatively, ab initio (i.e., DFT-based) methods can be used.

The work begins in Section 6.2 with a synopsis of basic model relations and in particular the PF free energy model. This is followed in Section 6.3 by the reformulation of this model in a form amenable to atomistic or ab initio determination as discussed above via global energy scaling. To demonstrate its use, the resulting approach is applied to the atomistic determination of the PF free energy for Al and Cu in Section 6.4. For simplicity, this is carried out here with the help of an atomic potential in the context of molecular statics (MS); as mentioned above, ab initio DFT data can also be employed. After verification, these atomistically determined PF models for Al and Cu are then applied in Section 6.5 to the modeling of dislocation dissociation, SF formation, dislocation slip, and reactions in these materials the context of the tensile loading of a dislocation loop. In the process, connection is made with the dislocation (line) mechanics as based on Peach-Köhler force (PKF). The work ends in Section 6.6 with a summary and discussion. For completeness, selected details of the algorithm employed for the numerical solution of the current model in the simulations are provided in Appendix 6.A. As well, details concerning the relation between thermodynamic driving forces and the PKF are summarized in Appendix 6.B. For simplicity, attention is restricted to infinite periodic fcc systems and purely bulk behavior in this work.

Before we begin, a word on notation. In this work, (three-dimensional) Euclidean vectors are represented by lower-case bold italic characters \( \mathbf{a}, \mathbf{b}, \ldots \), and second-order Euclidean tensors by upper-case bold italic characters \( \mathbf{A}, \mathbf{B}, \ldots \); in particular, \( \mathbf{I} \) is the second-order identity tensor. Third- and fourth-order Euclidean tensors in this work are denoted by upper-case slanted sans-serif characters \( \mathbf{A}, \mathbf{B}, \ldots \) and so on. The notation \( \mathbf{a} \cdot \mathbf{b}, \mathbf{A} \cdot \mathbf{B} \), and so on, is used for the scalar product of the corresponding tensors. Let \( \mathbf{a} \otimes \mathbf{b} := (\mathbf{b} \cdot \mathbf{c}) \mathbf{a} \) define the tensor or dyadic product of \( \mathbf{a}, \mathbf{b} \) as usual. Further, let \( \text{sym} \ A := \frac{1}{2} (A + A^T) \) represent the symmetric part of any second-order tensor \( A \). Additional notation will be introduced as needed in what follows.

\[ \text{This terminology is not uniform in the literature; for example, Hunter et al. (2011, 2013) refer to their model as a phase field model.}\]
\[ \text{Such a truncated Fourier-series representation of this energy is also employed by Xiang et al. (2008), Hunter et al. (2011, 2013) and Shen et al. (2014).}\]
6.2 Basic model relations

For simplicity, the current formulation is restricted to single-constituent materials, isothermal conditions, quasi-static loading, and geometric linearity. Again for simplicity, attention is restricted here to single crystals and purely bulk behavior. Under these conditions, consider an inhomogeneous single crystal in which the inhomogeneity results from interacting material defects resulting in residual strain and stress states. Of particular interest in this work is the case of dislocations. Let \( \mathbf{u} \) represent the displacement field, \( \mathbf{H} = \nabla \mathbf{u} \) the distortion field, and \( \mathbf{E} = \text{sym} \nabla \mathbf{u} \) the strain field. Following many authors (e.g., Kröner 1959, Eshelby 1970, Khachaturyan 1983, Mura 1987, Wang et al. 2001, Li & Wang 2008), let

\[
\psi_E = \frac{1}{2} (\mathbf{E} - \mathbf{E}_R) \cdot \mathbf{C}_E (\mathbf{E} - \mathbf{E}_R)
\]

represent the density of stored energy in the single crystal due to lattice deformation determining in particular the corresponding energetic stress

\[
\mathbf{T} = \partial_E \psi_E = \mathbf{C}_E (\mathbf{E} - \mathbf{E}_R) \, .
\]

Here, \( \mathbf{C}_E \) is the (constant isothermal) elastic stiffness, and \( \mathbf{E}_R = \text{sym} \mathbf{H}_R \) the residual strain due to defects. Restricting attention to glide dislocations and dislocation slip (i.e., no climb), the corresponding distortion field

\[
\mathbf{H}_R(\phi) = \sum_{a=1}^{p} \phi_a \mathbf{H}_a
\]

is modeled as a sum of \( p \) (constant isothermal) elementary contributions

\[
\mathbf{H}_a = b_a \otimes n_a / d_a = \gamma_a s_a \otimes n_a \, ,
\]

each weighted by corresponding phase field \( \phi_a \). Here, \( \gamma_a := b_a / d_a, b_a := |b_a|, s_a := b_a / b_a, b_a \) is the Burgers vector, \( d_a = d_{111} = a_0 / \sqrt{3} \) is the \{111\} interplanar spacing, \( a_0 \) is the lattice constant, and \( n_a \) is the slip plane unit normal. Each \( \phi_a \) models the transition between different states of slip in the energy landscape of the single crystal (more on this below). These fields are modeled such that \( \mathbf{H}_R \) vanishes everywhere in the material except on slipped surfaces (i.e., has "support" only on such surfaces).

Following Schoeck (2001) and Bulatov & Cai (2006, Chapter 11), the current approach is based on two \( \phi_a \) per plane. Besides being computationally more efficient than three such fields per plane (as done for example by Shen & Wang 2004), this facilitates the model investigation of processes based on perfect (110) or (Shockley) partial (112) dislocations alone. As an example of such PFs, consider those \( \phi_1 \) and \( \phi_2 \) for the (111) plane as shown in Figure 6.1. Given two PFs per \{111\} plane, we have \( p = 8 \) PFs for general octahedral slip in an fcc single crystal. In particular, both straight dislocation lines and dislocation loops (e.g., Eshelby 1961, Bulatov & Cai 2006, Chapter 11) can be modeled in this fashion.

Under quasi-static loading conditions, the timescale for "displacive" deformation of the lattice is assumed to be much shorter than that for "diffusive" deformation due to the motion of defect systems. As such, the lattice is able to react "instantaneously" to such motion and maintain mechanical equilibrium

\[
\text{div} \, \mathbf{T} = 0 \, .
\]

Idealizing dislocation motion as "overdamped" and relaxational in nature, the evolution or dynamics of each \( \phi_a \) is modeled via the (time-dependent) Ginzburg-Landau relation

\[
\dot{\phi}_a = -m_0 \delta_{\phi_a} \psi = m_0 (\text{div} \delta_{\phi_a} \psi - \partial_{\phi_a} \psi)
\]
Figure 6.1: Shear directions (red arrows) on the (111) plane associated with the PFs \( \phi_1 \) and \( \phi_2 \) depicted on the (111) side of the Thompson tetrahedron. As shown, \( \phi_1 \) is associated with simple shear strain \( E_1 = \gamma_1 \text{sym}(s_1 \otimes n_1) \) for perfect slip \( s_1 = [\bar{1}10]/\sqrt{2} \), and \( \phi_2 \) with that \( E_2 = \gamma_2 \text{sym}(s_2 \otimes n_2) \) for partial slip \( s_2 = [\bar{1}12]/\sqrt{6} \). In addition, note that \( \gamma_1 = b_1/d_{111} = \sqrt{3}/\sqrt{2} \) and \( \gamma_2 = b_2/d_{111} = 1/\sqrt{2} \) via \( b_1 = a_0/\sqrt{2} \), \( b_2 = a_0/\sqrt{6} \) and \( d_{111} = a_0/\sqrt{3} \).

subject to no-flux (periodic) boundary conditions

\[
\partial_{\nabla \phi_a} \psi \cdot n = 0
\]  

for each system \( a \). Non-negative mobility \( m_0 \geq 0 \) (assumed constant and equal for all \( a = 1, \ldots, 8 \) for simplicity) insures non-negative dissipation and gradient flow of the system toward thermodynamic equilibrium.

The basic model relations are completed by the form

\[
\psi(\nabla u, \phi, \nabla \phi) = \psi_E(\nabla u, \phi) + \psi_C(\phi, \nabla \phi)
\]  

for the total free energy density \( \psi \) of the single crystal, with \( \psi_C \) its "chemical" part, and \( \phi := (\phi_1, \ldots, \phi_8) \).

In particular, in the context of the local gradient, or interface, approximation of Cahn & Hilliard (1958), this latter is modeled as the sum

\[
\psi_C(\phi, \nabla \phi) = \psi_H(\phi) + \psi_G(\nabla \phi)
\]  

of "homogeneous" \( \psi_H \) and "gradient" \( \psi_G \) parts. As already mentioned above, the current choice of PFs as depicted in Figure 6.1 simplifies the modeling of \( \langle 110 \rangle \) perfect slip and \( \langle 112 \rangle \) partial slip on \{111\} planes. From a physical point of view, perfect dislocation slip (on multiple planes) results in no atomic restacking and so preserves lattice orientation. On the other hand, partial dislocation slip is accompanied by SF formation; such slip on successive \{111\} planes results in atomic restacking and lattice reorientation or even transformation (e.g., Hirth & Lothe 1982, Christian & Mahajan 1995). In this way, \( \psi_C \), and in particular \( \psi_H \), becomes associated with the energy needed to create, or stored in, stacking faults, i.e., the (generalized) SFE (e.g., Vitek 1968). Indeed, as discussed above, \( \psi_H \) is associated with the homogeneous ("rigid") displacement of atoms across \{111\} planes due to dislocation slip. To account for the fact that such atomic displacement is in fact inhomogeneous, especially in the region around the dislocation core, \( \psi \) depends as well on \( \psi_C \). More generally, \( \psi_C \) also accounts for the influence of properties such as bonding type (Schoeck 2005, 2006, Wang & Li 2010). Since the current work is restricted to dislocation slip, the dependence of \( \psi_C \) on \( \nabla \phi \) at the single crystal level is "parameterized" by the Nye measure.
\[ \text{curl} \, \mathbf{H}_R \text{, which projects } \nabla \phi \text{ onto the slip systems. Indeed, from (6.3) and (6.4),} \]

\[
\text{curl} \, \mathbf{H}_R = \sum_{a=1}^{p} \gamma_a s_a \otimes \nabla \phi_a \times \mathbf{n}_a = \sum_{a=1}^{p} \gamma_a \left\{ (\nabla_{\mathbf{t}_a} \phi_a) s_a \otimes \mathbf{s}_a - (\nabla_{\mathbf{s}_a} \phi_a) s_a \otimes \mathbf{t}_a \right\} \quad (6.10)
\]

depends only on the slip plane "components" \( \nabla_{\mathbf{t}_a} \phi_a = \nabla \phi_a \cdot \mathbf{s}_a \) and \( \nabla_{\mathbf{s}_a} \phi_a = \nabla \phi_a \cdot \mathbf{t}_a \) of \( \nabla \phi_a \).

Here, \( \mathbf{t}_a = \mathbf{n}_a \times \mathbf{s}_a \) and \( (\mathbf{s}_a, \mathbf{t}_a, \mathbf{n}_a) \) an orthogonal right-hand system. For example, \( \mathbf{t}_1 = [111]/\sqrt{2} \times [110]/\sqrt{2} = [112]/\sqrt{6} \equiv \mathbf{s}_2 \) and \( \mathbf{t}_2 = [111]/\sqrt{3} \times [112]/\sqrt{6} = [110]/\sqrt{2} = -\mathbf{s}_1 \) for the (111) glide plane as discussed above in the context of Figure 6.1. On this basis, \( \psi_G \) is modeled here for simplicity by the ubiquitous quadratic form

\[
\psi_G(\nabla \phi) = \psi_{G0} |\text{curl} \, \mathbf{H}_R|^2 = \psi_{G0} \sum_{a,b=1}^{p} \nabla \phi_a \cdot N_{ab}^g \nabla \phi_b , \quad (6.11)
\]

with

\[
N_{ab}^g := \gamma_a \gamma_b (s_a \cdot s_b) \left\{ (n_a \cdot n_b) I - n_b \otimes n_a \right\} . \quad (6.12)
\]

Note that the scaling factor \( \psi_{G0} \) has unit of energy per unit length. If interactions among distinct slip systems \( (a \neq b) \) are neglected, (6.11) reduces to the relation considered for example by Bulatov & Cai (2006, Equation (11.34)).

Since we are interested in purely bulk behavior of fcc single crystals in this work, attention is restricted to periodic fields and systems, and Fourier transform methods are applicable for solution of initial boundary value problems based on (6.5)-(6.7) as usual (e.g., Khachatryan 1983, Mura 1987, Suquet 1997, Nemat-Nasser & Hori 1999, Li & Wang 2008). Both general, algorithmic and numerical details in this regard are summarized for completeness in Appendix 6.A.

### 6.3 Model formulation based on energy scaling

As discussed in the introduction, the determination of the \( \text{PF} \) free energy with the help of atomistic methods in this work is based on adaptation of the interface energy and scaling approach of Cahn & Hilliard (1958) to the current case. To this end, a characteristic process is chosen which is amenable to both atomistic (here molecular static, MS) and \( \text{PF} \) modeling. To this end, consider the dissociation

\[
\mathbf{A} \mathbf{B} \rightarrow \mathbf{A} \delta + \delta \mathbf{B} \quad (6.13)
\]

of a single perfect screw dislocation in the (111) plane with Burgers vector \( \mathbf{A} \mathbf{B} = \frac{a_0}{2}[110] \), \( a_0 \) being the lattice constant. In terms of \( (\phi_1, \phi_2) \) in Figure 6.1, note that \( \mathbf{A} \mathbf{B} \equiv (1,0), \, \mathbf{A} \delta \equiv (\frac{1}{2}, -\frac{1}{2}), \) and \( \delta \mathbf{B} \equiv (\frac{1}{2}, \frac{1}{2}) \). For the formulation to follow, it proves useful to work with the related Cartesian basis system

\[
i_x \equiv [112]/\sqrt{6} \quad \mathbf{i}_y \equiv [111]/\sqrt{3} \quad \mathbf{i}_z \equiv [110]/\sqrt{2} . \quad (6.14)
\]

Being a screw dislocation, \( \mathbf{A} \mathbf{B} \) then has line direction \( \mathbf{i}_z \). Further, \( \mathbf{A} \delta = -\frac{1}{2} b_{112} \mathbf{i}_x + \frac{1}{2} b_{110} \mathbf{i}_z \) and \( \delta \mathbf{B} = \frac{1}{2} b_{112} \mathbf{i}_x + \frac{1}{2} b_{110} \mathbf{i}_z \) then hold relative to (6.14), with \( b_{110} = a_0/\sqrt{2} \) and \( b_{112} = a_0/\sqrt{6} \). Likewise, \( \mathbf{n}_1 = \mathbf{i}_y, \mathbf{s}_1 = \mathbf{i}_z, \mathbf{s}_2 = \mathbf{i}_x, \mathbf{t}_1 = \mathbf{i}_y, \mathbf{t}_2 = -\mathbf{s}_1 = -\mathbf{i}_z \). In addition, \( \phi_2 \) is then associated with \( \mathbf{i}_x \) and \( \phi_1 \) with \( \mathbf{i}_z \). So set \( \phi_2 = \phi_2 \) and \( \phi_2 = \phi_1 \) in what follows.
Adapting now the approach of Cahn & Hilliard (1958) to the current case of a single (111) slip plane, the relation

$$\psi_{EH}(\phi_x, \phi_z) - \psi_{EH}(0, 0) = \Delta \psi_{EH}(\phi_x, \phi_z) = \psi_G(\nabla \phi_x, \nabla \phi_z) = \frac{1}{2} \psi_{G0} |\nabla \phi_x|^2 + \frac{1}{2} \psi_{G0} |\nabla \phi_z|^2$$

(6.15)

is obtained in equilibrium between the effective homogeneous

$$\psi_{EH}(\phi_x, \phi_z) := \psi_E(\phi_x, \phi_z) + \psi_H(\phi_x, \phi_z),$$

(6.16)

and gradient $\psi_G(\nabla \phi_x, \nabla \phi_z)$, parts of $\psi$ from (6.8) reduced to the current case of a single (111) slip plane. In particular, (6.15) follows from solution of the Ginzburg-Landau relation (6.6) in equilibrium $(\phi_a = 0)$ for $a = x, z$, taking into account the fact that $\nabla_i \phi_x$ and $\nabla_i \phi_z$ along the line direction $i_z$ vanish for straight lines. Given (6.1) and (6.3), note that $\psi_E(0, 0) = \frac{1}{2} E \cdot C_E E$ is the free energy density of a crystal without defects. Since $\psi_H(0, 0) = 0$ can be assumed without loss of physical generality, $\psi_{EH}(0, 0) = \psi_E(0, 0) = \frac{1}{2} E \cdot C_E E$ holds as well. To proceed further, it is useful to work with the transformations

$$i = \frac{1}{\sqrt{2}} i_x + \frac{1}{\sqrt{2}} i_z, \quad \phi i = \phi_x i_x + \phi_z i_z, \quad \phi_x(\phi) = \frac{1}{\sqrt{2}} \phi, \quad \phi_z(\phi) = \frac{1}{\sqrt{2}} \phi.$$

(6.17)

From these follow the reduced form

$$\psi_{H0} \Delta f_{EH}(\phi) := \Delta \psi_{EH}(\phi_x(\phi), \phi_z(\phi)) = \psi_{G0} |\partial_\phi \phi|^2$$

(6.18)

of (6.15) with $\partial_\phi \phi = \nabla_i \phi$. Here, $\Delta f_{EH}(\phi)$ represents the functional form of $\Delta \psi_{EH}(\phi_x(\phi), \phi_z(\phi))$, and $\psi_{H0}$ is an energy scaling parameter. In turn, (6.18) implies

$$|\partial_\phi \phi| = \sqrt{\frac{\psi_{H0}}{\psi_{G0}}} \sqrt{\Delta f_{EH}(\phi)}$$

(6.19)

for the (magnitude of the) equilibrium PF gradient.

Consider next a region $P$ of the single crystal containing the slip plane in the form of a rectangular parallelepiped infinitely long in the $i_x$ direction and having finite constant cross section perpendicular to $x$ with area $\alpha_P$. Let

$$g_0 := \int_{-\infty}^{\infty} \psi dx = \frac{1}{\alpha_P} \int_P \psi \, dv$$

(6.20)

represent the stored energy per unit cross sectional area. In equilibrium, this takes the form

$$g_0 = \kappa_{H0} \sqrt{\psi_{H0} \psi_{G0}}, \quad \kappa_{H0} := \int_{\phi(\infty)}^{\phi(-\infty)} \frac{f_{EH}(\phi) + \Delta f_{EH}(\phi)}{\sqrt{\Delta f_{EH}(\phi)}} \, d\phi$$

(6.21)

via (6.18) and (6.19). Again following Cahn & Hilliard (1958), consider next the model relation

$$l_0 := \frac{\phi(\infty) - \phi(-\infty)}{|\partial_\phi \phi(0)|}$$

(6.22)

for the “width” of the interface region. In the current context, the interface is identified with the dislocation core, and $l_0$ with the core size. Substitution of $\partial_\phi \phi(0)$ from (6.19) (assumed positive) into (6.22) yields

$$l_0 = \kappa_{G0} \sqrt{\frac{\psi_{G0}}{\psi_{H0}}}, \quad \kappa_{G0} := \frac{\phi(\infty) - \phi(-\infty)}{\sqrt{\Delta f_{EH}(\phi(0))}}.$$  

(6.23)

*For simplicity, $E$ is left out of the notation here.
Lastly, combination of (6.21) and (6.23) results in the forms

$$\psi_{H0} = \kappa_{G0} g_{0} l_{0} - \kappa_{G0} \psi_{G0}, \quad \psi_{G0} = \frac{1}{\kappa_{G0} \kappa_{H0} g_{0} l_{0}}$$

(6.24)

for the material parameters scaling $\psi_{EH} = \psi_{E} + \psi_{H}$ and $\psi_{G}$, respectively, in $\psi$ from (6.8) and (6.9). As is well-known (e.g., Bulatov & Cai 2006), the mobility $m_{0}$ can be determined as well atomistically via molecular dynamics (MD). Since the focus of the current work is on energetics, however, this is not done here. Note that the corresponding scaled form $\dot{\phi}_a = -m_{0} \psi_{H0} \delta \phi_a / \psi_{H0}$ of (6.6) implies that the mobility $m_{0}$ is scaled by $\psi_{H0}$ as well.

In the next section, the elastic stiffness $C_{E}$ and so $\psi_{E}$, as well as $\psi_{H}, g_{0},$ and $l_{0}$, are all determined from an atomic potential via [MS]. In particular, the SFE contribution $\psi_{H}$ is obtained from $\psi_{H}^{111}(\phi_1, \phi_2)$ and material symmetry. These determine in turn $\psi_{EH} = \psi_{E} + \psi_{H}$, and so $\kappa_{H0}$ from (6.21). Further, since $\phi_{x,z}(-\infty) = 0$ and $\phi_{x,z}(+\infty) = 1/2$, note that $\phi(-\infty) = 0$ and $\phi(+\infty) = 1/\sqrt{2}$ via (6.17) are known for the case of dissociation considered above. Then $\kappa_{G0}$ follows as well from (6.23). Given all of these, $\psi_{H0}$ and $\psi_{G0}$ follow from (6.24), and $\psi$ is completely determined.

### 6.4 Atomic identification of the PF free energy model

For comparison, the [fcc] materials Al and Cu are considered here. Besides different lattice and elastic properties, these are characterized by having different SFE. Calculation of all energetic properties of the PF model discussed in the previous sections for these materials is based here on the corresponding embedded atom potentials from Mishin et al. (1999) for Al and Mishin et al. (2001) for Cu, both at zero temperature. These potentials are widely used and in close agreement with DFT and experimental results (e.g., Zimmerman et al. 2000) for the material properties of interest in this work.

#### 6.4.1 Basic properties & $\psi_{E}$

Values for the lattice constant and elastic stiffnesses of Cu and Al are summarized in Table 6.1. Besides

<table>
<thead>
<tr>
<th></th>
<th>$a_{0}$ [Å]</th>
<th>$C_{11}$ [GPa]</th>
<th>$C_{12}$ [GPa]</th>
<th>$C_{44}$ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>3.615</td>
<td>169.9</td>
<td>122.6</td>
<td>76.2</td>
</tr>
<tr>
<td>Al</td>
<td>4.050</td>
<td>113.8</td>
<td>61.5</td>
<td>31.6</td>
</tr>
</tbody>
</table>

Table 6.1: Zero-temperature (isothermal) lattice constant $a_{0}$ and fcc elastic constants $C_{11}, C_{12}, C_{44}$, for Cu and Al calculated from the embedded atom potentials of Mishin et al. (2001) (Cu) and of Mishin et al. (1999) (Al) using the LAMMPS molecular dynamics package (Plimpton 1995).

$C_{E}$, the material property values in Table 6.1 determine the effective [fcc] shear modulus $\mu_{\text{fc}} = (C_{11} - C_{12} + 3C_{44})/5$, the corresponding Poisson’s ratio $\nu_{\text{fc}} = (C_{11} + 4C_{12} - 2C_{44})/(4C_{11} + 6C_{12} + 2C_{44})$, as well as $d_{111} = a_{0}/\sqrt{3}, b_{110} = a_{0}/\sqrt{2}$ and $b_{112} = a_{0}/\sqrt{6}$. Consequently, $b_{0}, \gamma_{0}$ and so $E_{0}$ from (6.4), for $a = 1, \ldots, 8$, are determined. In summary, all material parameters in $\psi_{E}$ from (6.1), and so in the stress $T$ from (6.2), are then determined atomistically.
6.4.2 Stacking fault energy $\psi_H$

As mentioned above, to model $\psi_H$, Shen & Wang (2004) fit DFT data to the analytical truncated Fourier series representation for this energy from Schoeck (2001, 2003, 2005). In contrast, a simple numerical scheme utilizing MS data is employed for this purpose here. Given this data, values for $\psi_H$ and its PR derivatives are calculated in PF space and then used in look-up-table fashion during the PF simulation. This results in a speed-up of the calculation of $\psi_H$ by about a factor of 4 in comparison to the Fourier-based approach. In addition, this avoids Fourier-series truncation errors and simplifies energy surface representation up to the desired accuracy.

As usual, calculation of the SFE via MS is based on rigid displacement and relaxation normal to the slip plane. The corresponding energy density $\psi_H(\phi_1, \phi_2)$ with respect to the (111) plane (with $\phi_1$ and $\phi_2$ as in Figure 6.1) is shown in Figure 6.2 for Al (left) and Cu (middle). Calculation of the SFE surfaces shown in Figure 6.2 employs PF-based parameterization of MS data using 100 points in the $\phi_1$ direction, and 200 points in the $\phi_2$ direction. Particular values of interest on the SFE surface include the equilibrium $\gamma_{\text{ISF}}$ and unstable $\gamma_{\text{USF}}$ values. For Cu, $\gamma_{\text{ISF}} = 45.1$ mJ/m$^2$ and $\gamma_{\text{USF}} = 163.4$ mJ/m$^2$. For Al, $\gamma_{\text{ISF}} = 145.2$ mJ/m$^2$ and $\gamma_{\text{USF}} = 168.2$ mJ/m$^2$. With $\psi_H(\phi_1, \phi_2)$ in hand, $\psi_H(\phi)$ is then determined via material symmetry.

In order to visualize SFs in the PF simulation results, it is necessary to define a function capable of detecting partial slip based on values of $\phi_1$ and $\phi_2$. The periodic function

$$f_{\text{SF}}(\phi_1, \phi_2) = e^{-3 \sin^2(\phi_1 + \phi_2/3 - 2/3)\pi} e^{-3 \sin^2(2\phi_2/3 - 1/3)\pi}$$  \hspace{1cm} (6.25)

plotted in Figure 6.2 is used for this purpose. As shown, the value of $f_{\text{SF}}(\phi_1, \phi_2)$ is 1 at the points where an intrinsic SF is located (see Figure 6.2 left and middle) and decreases toward zero as $(\phi_1, \phi_2)$ deviate from SF states. Since this function is periodic, it works for all values of $(\phi_1, \phi_2)$ (both negative and positive).
6.4.3 Energy scaling

With $\psi_x$ and $\psi_{11}$ determined as just discussed, $\kappa_{H0}$ and $\kappa_{G0}$ follow from (6.21) and (6.23), respectively, via (6.17) and numerical integration (again with $\phi(+) - \phi(-) = 1/\sqrt{2}$ from above). The values of these for Al and Cu are listed in Table 6.2. As discussed above, $g_0$ and $l_0$ are determined atomistically via

<table>
<thead>
<tr>
<th>Material</th>
<th>$g_0/\mu_0 \cdot 111$</th>
<th>$l_0/\mu_0 \cdot 111$</th>
<th>$\kappa_{H0}$</th>
<th>$\kappa_{G0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>0.055</td>
<td>6.289</td>
<td>0.429</td>
<td>0.479</td>
</tr>
<tr>
<td>Al</td>
<td>0.064</td>
<td>6.053</td>
<td>0.303</td>
<td>0.468</td>
</tr>
</tbody>
</table>

Table 6.2: Parameter values for Cu and Al determining the energy scaling relations (6.24). See text for details.

MS simulation of the dissociation (6.13) of 2 straight perfect screw dislocations in a dipole configuration. This result in the formation of 4 partial monopoles (i.e., 2 per perfect monopole). The corresponding simulation is carried out in a box with basis (6.14) and dimensions $(L_x, L_y, L_z) = (70\sqrt{6}, 60\sqrt{3}, 3\sqrt{2}) a_0 = (420b_{112}, 180d_{111}, 6b_{110})$. The initial configuration is a perfect straight screw dipole on the $(111)$ plane with line parallel to $i_x$ centered at $(y, z) = (L_y/2, 0)$; the monopoles are located initially at $x = L_x/4$ and $x = 3L_x/4$. The displacement field of this dipole is imposed on the atoms using the method for periodic systems described by Bulatov & Cai (2006, Chapter 5). Relaxation to dissociation is carried out via the FIRE algorithm [Bitzek et al. 2006]. Since the current implementation of this algorithm in LAMMPS does not include relaxation of the simulation box, this is followed by conjugate-gradient-based relaxation to equilibrium.

The atomic calculation of $g_0$ is based on the difference in energy between the equilibrium states of an $\text{fcc}$ crystal containing (i) a single dissociated dipole and (ii) no dipole. To this end, consider the rectangular parallelepiped $P$ of length $l_p = L_x$, width $w_p = L_z$, and height $h_p = 2d_{111}$ formed by the $(111)$ planes at $y = L_y/2 \pm d_{111}$ enclosing the plane containing the cores of the 4 partial dislocations. Then $v_p = l_p w_p h_p = 2d_{111} L_x L_z$ and $a_p = w_p h_p = 2d_{111} L_z$. Let $N$ represent the number of atoms in $P$, and $\Delta E_i$ the energy difference between the states of atom $i$ in $P$ with and without the dissociated dipole. Then

$$g_0 \equiv \frac{1}{a_P} \sum_{i=1}^{N} \frac{1}{2} \Delta E_i$$

(6.26)

determines the interface energy consistent with (6.20) for the current case. The factor of 4 in (6.26) due to the fact that $P$ contains 4 dislocation cores (two partial pairs). Formally at least, $\frac{1}{4} \sum_{i=1}^{N} \Delta E_i / v_p$ is analogous to $\Delta \psi_{\text{E}}$ from (6.13) in the PF context.

The effective core size $l_0$ is calculated atomistically via the displacement of the atoms relative to their ideal $\text{fcc}$ positions. In the current case of dipole dissociation in the $(x, z)$ plane spanned by $i_x = [112]/\sqrt{8}$ and $i_z = [1\overline{1}0]/\sqrt{2}$, the 4 partial dislocation cores are geometrically equivalent, and attention can be restricted to just one. Let $u_x$ and $u_z$ represent the displacement components of the atoms in the core region of interest relative to the ideal $\text{fcc}$ lattice. These are used to calculate the corresponding disregistry $\phi_x = u_x / b_x$ and $\phi_z = u_z / b_z$. In turn, these determine $\phi$ from (6.17). Finally, this function and its derivative $\partial_x \phi(0)$ at $x = 0$ are used in (6.22) to calculate $l_0$.

To verify the results in Table 6.2, the entire dipole dissociation process is simulated for screw dislocations. The simulation box and initial dislocation configuration are the same as above. Figure 6.3 displays the resulting disregistry profiles for the screw case. The values of $g_0$ and $l_0$ obtained from the PF simulation results are respectively within 1% and 4% of the corresponding values from the MS simulation. To
Figure 6.3: Disregistry profiles for a dissociated screw dipole in Cu along $i_x \equiv \frac{[112]}{\sqrt{6}}$. Please note that the $x$-axis in these figures refers to the simulation box and not the dislocation line. In particular, $x = 0$ on this axis is different that the center of the dislocation $x = 0$ in \(6.22\) at which $\partial_x \phi(x)$ is evaluated.

validate the identified PF free energy model based on Table \ref{tab:table6.2}, edge dipole dissociation has also been simulated. In this case, the simulation box is defined by $i_x \equiv \frac{[110]}{\sqrt{2}}$ and $i_z \equiv \frac{[112]}{\sqrt{6}}$ instead of \(6.14\), and dimensions $(L_x, L_y, L_z) = (120\sqrt{2}, 60\sqrt{3}, 3\sqrt{6}/2) a_0 = (240 b_{110}, 180 d_{111}, 9 b_{112})$. Corresponding results for Cu and Al in the case of edge dissociation are depicted in Figure 6.4. A further

Figure 6.4: Disregistry fields associated with dissociated straight edge dislocations in Al (left) and Cu (right). Displayed is the displacement or disregistry component along the line, analogous to the disregistry profile in Figure 6.3 (middle). The MS results shown are superposed on the atomic lattice, and the PF results on the numerical grid. Ovito \cite{Stukowski10} is used for both visualisations.

measure of comparison is the equilibrium SF width \cite{Shen2004,Xiang2008,Hunter2011}. The equilibrium partial dislocation separation and SF width is given by the distance between the two peaks in the gradient of the disregistry (i.e., density) profiles, corresponding to the core positions of the two partials (see Figure 6.3). Selected results for Al and Cu are given in Table 6.3.
Table 6.3: Equilibrium SF widths for Al and Cu obtained from the current PF model and MS results compared with corresponding results from the PN model of Hunter et al. (2011, 2013). Because of its lower (intrinsic) SFE, the SF width in Cu is larger than that in Al. See text for details.

<table>
<thead>
<tr>
<th></th>
<th>edge [Å]</th>
<th>screw [Å]</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>14.0</td>
<td>9.3</td>
<td>PF (this work)</td>
</tr>
<tr>
<td></td>
<td>9.0</td>
<td>6.0</td>
<td>Hunter et al. (2011, 2013)</td>
</tr>
<tr>
<td></td>
<td>12.1</td>
<td>7.4</td>
<td>MS (this work)</td>
</tr>
<tr>
<td>Cu</td>
<td>29.2</td>
<td>14.6</td>
<td>PF (this work)</td>
</tr>
<tr>
<td></td>
<td>23.0</td>
<td>10.0</td>
<td>Hunter et al. (2011, 2013)</td>
</tr>
<tr>
<td></td>
<td>37.5</td>
<td>13.4</td>
<td>MS (this work)</td>
</tr>
</tbody>
</table>

6.5 Application to tensile loading of a dislocation loop

As a simple application of the atomistically determined PF model developed in the previous sections, consider the simulation of tensile loading of a (initially) perfect dislocation loop on the (111) plane as shown in Figure 6.5 (left). The simulation box has dimensions of $120d_{111}$ in all directions. The corresponding results for the final state $(\phi_1, \phi_2)$ of the loop after loading are shown in Table 6.4.

To interpret and understand these results, it is useful to examine the corresponding energy pathways traversed by the loop state in the corresponding SF energy landscape shown Figure 6.5 (right). As well, it is interesting to compare this energetic / thermodynamic picture with the classical purely mechanical force-based one in terms of the corresponding Peach-Köhler force (PKF). To do this in a meaningful fashion, it is necessary to establish the relation between the models for the Burgers vector tacitly assumed in the PF model via the residual distortion relation (6.3)-(6.4) and that in the PKF. This is done in Appendix 6.B and summarized in Figure 6.B.1. Given this, the glide component of the PKF from (6.37) is calcu-
Table 6.4: Final state \((\phi_1, \phi_2)\) of the initially perfect loop (Figure 6.5, left) in Al and Cu subject to tensile loading. Here, \(T_{11}\), \(T_{22}\), and \(T_{33}\) are the stress components in the \([100]\), \([010]\), and \([001]\), directions, respectively (see Figure 6.5, left).

<table>
<thead>
<tr>
<th></th>
<th>(T_{11})</th>
<th>(T_{22})</th>
<th>(T_{33})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((0,0))</td>
<td>((0,0))</td>
<td>((0,0))</td>
</tr>
<tr>
<td>Al</td>
<td>((0,0))</td>
<td>((1.0))</td>
<td>((0.5,1.5))</td>
</tr>
<tr>
<td></td>
<td>((0,0))</td>
<td>((1.0))</td>
<td>((0.5,1.5))</td>
</tr>
<tr>
<td>Cu</td>
<td>((0,0))</td>
<td>((0,0))</td>
<td>((0,0))</td>
</tr>
<tr>
<td></td>
<td>((0,0))</td>
<td>((1.0))</td>
<td>((0,0))</td>
</tr>
<tr>
<td></td>
<td>((0.5,0.5))</td>
<td>((0.5,0.5))</td>
<td>((0,0))</td>
</tr>
</tbody>
</table>

The most interesting of the three loading cases in Table 6.4 is the final case of \(T_{33}\) loading. As shown in Figure 6.6 (right), this results in an expansive \(\text{PKF}\) on \(\delta B\) (blue) and a contractive \(\text{PKF}\) on \(A\delta\) (green). As before, an expansive \(\text{PKF}\) works against the self-stress of the loop, and a contractive one enhances it. Consequently, if the level of loading is too low, the expansive \(\text{PKF}\) is insufficient to prevent loop annihilation. As the \(\text{PKF}\) on \(A\delta\) and \(\delta B\) is equal and opposite, the net \(\text{PKF}\) is approximately zero. In
terms of thermodynamic state \((\phi_1, \phi_2)\), the results in Table 6.4 show that the initial state \((\phi_1, \phi_2) = (1, 0)\) transforms to \((\phi_1, \phi_2) = (0, 0)\) in both Al and Cu. The loop in Al remains in this state up to \(T_{33} = 0.15\ \mu_{\text{fcc}}\) at which point it transforms to \((\phi_1, \phi_2) = (0.5, 1.5)\). On the other hand, the loop in Cu remains in this state up to \(T_{33} = 0.05\ \mu_{\text{fcc}}\) where it transforms to \((\phi_1, \phi_2) = (0.5, 0.5)\). Note that this latter state represents an extended SF because Al has a relatively high SFE; this state is energetically unfavorable for the loop in Al. As shown by the results in Table 6.4, the next energetically favorable state for this loop is the perfect state \((\phi_1, \phi_2) = (0.5, 1.5)\) at \(T_{33} = 0.15\ \mu_{\text{fcc}}\). As depicted in Figure 6.5 (right), from the geometric point of view, this is CB. This can also be understood in terms of the respective PKFs on the partials involved by looking at the possible reaction

\[
A\delta + \delta B \rightarrow A\delta + \delta C + C\delta + \delta B.
\] (6.27)

Indeed, since the PKF on \(A\delta\) and \(\delta C\) is contractive, the sum of these is as well, and \(AC\) vanishes. On the other hand, \(C\delta\) and \(\delta B\) are expansive, resulting in expansion of \(CB\). For the case of Cu, as shown by Table 6.4, the extended SF state \((\phi_1, \phi_2) = (0.5, 0.5)\) at \(T_{33} = 0.05\ \mu_{\text{fcc}}\) also transforms to the perfect state \((\phi_1, \phi_2) = (0.5, 1.5)\) at \(T_{33} = 0.15\ \mu_{\text{fcc}}\). As in the case of Al, this represents the reaction (6.27). Because the SFE of Cu is lower, this does not result in the formation of perfect dislocations; rather, the partial SF combinations \(A\delta + \delta C\) and \(C\delta + \delta B\) are favored. Since the PKF configuration is the same as in the case of Al, \(A\delta + \delta C\) vanishes, and \(C\delta + \delta B\) expands.

The evolution of loop state in both Al and Cu just discussed is displayed in Figure 6.7. The transition

![Figure 6.7: Stages of dynamic dislocation loop transformation in Al and Cu on (111) during \(T_{33}\) loading. Depicted are 4 intermediate stages during the transformation of the initial state \((\phi_1, \phi_2) = (1, 0)\) (Stage 1) to \((\phi_1, \phi_2) = (0.5, 1.5)\) (Stage 4) at \(T_{33} = 0.15\ \mu_{\text{fcc}}\) as in Table 6.4. The black arrows indicate the direction of motion of the line. Blue: perfectly slipped crystal. Red: SF. Green: dislocation line. See text for details.](image)

from Stage 1 (i.e., the initial state \((\phi_1, \phi_2) = (1, 0)\)) to Stage 2 is the dissociation (6.13), that from Stage 2 to Stage 3 is the reaction (6.27). In going from Stage 3 to 4, further shrinkage of the inner partial loops, and expansion of the outer partial loops (as shown by the black arrows), takes place in both Al and Cu. The results for this last \(T_{33}\) case are also (at least academically) interesting in that they show how external loading can transform a perfect dislocation AB through the series of core reactions (6.13) and (6.27) into another perfect dislocation CB, resulting in perfect slip. In contrast to dissociation into partials, such
"dissociation" (transformation) into perfect dislocations is energetically unfavourable unless the system is externally loaded and no other more favorable mechanism is available. In real systems, of course, such a more favorable mechanism generally exists.

### 6.6 Conclusion

In the current work, a dynamic phase field (PF) model for dislocation dissociation, stacking fault (SF) formation, slip and reactions in fcc single crystals has been developed and identified with the help of atomistic methods. To this end, periodic microelasticity (e.g., Khachaturyan 1983, Wang et al. 2001, Bulatov & Cai 2006, Chapter 11) has been combined with a PF-based model for residual strain resulting from dislocation lines (cores) and SFs. The energy model is formulated with the help of the interface energy approach of Cahn & Hilliard (1958), representing a type of local or generalized gradient approximation in the context of classical density functional theory (e.g., Evans 1979, Davis 1996). For the current dislocation case, the homogeneous part of this energy is related to homogeneous atomic displacement across the slip plane during dislocation slip and so to the (generalized) SFE (Vitek 1968); the "gradient" part is due to deviations from homogeneity such as occurs in the dislocation core (something also predicted by DFT-based core modeling: Iyer et al. 2015). As shown in this work, interface energy modeling facilitates global energy scaling, which in turn can be exploited to identify the PF model completely using atomistic data. In particular, the resulting gradient energy is material specific and related to the physical core. To demonstrate the application of the current approach, PF models were identified for fcc Al and Cu with the help of atomistic data and applied to the case of dynamic tensile loading of a dislocation loop in these materials. In the process, the thermodynamic PF picture in terms of energetic favorability and thermodynamic driving forces was compared to, and shown to be consistent with, the more standard mechanical picture in terms of the Peach-Köhler force. The example cases of Al and Cu demonstrate the ease of calculating atomistic input data for the current PF model and its predictive capability in the simulation of dislocation processes which are difficult to investigate via MD. The use of an atomic potential and MS in this work to determine this input data was for simplicity only; indeed, if available, more exact DFT-based input data can (and should) be used.

As shown in the current work, with the help of basic processes like dissociation, the interface energy model and scaling approach facilitate the atomistic determination of the (continuum) PF free energy as a minimum-difference approximation of the (discrete) atomic energy. Indeed, the PF free energy determined in this fashion represents an optimal continuum approximation of the exact atomistic (physical) energy. In this sense, the resulting atomistically determined PF model represents a type of model-order reduced approximation of more accurate atomistic modeling. As in other analogous cases, such reduction facilitates in particular the modeling of larger systems and longer timescales. Besides this, the pursuit of a PF approach as a continuum approximation or model reduction of more accurate atomistic modeling facilitates as well model generalization in the spirit of computation material design. As is well-known, in this framework, one can account for the effect of chemistry and temperature on the energy landscape, and so on dislocation and related deformation processes whose driving forces are determined by this landscape.

A number of further model developments are currently under investigation. One possibility in this regard is the application of the more general scaling method of Reina et al. (2014) in the current context. Rather than on thermodynamic equilibrium, their method is based on steady state, applies to both energetics and kinetics (i.e., mobility), and can be used to identify PF models using atomistic data from molecular dynamics (MD) simulations. As has been alluded to above, another further development involves the use
of ab initio DFT-based methods (e.g., Woodward et al. 2008), instead of an interatomic potential and MS or MD. Going even further, the generalization of such methods to larger systems with the help of coarse-graining methods (e.g., quasi-continuum: Iyer et al. 2015) may offer the possibility of true "concurrent" PF DFT modeling of dislocation processes in the future.

Finally, it should be noted that the determination of the PF model in atomistic or ab initio fashion as developed in this work is almost certainly more subtle than the current treatment would imply. This is related for example to the fact that there exist qualitative differences between atomic modeling of dislocation processes and the current PF modeling. For example, atomic displacements modeled via DFT or an atomic potential and molecular statics are intrinsically non-linear, both geometrically and physically (especially in the core region). Another difference lies in the form of the respective energy models. Indeed, whereas in the atomistic or DFT case the energy is modeled via a single unified form (e.g., an atomic potential), in the PF model the energy is split into parts (i.e., elastic, SF contribution, etc.). That this may not in fact be necessary in a PF-based model is shown for example by the phase-field crystal approach (e.g., Wu et al. 2010). In any case, these and other issues represent work in progress to be reported on in the future.
APPENDIX

6.A Selected algorithmic & numerical details

Given the restriction to periodic fields and boundary conditions in this work, the algorithmic formulation and numerical solution of the corresponding coupled initial-boundary-value problem (IBVP) may be based on discrete Fourier, and more generally spectral, methods (e.g., Gottlieb & Orszag 1977, Canuto et al. 1988). These have a long tradition in periodic microelasticity (e.g., Khachaturyan 1983, Mura 1987, Khachaturyan et al. 1995, Wang et al. 2001, Li & Wang 2008) and geometrically linear solid mechanics (e.g., Moulinec & Suquet 1994, Suquet 1997, Nemat-Nasser & Horii 1999). More recently, they have been extended to the geometrically non-linear realm (e.g., Eisenlohr et al. 2013) as well. For completeness, a brief summary of the spectral algorithmic formulation of the current model is provided here. In a nutshell, this is based on fixed-point iteration (e.g., Suquet 1997, Dreyer & Müller 2000, Brown et al. 2002) for solution of (6.5) in Fourier space combined with semi-implicit time-integration of (6.6) as based on first-order Adams-Bashforth treatment of \( \partial_{\psi} \varepsilon \) (e.g., Chen & Shen 1998).

Consider first the algorithmic form of quasi-static momentum balance (6.5). The form of this applicable to strain-based fixed-point iteration is obtained from the convolution

\[
G_H \ast \text{div} T = 0
\]  

(6.28)

of (6.5) with the Green function \( G_H \) for a homogeneous reference medium with elastic stiffness \( C_H \). Fourier transform of (6.28) yields \( \hat{G}_H \hat{T} \hat{k} \hat{a} = 0 \) for all non-zero wavenumbers \( k \neq 0 \) with

\[
a \cdot \hat{G}_H^{-1}(k) \hat{b} := a \otimes k \cdot \hat{C}_H \hat{b} \otimes k
\]  

(6.29)

as usual for \( k \neq 0 \) and all \( a, b \). Then \( \hat{G}_H \hat{T} \hat{k} \otimes \hat{a} = -\hat{G}_H \hat{T} \hat{k} \otimes \hat{b} = 0 \) represents an implicit relation for \( H = \nabla u \), and

\[
-\hat{I}_H \hat{T} := -\text{sym} \hat{G}_H \hat{T} \hat{k} \otimes \hat{k} = 0
\]  

(6.30)

one for \( E = \text{sym} \nabla u \), again for \( k \neq 0 \). Here, \( I_H \) is the Lippmann-Schwinger operator (e.g., Suquet 1997) induced by \( G_H \). In the fixed-point context, then, \( \hat{E}^{(i+1)} = \hat{E}^{(i)} - \hat{I}_H \hat{T}^{(i)} \) follows from (6.30) for...
the $i$th iterative update step. Since $C_E$ is homogeneous and constant in the current single crystal context, $C_H$ can in fact be identified with $C_E$ here, resulting in a further simplification of (6.30). Indeed, with $I_kT = \hat{I}_E C_E E - I_k C_E E_R$ via the Fourier transform of (6.2), and $C_E |u \otimes k| k = C_E u$ from (6.29), we have $\hat{I}_E C_E E = \text{sym} \bar{G}_E C_E |u \otimes k| k \otimes k = \text{sym} \hat{u} \otimes k = \hat{E}$. Consequently, (6.30) reduces to

$$
\hat{E}(k) = \begin{cases} 
\hat{I}_E(k) C_E \bar{E}_R(k) & k \neq 0 \\
\hat{E} & k = 0 
\end{cases}
$$

(6.31)

for the equilibrium strain field via (6.3) and (6.4), i.e., when $C_E$ is constant. The corresponding stress field

$$
\hat{T}(k) = \begin{cases} 
C_E |E(k) - \bar{E}_R(k)| = (C_E \hat{I}_E(k) C_E - C_E) \bar{E}_R(k) & k \neq 0 \\
C_E |E - \bar{E}_R(0)| & k = 0 
\end{cases}
$$

(6.32)

is equivalent to the relation obtained for example by Bulatov & Cai (2006, Equation (11.55)). Note that $\bar{E}_R(0)$ is determined by $\phi = \phi(0)$ representing the volume average of this over the unit cell.

Consider next the algorithm for numerical solution of the Ginzburg-Landau relation (6.6). As mentioned above, this is based on semi-implicit time integration (e.g., Chen & Shen 1998). More specifically, first-order backward-difference approximation of $\partial_t \psi$, and first-order Adams-Bashforth approximation of $\partial_{\phi_n} \psi$, is employed. Let $I = \bigcup_{n=0}^{t_n} t_n$, $t_{n+1}$ represent the discretization of the time interval $I \subset \mathbb{R}$ of interest. For simplicity, assume that each subinterval $[t_n, t_{n+1}]$ of $I$ is of the same duration $\Delta t = t_{n+1} - t_n$. Consider an arbitrary subinterval $[t_n, t_{n+1}]$. Assume as usual that $\dot{E}_{n}, \phi_n, \phi := (\phi_1, \ldots)$, and so $(\partial_{\phi_n} \psi)_n := (\partial_{\phi_n} \psi, \ldots)_n$ are known from the solution obtained at the end of the previous time step. Fourier transformation of (6.6) and rearrangement then results in the linear system

$$
\dot{M}_{n+1} \phi_{n+1} = \dot{\phi}_{n} - m_0 \Delta t (\partial_{\phi} \psi)_n
$$

(6.33)

to solve for $\dot{\phi}_{n+1}$ with $M_{ab} := \delta_{ab} + m_0 \Delta t \psi_{g_0} k \cdot N_{ab} \bar{k}$ and $N_{ab} \bar{k}$ given by (6.12). Note that (6.33) is a direct update; no iteration is required. In addition, note that $M$ depends only on (constant) material data and the chosen discretization in wavenumber space. For a given material and discretization, then, it need be calculated only once at the start as part of the initial data.

As discussed in the text, all material properties $\psi_{H_0}, \psi_{G_0}, m_0$, as well as $H_{a}$ and $N_{ab} \bar{k}$ for $a, b = 1, \ldots, p$, are known and constant. In addition, this holds for $C_E$ and so for $C_H = C_E$ determining $G_H$ and $I_k$. All field relations are solved in dimensionless form. The effective shear modulus $\mu$ is used as the basic energy density scaling. Together with the (constant isothermal) mobility $m_0$ from (6.6), this determines the time scaling $1/(t_{n+1} m_0)$. Length scaling is based on $d_{111}$, which also represents the grid point spacing in the numerical simulations. In particular, in this case, the dislocation core is resolved over multiple grid points in the slip plane (see for example Figure 6.4 in the text).

6.6 Thermodynamic driving & Peach-Köhler forces

The purpose of this appendix is the relation of the evolution of the dislocation thermodynamic state and the related driving force inherent in the Ginzburg-Landau relation (6.6) to the Peach-Köhler force (PKF) and the results in Figure 6.6. To this end, consider a plane $S$ in the single crystal across which the crystal lattice has been slipped by dislocations. Let $S_-$ represent the unslipped side, and $S_+$ the slipped side, of $S$. Assume that the unit normal $n_S$ to $S$ points from $S_-$ to $S_+$. Let $[f]_S := f_+ - f_-$ represent the jump in the limits $f_\pm$ of any field $f$ on $S_\pm$ across $S$. In particular, for Volterra dislocations (e.g., Landau
we have \([x]_S = 0\) and \([u]_S \neq 0\). In addition, \[
\nabla [u]_S = \frac{[u]_S}{d_S} \otimes n_S \quad (6.34)
\]
then holds for the distortion field across \(S\) via the Hadamard lemma (e.g., Šilhavý 1997, Proposition 2.1.6), \(d_S\) being the "width" or "thickness" of \(S\). Consider next the relation between \([u]_S\) and the closure failure around a Burgers circuit. To this end, let \(D\) represent a "right-handed" dislocation loop on \(S\) as shown in Figure 6.B.1. "Right-handed" here means that, when the unit tangent \(t_D\) to \(D\) is oriented in the direction of the (fingers of the) right hand, the right-hand thumb is parallel to \(n_S\), and \(t_D \cdot n_S = 0\). Let \(C(D)\) represent a Burgers circuit around \(D\) (Figure 6.B.1) enclosing a surface \(S(C)\) with unit normal \(n_{S(C)}\) in a right-handed fashion. In this case, at the point where \(D\) intersects \(S(C)\), \(t_D\) is parallel to \(n_{S(C)}\). In this case, \(C(D)\) starts on the slipped side \(x_+ \in S_+\) of \(S\) and ends on the unslipped side \(x_- \in S_-\) of \(S\), and

\[
\oint_{C(D)} \nabla_{t_{C(D)}} u \cdot dl = u_- - u_+ = -[u]_S \quad (6.35)
\]
follows. This corresponds to the concept of "local" Burgers vector and the so-called SF/RH convention ("start-finish / right-hand"; e.g., Hirth & Lothe 1982, Balluffi 2012, Chapter 12). In particular, as shown in Figure 6.B.1, \(C(D)\) starts on \(S_+\) ("start" in "SF") and ends on \(S_-\) at \(F\) ("finish" in "SF").

Next, let \(S = S_a\) represent any \(\{111\}\) slip plane in the single crystal. Let \(t_{Da}\) be the unit tangent field of a (curved) dislocation line on \(S_a\), and \(m_{Da} := t_{Da} \times n_a\) the unit normal to \(D\) tangent to \(S_a\) in the direction of line bow-out (note \(t_{Da} \cdot n_a = 0\)). Mechanical equilibrium \([T]_a n_a = 0\) on \(S_a\) then results in the form

\[
[T]_a n_a = T^T [u]_a \cdot n_a = T^T b_{PKa} \times t_{Da} \cdot m_{Da} \quad (6.36)
\]
for the component of the mechanical force \(T^T b_{PKa} \times t_{Da}\) per unit length in the direction \(m_{Da}\) on the dislocation with Burgers vector \(b_{PKa} := -[u]_a\) (see Figure 6.B.1), i.e., of the PKF (e.g., Hirth & Lothe 1982, Equation (4-43)). As usual, the PKF splits

\[
T^T b_{PKa} \times t_{Da} = (b_{PKa} \cdot T m_{Da}) n_a - (b_{PKa} \cdot T n_a) m_{Da} \quad (6.37)
\]
into glide \(-b_{PKa} \cdot Tn_a\) and climb \(b_{PKa} \cdot Tm_{Da}\) components. Related to the former is the expression

\[
Tn_a \cdot [\nabla u]_a n_a = ([u]_a \cdot Tn_a) / d_a = (b_{PFa} \cdot Tn_a) / d_a
\]

(6.38)

obtained from (6.34) and mechanical equilibrium on \(S_a\) for the mechanical work per unit volume performed by \(T\) in slipping \(S_a\), with \(b_{PFa} := [u]_a\) (see Figure 6.B.1). In turn, (6.38) is comparable to the elastic part

\[
- \partial_{\phi_a} \psi_E = T \cdot H_a = (b_a \cdot Tn_a) / d_a = (b_{PFa} \cdot Tn_a) / d_a
\]

(6.39)

via (6.1)-(6.4) of the "local" part \(-\partial_{\phi_a} \psi\) of the non-local thermodynamic driving force \(-\delta_{\phi_a} \psi\) determining the evolution of \(\phi_r a\) in (6.6). Consequently, the thermodynamic driving force \(-\partial_{\phi_a} \psi_E\) is comparable to the glide component \(-b_{PKa} \cdot Tn_a\) of the mechanical PKF. These are used to obtain the results for the PKF in Figure 6.6 in the text.
CHAPTER 7

TRANSPORT BASED DISLOCATION MODELING*

“Computers in the future may weigh no more than 1.5 tons.”
- Popular Mechanics, 1949

7.1 Introduction

The classic Hall-Petch relation between yield stress and grain size has often been attributed in the literature (e.g., Hirth & Lothe 1982) to dislocation pile-up at grain boundaries resulting from dislocation creation and transport under loading. A number of corresponding transport models have been formulated based on dislocation (line) density (and line curvature) (e.g., Groma et al. 2003, Sedláček et al. 2003, Hochrainer et al. 2007). For the most realistic 3D case, such models are extremely complex and sophisticated in nature. In order to gain insight into the basic physics involved, a number of simplified models and cases have been investigated in the literature. Such simplifications include for example restriction to straight edge and screw distributions (e.g., Walgraef & Aifantis 1985, Arsenlis & Parks 2002), or excess edge and screw distributions together with their mean curvature and the total dislocation content (e.g., Sandfeld et al. 2011). In the non-transport context, non-local-, Volterra-based modeling of dislocation interaction and pile-up has been considered more recently by Baskaran et al. (2010), Aghababaei et al. (2011), Schulz et al. (2014). Dogge (Dogge 2014 Chapter 2) considered the transport and pile-up behavior of single- and two-sign continuous distributions of Volterra-based infinite discrete dislocation walls in one dimension based on weakly non-local (WNL) wall interaction modeling. Comparison with discrete Volterra-based modeling of wall pile-up (e.g., Roy et al. 2008, de Geus et al. 2013) showed a strong discrepancy between discrete and WNL-based continuum wall pile-up behavior near the boundary. To investigate the possibility that this discrepancy is due to the assumption of weak non-locality

*This chapter is based on the work in Mianroodi, Peerlings & Svendsen 2016
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in the continuum modeling, a continuum model for transport is developed in the current work in which
wall interaction is SNL. As is known from more general considerations (e.g., Mesarovic 2005, Mesarovic et al. 2010, Kooiman et al. 2015), dislocation interaction is intrinsically SNL. In order to work with a non-
singular model for SNL dislocation interaction in a continuum setting, the Peierls-Nabarro (PN) model
(e.g., Hirth & Lothe 1982, Chapter 8) for the dislocation stress field is employed. Other approaches to
the modeling of non-singular stress in the continuum context include numerical regularization (e.g., Cai et al. 2006) or gradient-based elasticity (e.g., Groma et al. 2010, Lazar 2013).

The chapter begins with a brief summary of the basic relations for the transport model in Section 7.2. For
simplicity, the focus here is on transport alone; all sources are neglected. As well, a uniform external stress
field is assumed. Except for the dislocation mobility, all material properties are also treated as uniform.
In this case, the principal spatial inhomogeneity in the force driving dislocation flux and transport in the
model is due to the dislocation (wall) interaction stress field. An SNL model for this as based on the
stress field of an infinite discrete dislocation wall is formulated with the help of the PN model in Section
7.3. Although not valid in the current case of single-sign dislocation distributions, for completeness and
comparison, the WNL approximation of this SNL-based interaction stress model is also considered in
Section 7.4. After discussing the algorithmic formulation of the current PN-SNL based transport model
in Section 7.5 the model is then applied to the case of transport and pile-up in Section 7.6. In particular,
dependence on the spatial variation of mobility in the pile-up boundary, as well as external loading,
are investigated. In addition, the breakdown of the WNL approximation to the SNL wall stress model
near the boundary is documented. The chapter ends with a summary and discussion in Section 7.7. For
completeness, the connection between selected PN-based model relations and their more familiar
Volterra-based counterparts are documented in Appendix 7.A.

7.2 Basic relations

Consider a family of infinite, straight edge dislocation lines in an isotropic linear elastic medium with
constant shear modulus \( G \) and Poisson’s ratio \( \nu \). Let the lines be oriented parallel to \( z \) with Burgers
vector of length \( b \) in the \( x \) direction. Assume the lines glide only and remain in their glide planes. The
glide plane of each line is then parallel to the \((x,z)\) plane, and the glide plane normal is parallel to \( y \).
Assume that the dislocations arrangement in the \( y \) direction perpendicular to the glide planes takes
the form of (straight or tilt) walls with uniform spacing \( h \) between adjacent dislocations in each wall.
Consequently, each wall itself represents an \( h \)-periodic discrete distribution of lines. Given no climb,
each such wall is maintained at all times. Since the distribution is then \( h \)-periodic in \( y \), we can (without
loss of generality) focus attention on a single glide plane, for example at \( y = 0 \), and the only remaining
spatial dependence is in \( x \).

Let \( \rho(x,t) \) represent the number of mobile walls per unit length at \((x,t)\). Then \( 1/\rho \) represents the wall
spacing in \( x \) direction. The initial value \( \rho(x,0) = \rho_0(x) \) is assumed to be known and the total number
of dislocations, i.e. the integral of \( \rho \) over the one-dimensional region under consideration, is constant.
Under the influence of external loading and interaction, the walls flow (glide) in \( x \) direction, resulting in
a change in their number per unit length along \( x \). The corresponding transport relation takes the form

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \Phi}{\partial x} = 0
\]  

(7.1)

\( \rho \) in the current work corresponds to \( h \rho^+ \) in the work of Dogge 2014 (Chapter 2).
in terms of the dislocation flux (number per unit time)

\[ \Phi(x, t) = \rho(x, t) v(x, t) \]  

(7.2)

depending on the wall (line) velocity \( v(x, t) \). A positive flux implies that the (positive) walls flow in the +\( x \) direction. Restricting attention to quasi-static conditions and overdamped motion,

\[ v(x, t) = m(x) b \left\{ \tau + \sigma(x, t) \right\} \]  

(7.3)

holds via Peach-Koehler in terms of the wall (line) mobility \( m(x) \), Burgers vector magnitude \( b \), and the shear stress field \( \tau + \sigma(x, t) \) on the glide plane \( y = 0 \). In the current work, this depends on the constant applied external shear stress \( \tau \) and the contribution \( \sigma(x, t) \) resulting from wall interaction in the glide plane. In view of the inherently long-range character of dislocation interaction, the basic model relations are completed by the strongly non-local (SNL) form

\[ \sigma(x, t) = \varsigma * \rho(x, t) = \int_{-\infty}^{+\infty} \varsigma(x - \xi) \rho(\xi, t) \, d\xi = \int_{-\infty}^{+\infty} \varsigma(\xi) \rho(x - \xi, t) \, d\xi \]  

(7.4)

for \( \sigma(x, t) \) as the convolution of the stress field \( \varsigma(x) \) of a single dislocation wall with the corresponding distribution \( \rho(x, t) \) in the glide plane. Combination of (7.4) with (7.1)-(7.3) results in a partial integro-differential transport relation for \( \rho \). Since \( \tau \) is assumed constant, it satisfies mechanical equilibrium identically. Then \( \gamma = \gamma_P + \tau/G \) holds for the shear strain field, with the Orowan relation \( \gamma_P = b \rho v \) determining \( \gamma_P \) as usual.

For notational simplicity, in the rest of this work, all stresses are non-dimensionalized by \( G/(1 - \nu) \), and all lengths by \( b \). As well, the \( t \)-dependence of fields will be suppressed in the notation.

### 7.3 PN-based model for \( \varsigma \) and \( \sigma \)

As discussed in the introduction, the current work is based on Peierls dislocations and the PN model (e.g., Hirth & Lothe 1982, Chapter 8) which accounts for lattice resistance to dislocation-based distortion. In the simplest case,

\[ \sigma^0_{PN}(x, y) = \frac{1}{2\pi} \frac{x(c^2 + x^2 - y^2)}{(x^2 + (|y| + c)^2)} \]  

(7.5)

Hirth & Lothe 1982 Equation (8-13) and footnote, Page 223) holds for the (equilibrium) PN-based xy shear component of the stress field of a single Peierls (edge) dislocation located at \((x, y) = (0, 0)\), with \( c := d/(1 - \nu) \) in terms of the glide-plane spacing \( d \). For example, in the case of (fcc) aluminum, \( d = \sqrt{2}/3, \nu = 0.35 \) and \( c \approx 0.63 \). Recall that \( x \) and \( y \), as well as all other lengths, are scaled here and in what follows by \( b \). As discussed above, the current work focuses on transport of infinite discrete dislocation walls with respect to a single glide plane at \( y = 0 \). Figure 7.1 displays \( \sigma^0_{PN}(x, y = 0) \) for selected values of \( d \).

Given the assumption of uniform spacing \( h \) of wall dislocations,

\[ \sigma^0_w(x) := \sum_{n=-\infty}^{\infty} \sigma^0_{PN}(x, -nh) = \frac{1}{2\pi} \frac{x}{x^2 + c^2} + \frac{x}{h^2} \sum_{n=1}^{\infty} \frac{1}{\pi} \left( \frac{c^2/h^2 - n^2 + x^2/h^2}{c^2/h^2 + x^2/h^2} \right) \]  

(7.6)

\(^*\) Limits in (7.4) are assumed infinite because the model (7.7) for \( \varsigma(\xi) \) has bounded support (see Figure 7.2).
\(^1\)Assuming an infinite isotropic linear elastic medium and the Frenkel model for lattice resistance.
follows from (7.5) for the wall stress field at \( y = 0 \). In the current PN context, a lower bound to \( h \) is the glide-plane spacing \( d \) (e.g., \( d = \sqrt{2/3} \) in the fcc case). The second form in (7.6) is based on the fact that \( \sigma_{PN}^{w}(x,y) \) is even in \( y \). With the help of analytical results on the series representation of the polygamma function (Gradshteyn & Ryzhik 1980, §8.362), (7.6) takes the form
\[
\sigma_{PN}^{w}(x) = \frac{1}{2\pi} \frac{x}{x^2 + c^2} \Re \psi^{(1)}(\zeta_{h,c}(x)) - \frac{c}{\pi h^2} \Im \psi^{(1)}(\zeta_{h,c}(x)),
\]
(7.7)
in terms of the real \( \Re \psi^{(1)} \) and imaginary \( \Im \psi^{(1)} \) parts of the first-order polygamma function \( \psi^{(1)}(z) \), with \( \zeta_{h,c}(x) := 1 + c/h + ix/h \) and \( i = \sqrt{-1} \). \( \sigma_{PN}^{w}(x) \) is depicted in Figure 7.2 for different values of \( h \). As shown, an increase in \( h \) results in an increase of \( \sigma_{PN}^{w}(x) \). In particular, note that \( \sigma_{PN}^{w}(x,y) = \)

\[
limit_{h \to \infty} \sigma_{PN}^{w}(x) \text{ from (7.7) corresponds to the stress field of a single PN dislocation at } (x = 0, y = 0) \text{ on the glide plane } (x, y = 0) \text{ via (7.5). Given then } \sigma_{PN}^{w} \text{ from (7.7), the choice } \varsigma = \rho \sigma_{PN}^{w} \text{ in (7.4) results in the PN-based model}
\]
\[
(7.8)
\]
for the interaction contribution \( \sigma \) to the stress field driving dislocation flow in the transport model.
7.4 Weakly non-local approximation

The weakly non-local (WNL) approximation to (7.4) is based as usual on the Taylor series expansion

\[ \rho(x - \xi) \approx \rho(x) - \frac{\partial \rho}{\partial x}(x) \xi + \frac{1}{2} \frac{\partial^2 \rho}{\partial x^2}(x) \xi^2 + \cdots \]  

of \( \rho(x - \xi) \) about \( \rho(x) \) assuming \( |\xi| \ll 1 \), such that

\[ \sigma(x) \approx c_0 \rho(x) + c_1 \frac{\partial \rho}{\partial x}(x) + c_2 \frac{\partial^2 \rho}{\partial x^2}(x) + \cdots, \quad c_k := (\frac{-1}{k})^k k! \int_{-\infty}^{+\infty} \xi^k \varsigma(\xi) \, d\xi. \]  

In particular, if \( \varsigma(\xi) \) is odd, \( c_k \) with \( k = 0 \) or \( k \) even vanish, and (7.10) contains only odd terms. Note that \( \sigma_{\text{PN}}^{\text{WNL}}(x) \) in (7.7) is odd, as can also be seen from Figure 7.2. In general, (7.9) may diverge, in which case (7.10) does not approximate (7.4). In other contexts than the current one, e.g., interaction of + and − dislocation ensembles where screening plays a role, or (short-range) interaction with obstacles or boundaries, however, (7.10) is relevant. In this context, (7.11)

\[ \sigma_{\text{PN}}^{\text{WNL}}(x) := c_{\text{PN}1} \frac{\partial \rho}{\partial x}(x) = -\frac{1}{6} (c + \frac{1}{4} h) \frac{\partial \rho}{\partial x}(x) \]  

represents the lowest-order WNL approximation to \( \sigma_{\text{PN}}^{\text{SNL}}(x) \) from (7.8) via (7.10). For completeness, (7.8) and (7.11) are compared with each other and with the Volterra-based WNL interaction stress model\(^*\)

\[ \sigma_{\text{WNL}}^{\text{V}}(x) = \lim_{d \to 0} \sigma_{\text{PN}}^{\text{WNL}}(x) = -\frac{1}{6} \frac{\partial \rho}{\partial x}(x) \]  

from (Dogge 2014, Chapter 2) in the next section for different given density distributions. Since \( c = d/2(1 - \nu) \) and \( h \gg d \), note that \( c \ll h \) in general; for larger \( h \), then, \( \sigma_{\text{PN}}^{\text{SNL}} \) is dominated by \( h \). Again, although (7.11) is not valid in the current context, for interest’s sake, it will be compared with the SNL model (7.8) in what follows.

7.5 Algorithmic formulation

7.5.1 Convolution integral

To evaluate the convolution integral (7.4), a number of possibilities exist. Of these, the simplest of course is direct numerical discretization. To this end, let

\[ x_0 = -L, x_1 = \Delta x - L, \ldots, x_{N-1} = (N - 1) \Delta x - L, x_N = N \Delta x - L, \]  

represent a regular discretization of the real interval \([-L, L]\) of length \( 2L \) based on \( N + 1 \) nodes (\( N \) even) with separation \( \Delta x \) such that \( 2L = N \Delta x \). Then

\[ \sigma_i = \Delta x \sum_{j=0}^{N} \varsigma_{ij} \rho_j =: \Delta x \varsigma_{ij} \rho_j, \quad i = 0, \ldots, N, \]  

\(^*\)The coefficient in Equation (12) of (Dogge 2014, Chapter 2) differs by a factor of two from that in (7.12) due to different stress scaling.
approximates (7.4) in array-matrix form, with
\[ f_i \approx f(x_i) = f(i\Delta x - N\Delta x/2), \quad \varsigma_{ij} \approx \varsigma(x_i - x_j) = \varsigma(i\Delta x - j\Delta x), \quad (7.15) \]
\( x_i = (i - N/2)\Delta x \) from (7.13). As can be seen from Figure 7.2, note that \( \varsigma(x) \equiv a_{\text{SNL}}(x) \) is odd, and \( \varsigma_{ij} = -\varsigma_{ji} \). As shown in Figure 7.2, \( a_{\text{SNL}}(x) \) decays "quickly" to zero as \( x \to \pm \infty \); consequently, for sufficiently large \( N \), (7.14) is a reasonable approximation of (7.4). In particular, the stress peak is well-resolved for \( \Delta x \leq b \). Issues related to grid size \( N \), numerical resolution, and solution convergence will be investigated and addressed as they arise in what follows.

Calculating the sums explicitly in (7.14) is not very efficient (\( O(N^2) \)). As is well-known, much more efficient (\( O(N \ln N) \)) in this regard is convolution via fast Fourier transform (FFT) e.g., [Press et al. 2007 Chapter 13]. This is based in particular on the result
\[ \sigma(x) = \varsigma \ast \rho(x) = F^{-1}\{\varsigma(k) \hat{\rho}(k)\} = F^{-1}\{\varsigma(k) F\{\rho(x)\}\} \quad (7.16) \]
from (7.4) with
\[ \varsigma(k) \equiv a_{\text{SNL}}(k) = \frac{k}{|k|} e^{\frac{h}{2k}} (h|k| - \sinh h|k|) \frac{(\cosh c|k| - \sinh c|k|)}{(\cosh h|k| + \sinh h|k| - 1)^2} \quad (7.17) \]
from (7.7). Note that \( \lim_{k \to 0} a_{\text{SNL}}(k) = 0 \) and \( \lim_{k \to \pm \infty} a_{\text{SNL}}(k) = 0 \), \( c > 0, h > 0 \). As discussed above, since \( a_{\text{SNL}}(x) \) is odd, \( \varsigma(k) \) is purely imaginary. Then \( \Re \varsigma = 0 \) and \( \varsigma \hat{\rho} = -\Im \varsigma \hat{\rho} - \Im \varsigma \hat{\rho} \). In the SNL context, \( \sigma = a_{\text{SNL}}(x) \) based on (7.8) is updated via discrete convolution and FFT based on (7.16) and (7.17) as discussed above. This will be compared with the WNL approximation \( \sigma = a_{\text{WNL}}(x) \) from (7.11) in what follows.

For evenly spaced "data" with spacing \( \Delta x \), \( k_c = 1/2\Delta x \) represents the Nyquist critical wavenumber. As is well-known, any wavenumber component outside the range \( (-k_c, k_c) \) is aliased into this range by numerical approximation. Trapezoidal approximation of (continuous) Fourier transformation in one dimension and truncation yields as usual the corresponding discrete Fourier transform (DFT) pair
\[ \tilde{f}_q = \sum_{p=0}^{N-1} e^{-2\pi ipq/N} f_p, \quad f_p = \frac{1}{N} \sum_{q=-N/2}^{N/2-1} e^{2\pi ipq/N} \tilde{f}_q, \quad (7.18) \]
(e.g., [Press et al. 2007 §12.1.2]) with \( f(x_p) \approx f_p \) and \( \tilde{f}(k_q) \approx \Delta x \tilde{f}_q \) as usual. Since \( \tilde{f}_{-q} = \tilde{f}_{N-q} \) for \( q = 0, \ldots, N \) via periodicity, \( q \) could also vary from 0 to \( N - 1 \) in (7.18). This is referred to as "wrap-around" order (e.g., [Press et al. 2007 §12.2]). In this case, the zero wavenumber is at \( q = 0, 0 < k < k_c \) correspond to \( 0 \leq q \leq N/2 - 1 \), and \( -k_c < k < 0 \) to \( N/2 + 1 \leq q \leq N - 1 \). The value at \( q = N/2 \) corresponds to both \( k = \pm k_c \).

For computational purposes, the DFT in (7.18) is rearranged as usual into fast Fourier transform (FFT) form (e.g., [Press et al. 2007 §12.3]). Numerical evaluation of (7.16) via (7.17) is based on the discrete convolution theorem (e.g., [Press et al. 2007 §13.1]). In this context, \( \rho(x) \) represents the "data", and \( \varsigma(x) \) the "response", function.

### 7.5.2 Time discretization

The numerical solution of the basic transport relation (7.1) with (7.3) is based here on simple first-order forward finite difference (FD) approximation in time together with first-order upwind (FD) approximation...
in space, i.e.,

\[ \rho_j^{n+1} = \rho_j^n - \frac{\Delta t}{\Delta x} \left\{ \begin{array}{ll}
\rho_j^{n+1}v_j^{n+1} - \rho_j^n v_j^n & \text{if } v_j^n \leq 0 \\
\rho_j^n v_j^n - \rho_j^{n-1} v_j^{n-1} & \text{if } v_j^n > 0
\end{array} \right. \]  \hfill (7.19)

As usual, for \( v_j^n > 0 \), the Courant-Friedrichs-Lewy (CFL) condition \( \Delta t \leq \Delta x/v_j^n \) is necessary but not sufficient for stability. Central differencing is used to discretize \( \partial \rho/\partial x \) in \( \partial \).

### 7.6 Results

As already mentioned above, unless otherwise stated, all results to follow are dimensionless. In particular, all lengths are scaled by \( b \), and all stresses by \( G/(1-\nu) \). Unless otherwise stated, \( d = \sqrt{2/3} \). As well, to be compatible with [Dogge 2014, Chapter 2], \( h = 200 = 10\sqrt{6} \) is assumed in all cases.

#### 7.6.1 Mobility and boundary modeling

The effect of a boundary as an obstacle to wall transport is modeled here via a spatially heterogeneous mobility \( m(x) \) in \( (7.3) \). For simplicity, \( m(x) \) is modeled to this end on the regularized unit rectangle or "box-car" function (e.g., [Bracewell 2000, Chapter 4]), i.e.,

\[ f(x; a, p) := \frac{\sinh(2ap)}{\cosh(2ax) + \cosh(2ap)}. \]  \hfill (7.20)

Here, \( p \) the position of the center of the boundary region, and \( 1/a \) its effective width. Like \( x \), \( 1/a \) and \( p \) are in general scaled by \( b \). In terms of \( f \), the boundary region is then defined by values of \( x \) for which \( 0 \leq f(x; a, p) \leq 1 \) holds. This is shown in Figure 7.1. In particular, the impenetrable case \( (ah = \infty) \)

![Figure 7.1: Left-half of regularized box-car function](image)

Figure 7.1: Left-half of regularized box-car function \( f(x; a, p) \) from \( (7.20) \) for \( p/h = 5 \) and \( ah = 10 \) (red), \( ah = 20 \) (green), \( ah = 50 \) (blue), \( ah = \infty \) (violet).

was investigated by [Dogge 2014, Chapter 2]. As evident, the effective boundary width and length over which \( f(x; a, p) \) reduces to zero is basically controlled by \( a \). The effect of varying boundary width in this sense on pile-up behavior will be investigated in what follows.
7.6.2 Interaction stress for a fixed distribution

To begin, consider the interaction stress resulting from a fixed wall distribution. In particular, using $f(x; a, h)$ from (7.20), "sharp" $\rho(x) = f(x; ah = 4 \times 10^4, p/h = 2.5)$ and "diffuse" $\rho(x) = f(x; ah = 5, p/h = 2.5)$ distributions are compared. The resulting SNL and WNL interaction stress fields in the region $[-L, L]$ with $L = 5h$ are shown in Figure 7.2. Note that $\sigma_{SNL}^P$ and $\sigma_{WNL}^P$ are in much better agreement in the diffuse case (Figure 7.2, right) because the Taylor series approximation (7.9) of $\rho(x)$ in the diffuse case is of course much better. Since the pile-up distribution at an impenetrable boundary (as assumed in basically all pile-up simulations: e.g., Dogge 2014) is in this sense more "sharp" than "diffuse", these results imply that any WNL-based approximation of inherently SNL dislocation interaction at such a boundary will breakdown. Exactly this has basically already been observed in the context of the comparison of Volterra-based discrete SNL and continuous WNL modeling (e.g., Roy et al. 2008, de Geus et al. 2013).

For the numerical simulation of transport and pile-up behavior to follow, the dependence of numerical convolution via (7.16) and (7.18) on grid size $N$ is an issue. This is investigated in Figure 7.3. This

Figure 7.2: Comparison of interaction stress profiles based on $\sigma_{SNL}^P$ (top) from (7.8) and $\sigma_{WNL}^P$ (bottom) from (7.11) due to "sharp" $\rho(x) = f(x; ah = 4 \times 10^4, p/h = 2.5)$ (left) and "diffuse" $\rho(x) = f(x; ah = 5, p/h = 2.5)$ (right) distributions. For this calculation, $N = 10000$ was assumed.

Figure 7.3: Maximum interaction stress $\sigma_{SNL}^{max}$ calculated via (7.16) and (7.18) as a function of $N$ for a fixed dislocation density distribution $\rho(x) = f(x; ah = 4 \times 10^4, p/h = 2.5)$.

is based on $\sigma_{SNL}^P$ from (7.8) and calculated for the same setup as in Figure 7.2 (top left). Clearly, the
numerical convolution converges; in particular, note that the relative difference between $\sigma_{\text{SNL}}^{\text{max}}(N = 80000)$ and $\sigma_{\text{SNL}}^{\text{max}}(N = 5000)$ is about 1%.

7.6.3 Effect of boundary conditions

All transport simulations to follow are carried out on the interval $[-L, L]$ with $L = 6h$ and $h = 200$ (Dogge 2014) Chapter 2 also assumed $h = 200$). In this case, $\Delta x = 2L/N = 12h/N = 2400b/N$. In comparison to Dogge (2014), the current computational domain $[-L, L]$ is $1h$ wider on either side in order to investigate the effect of different boundary mobility profiles on the pile-up behavior. Following (Dogge 2014, Chapter 2), an initially uniform density $\rho(t = 0, x) = \rho_0$ of $\rho_0 = 0.0635$ is assumed, corresponding to an initial wall spacing of $s_0 = 1/\rho_0 = 15.748$ in the glide plane. Note that $s_0$ is an order of magnitude smaller than the dislocation spacing $h = 200$ in the walls assumed above, and an order of magnitude larger than $d = \sqrt{2}/3$. The external stress $\tau = -1/40$ (Dogge 2014, §2.4.2) is applied to the system. This shear loading drives wall motion and transport in the direction of the boundary. Loss of mobility in the boundary region as modeled by $m(x) = f(x; a, p = 5h)$ from (7.20) then leads to wall pile-up there and an inhomogeneous distribution.

Given the converged behavior of numerical convolution demonstrated in Figure 7.3, consider the dependence of numerical transport and pile-up results on $N$ shown in Figure 7.4. As can be seen on the left,
next to the wall (left) transitioning into an apparently linear region away from the wall in the bulk. As will be shown in more detail in what follows, these can be associated with $1/\sqrt{x}$- and $x$-based dependencies, respectively, of $\rho(x)$. Next, we turn to the effect of boundary conditions on the pile-up behavior. This is investigated in Figure 7.6. As expected, the dislocation "penetration depth" increases, and the maximum

pile-up density $\rho_{\text{max}}$ decreases, as the boundary width $1/a$ increases. As seen in Figure 7.6 (left), away from the boundary, the $\rho_{\text{PN,WNL}}$ density profile for the sharpest boundary (blue curve, $a h = 200$) agrees with Volterra-WNL results of Dogge (2014) §2.4.2 (dashed line). Analogous results for the $\rho_{\text{PN,SNL}}$ case are shown in Figure 7.6 (right). In contrast to the WNL case, $\rho(x)$ is non-linear next to the boundary and in the tail region, and linear in between. Note that the PN (blue curve) and continuous Volterra results (dashed curve) for $\rho(x)$ in Figure 7.6 (right) converge for a spacing of $1/\rho \geq 2$ (this compares with $d = \sqrt{2}/\sqrt{3}$). This agrees with a corresponding convergence of the stress profiles. Functional forms $y(x)$ fit to $\rho_{\text{PN,WNL}}(x)$ are shown in Figure 7.7 (right). For comparison, analogous fits to the Volterra-based discrete wall modeling results of Roy et al. (2008) and de Geus et al. (2013) are shown in Figure 7.7 (left).
In particular, the $1/\sqrt{x^*}$ distribution next to the boundary predicted in both cases agrees well.

### 7.6.4 Effect of loading and initial distribution

As mentioned in the previous section, the initial dislocation distribution is $\rho_1(t = 0, x) = \rho_0$ everywhere including $x > 5h$ or $x < -5h$. This is different than what is assumed in (Dogge 2014, §2.4.2) where the system is not periodic and basically everything is zero out of the region of interest, $x \in [-5h, 5h]$. To discuss this, the previous case is compared with the case where $\rho_2(t = 0, x) = \rho_0 f(x; ah = 200, p = 5h)$ with $f(x; a, p)$ defined in (7.20) with the same $\rho_0$ and loading conditions as before. The resulting dislocation distributions are shown in Figure 7.8 (left). The uniform (blue curve) distribution is the same as in Figure 7.6 (right). As can be seen, the pile-up profiles in both cases agree well with each other. The only visible difference is the higher peak density value for the non-uniform case (red). To understand this better, consider the case of no external loading (i.e., $\tau = 0$). The results are shown in Figure 7.8 (right). As expected, in the uniform (blue) case, there is no pile-up under zero loading. On the other hand, a non-uniform initial distribution like the red curve is unstable and leads to pile-up. This is due to the fact that a zero dislocation density outside the region of interest acts as a pseudo free surface and
attracts dislocations. This effect is particularly strong in the current case of SNL interactions; dislocations are attracted to the pseudo free-surface beyond \( x \in [-5h, 5h] \) even though there is no external loading. This is analogous to the interaction of dislocations and free surfaces via image forces (e.g., Hirth & Lothe 1982, Chapter 5). The extra dislocation pile-up due to the free surface effect in the SNL case (Figure 7.8, right) has roughly the same magnitude as the difference in the dislocation peaks in the pile-up under loading (Figure 7.8, left). In contrast, the WNL-based results comparable to those in Figure 7.8 (right) do not exhibit any pile-up due to the free surface effect, apparently due to the short-range nature of the WNL-based non-zero density gradient and corresponding internal stress. In any case, To eliminate free-surface effects, the uniform (blue) distribution is employed in the rest of this work, facilitating the investigation of purely load driven pile-up of the dislocations.

### 7.6.5 Comparison of SNL- and WNL-based density and stress fields

Next, consider the internal stress at the boundary predicted by the WNL and SNL models. For completeness, both smooth (i.e., \( m(x) = f(x; ah = 10, p = 5h) \)) and sharp (i.e., \( m(x) = f(x; ah = 200, p = 5h) \)) boundaries are considered here. Results for these cases based on the WNL (7.11) and SNL (7.8) models are displayed in Figures 7.9 and 7.10, respectively.

![Dislocation density and internal stress profiles](image)

Figure 7.9: Dislocation density (red) and internal stress (blue), profiles based on \( \sigma_{PN}^{WNL} \) from (7.11) for \( \tau = -1/40 \) and mobility profiles (black) \( ah = 10 \) (left) and \( ah = 200 \) (right). For better visualization, the internal stress curve (blue) on the right is clipped. The internal stress has a ”maximum” at about -0.75 (left) in the smooth, and -8.5 (right) in the sharp, case.

Consistent with the results in Figure 7.2, note that the WNL-based model (Figure 7.9) generally predicts more localized stress fields of higher magnitude than the SNL-based model (Figure 7.10). This is in part due to the much greater sensitivity of the WNL-based internal stress to the sharpness of the mobility profile. Again, this is analogous and related to the sensitivity of the stress to the dislocation density profile sharpness already discussed in Section 7.6.2.

Comparing Figures 7.9 and 7.10, one sees that, although the SNL-based density is higher, the corresponding internal stress is lower, than its WNL counterpart. To be more precise, in the case of the smooth boundary (left), the SNL-based maximum density is about 1.7 times higher than that predicted by the WNL model. On the other hand, the SNL-based internal stress is about 0.4 times that of the WNL-based one. Given that SNL-based modeling is more realistic, this would imply that WNL-based modeling overestimates the internal stress at such boundaries. Since they are also of WNL type, this may be the case for models based on strain gradients and gradient plasticity as well.
Figure 7.10: Dislocation density (red) and internal stress (blue), profiles based on $\sigma_{SNL}$ from (7.8) for $\tau = -1/40$ and mobility profiles (black) $ah = 10$ (left) and $ah = 200$ (right).

### 7.6.6 Effect of glide-plane spacing

Up to this point, all results have been obtained for fixed glide-plane spacing $d = \sqrt{2/3}$ corresponding to Al (fcc). For completeness, we close by briefly examining the effect of varying $d$ on the pile-up behavior. The corresponding results are shown in Figure 7.11.

As evident, both the maximum pile-up density $\rho_{\text{max}}$ and shape of the density profile around the maximum are sensitive to $d$; in particular, $\rho_{\text{max}}$ decreases for decreasing $d$. (analogous to the effect of increasing boundary width: Figure 7.6). In other words, the minimum spacing $1/\rho_{\text{max}}$ between walls in the pile-up increases with decreasing $d$. This is explained by the fact that, as shown in Figure 7.1, the dislocation stress field increases for decreasing $d$, resulting in a more repulsive interaction between adjacent walls in the pile-up. Consequently, in the extreme case $d \to 0$ corresponding to the continuum Volterra model (see Appendix 7.A), $\rho_{\text{max}}$ is minimal, and $1/\rho_{\text{max}}$ maximal.
A model for transport and strongly non-local interaction of infinite discrete dislocations walls has been developed in this work. In contrast to previous analogous work based on the Volterra model, the current model formulation is based on the more physical Peierls-Nabarro (PN) dislocation model (e.g., Hirth & Lothe 1982, Chapter 8). For simplicity, attention is restricted to walls consisting of single-sign dislocations and continuous wall distributions with respect to a single glide plane. In this context, the influence of strongly non-local (SNL, long-range) interaction, and its approximation as weakly non-local (WNL, short-range), on wall transport and distribution are studied in the context of interaction- and external-loading-driven pile-up at a boundary. The pile-up distribution predicted by the current PN-SNL-based continuous distribution modeling agrees both qualitatively and quantitatively quite well with that predicted by Volterra-based discrete distribution modeling (e.g., Roy et al. 2008, de Geus et al. 2013). In particular, this is true for the non-linear distribution next to the wall and in the tail of \( \rho(x) \). Between these two regimes in the linear part of the distribution, the WNL-based results agree well with the corresponding SNL-based ones. The deviation of WNL- and SNL-based results near the boundary and in the tail could be related for example to the breakdown of shielding or screening effects (e.g., Groma et al. 2006) in these regions. As such, it is important to account for the SNL nature of the interaction near the boundary. In any case, it is fair to conclude that the interaction of dislocations in a single-sign discrete distribution is inherently SNL in nature.
APPENDIX

7.A Comparison of selected Peierls-Nabarro- and Volterra-based relations

The purpose of this appendix is to document the connection between selected Peierls-Nabarro (PN) model relations and their counterparts in the generally more familiar Volterra model. For example,

$$\sigma^V_0(x, y) = \lim_{d \to 0} \sigma^\text{PN}_0(x, y) = \frac{1}{2\pi} \frac{x(x^2 - y^2)}{(x^2 + y^2)^2},$$

(7.21)

(e.g., Hirth & Lothe 1982, Equation (3-43)); these are compared in Figure 7.A.1.

Figure 7.A.1: Shear stress fields $\sigma^\text{PN}_0(x, y)$ (left) for $d = \sqrt{2/3}$ and $\sigma^V_0(x, y)$ (right) ($x$ and $y$ are scaled by $b$). Both fields are clipped for display purposes.
In particular, each of these follow from the corresponding PN relation in the limit \( \lim_{d \to 0} \) of zero glide-plane spacing. Likewise, the PN wall stress \( \sigma^\text{PN}_w(x) \) from (7.7) reduces to the well-known form

\[
\sigma^\text{PN}_w(x) = \frac{1}{2h} \frac{\pi x}{h} \csc h^2 \left( \frac{\pi x}{h} \right),
\]

in the Volterra model. Such stress field models can be expressed in Eshelby stress-like form, i.e.,

\[
\sigma_w(x) = -\frac{\partial}{\partial x} E_w(x),
\]

in terms of a corresponding energy \( E_w(x) \). In particular, we have

\[
E^\text{PN}_w(x) = \frac{1}{2\pi} \left\{ 1 + \log h |\Gamma(\zeta_{h,c}(x))|^2 \right\} + \frac{x}{\pi h} \Im \psi(0)(\zeta_{h,c}(x)) + \frac{c}{\pi h} \left[ 1 - \Re \psi(0)(\zeta_{h,c}(x)) \right],
\]

in the context of the PN model, and the more well-known analogous relation

\[
E^\text{V}_w(x) = \frac{1}{2\pi} \Re \left\{ \frac{\pi x}{h} \coth \left( \frac{\pi x}{h} \right) - \ln \left( 2 \sinh \left( \frac{\pi x}{h} \right) \right) \right\},
\]

in the Volterra model (e.g., Scardia et al. 2014). Here, \( \Gamma(z) \) is the Gamma function. To obtain (7.23) and (7.24) from the respective stress relations, the integration constant was chosen such that \( \lim_{x \to \pm \infty} E_w(x) = 0 \). In contrast to the corresponding stresses (7.22), note that \( E^\text{V}_w(x) \) and \( \lim_{d \to 0} E^\text{PN}_w(x) \) are not equal, but differ rather by a constant. The Volterra-based energy model \( E^\text{V}_w \) from (7.24) is the starting point for a number of works, e.g., that Scardia et al. (2014) on energy coarse-graining via \( \Gamma \)-convergence in the continuum limit as the number of walls \( n \to \infty \).

7.B Characterization of the SNL-based maximum dislocation density

The purpose of this appendix is to document the dependence of the maximum density \( \rho^\text{SNL}_\text{max} \) on grid size \( N \). This is shown for the same external loading and two different boundary conditions in Figure 7.B.1 and in Figure 7.B.2. In particular, the results for a sharp boundary \( m(x) = f(x; ah = 200, p = 5h) \) shown in Figure 7.B.1 fit to a power-law relation of the form \( \rho^\text{SNL}_\text{max} = 0.29N^{0.28} \) (R-squared of 0.9943) for the range of grid sizes investigated. Analogously, those for the softer boundary \( m(x) = f(x; ah = 10, p = 5h) \) in Figure 7.B.2 follow \( \rho^\text{SNL}_\text{max} = 0.62N^{0.12} \) (R-squared of 0.94), again in the range of grid sizes \( N \) investigated. In this range, then, convergence of \( \rho^\text{SNL}_\text{max} \to \infty \) is not achieved. On the other hand, the results in both figures (left) imply that the curves are converging just to the left (about 0.02h) of the peak density. Further insight into this issue represents work in progress to be reported on in the future.
Figure 7.B.1: Effect of numerical resolution on pile-up distribution. Left: dislocation density profile for $N = 2500$ (red dashed line), $N = 5000$ (green dashed line), $N = 10000$ (blue dashed line), $N = 20000$ (red solid line), $N = 40000$ (green solid line), $N = 80000$ (blue solid line). In all cases, $\tau = 1/40$ and $m(x) = f(x; ah = 200, p = 5h)$. Right: log-log plot of maximum density as a function of $N$.

Figure 7.B.2: Same as in Figure 7.B.1 except for the boundary condition $m(x) = f(x; ah = 10, p = 5h)$. 
Several properties and phenomena involving dislocations in fcc metals are studied in this work. These range from atomistic calculations up to continuum level models. The connection between the atomistic and the continuum model is kept alive. Temperature-dependence of the stacking fault free energy (SFFE) for Fe is calculated with the help of the thermodynamic integration with the quasi-harmonic approximation and molecular dynamics (MD) simulations based on the bond order potential of Müller et al. (2007). The SFFE of Fe at 0 K is calculated to be $-20 \text{ mJ/m}^2$, negative due to the fact that the fcc phase is unstable at this temperature. The SFFE increases with temperature and becomes positive at around 200 K. Depending on system size, an SFFE for Fe between 5.5 and 9.1 mJ/m$^2$ is obtained at 298 K, increasing to between 70 and 80 mJ/m$^2$ at 1000 K. Next, the interaction between dislocations and stacking faults at low temperatures is studied with the help of MD. Observed interaction types in Cu include annihilation, penetration, and growth. Of particular importance is the mixed screw-edge character of the partial dislocations involved and the fact that the screw part cross slips more easily than its edge counterpart. The interaction of curved dislocations with twinned crystal is also studied with MD. In two of the in-plane shear loading directions, jerky stress flow is observed. Upon closer investigation, the jerky behavior is related to the fast motion of twin boundary. In the continuum part of the dissertation, the Peierls-Nabarro (PN) and Volterra (V) dislocation models are employed for dislocation-mediated bulk twin nucleation and growth. The dynamic model is applied to the modeling of variable dislocation separation in the twin. In this context, dislocations are closest together at the twin tip and increase in separation away from the tip. The phase field model for dislocation is based in particular on periodic microelasticity (Wang et al. 2001, Bulatov & Cai 2006, Wang & Li 2010) to model the strongly non-local elastic interaction of dislocation lines via their (residual) strain fields. The energy storage is modeled here with the help of the “interface” energy concept and model of Cahn & Hilliard (1958) (see also Allen & Cahn 1979, Wang & Li 2010). The current approach is applied to determine the phase field free energy for Al and Cu. The identified models are then applied to modeling of dislocation dissociation, stacking fault formation, glide and dislocation reactions in these materials. Transport and pile-up of infinite discrete dislocation walls driven by non-local interaction and external loading is also studied. The underlying model for dislocation wall interaction is based on the non-singular PN model. The influence of strongly non-local (SNL; long-range)
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