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Abstract

Gas turbines are a crucial contributor to the world’s power capacity and will
play an increasingly important role in the energy landscape of the future, partly
because of their good load flexibility. Diminishing resources and environmental
challenges, such as global climate change create a demand for cleaner and more
efficient use of energy. Currently, the use of computational fluid dynamics
(CFD) is gaining importance for the design of industrial gas turbines in
order to exploit the full potential of ultra-low emission combustion systems.
An essential prerequisite for high fidelity CFD are predictive combustion
and emission models. In this context, direct numerical simulation (DNS) of
turbulent combustion is a research area becoming more important, because
DNS can enable very systematic analyses and model development. This thesis
takes advantage of DNS and develops models targeted for the prediction of
turbulent flames and nitrogen oxide formation in gas turbines. These models
are developed based on DNS data, which are generated in the context of
massively parallel supercomputing employing the fastest presently available
supercomputers.

In the first part of this thesis, an accurate and consistent high-order finite
difference scheme suited for DNS of turbulent reacting flows is derived. Specif-
ically, an inconsistency in the scheme of Desjardins et al. [1] is identified. As
a solution to this issue, a finite difference operator for the mass conservation
is reformulated into a consistent flux-based form. The effectiveness of the
proposed formulation is shown in two canonical laminar flow configurations,
while its applicability is demonstrated in a large-eddy simulation (LES) of a
turbulent stratified premixed flame.

Next, a DNS database for a hydrogen-air flame is assessed in order to
analyze and model turbulence—chemistry interactions in premixed flames.
Since flame stretch effects due to strain are found to be of leading order
importance, these are then modeled by a recently proposed strained flamelet
model [2]. The strained flamelet model is validated a priori against the DNS
and shown to yield improved flame speed and source term predictions.

Following this, nitrogen oxide (NO) formation is investigated and modeled
in a turbulent premixed temporally evolving methane-air DNS jet flame,
which is described by a detailed chemical mechanism for the NO kinetics
in addition to the methane oxidation. An interesting finding is that NO



formation under highly turbulent conditions is strongly altered compared
to laminar unstretched conditions. Specifically, the formation via the NNH
pathway is found to be important for flame generated NO and significantly
affected by turbulence, which is shown to be a consequence of differential
diffusion. Finally, existing models from the literature are analyzed and a
priori evaluated against the DNS. Based on the physical analysis and findings
of the optimal estimator analysis, a new model formulation is proposed
considering the turbulence-NO chemistry interactions and the modification
of NO formation via the NNH pathway.
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Zusammenfassung

Bei der Bereitstellung elektrischer Energie spielen stationdre Gasturbinen eine
wichtige Rolle. Thre Bedeutung wird in der Zukunft insbesondere aufgrund
ihrer Lastflexibilitdt und Schnellstartfahigkeit weiter wachsen. Die Knappheit
fossiler Energietréger, die in stationdren Gasturbinen umgewandelt werden,
und die negativen Folgen starker Umweltverschmutzung verlangen nach einer
effizienten und umweltschonenden Nutzung fossiler Energietriger. Bei der
Entwicklung und Regelung moderner Gasturbinen sind computergestiitzte
Simulationen ein unverzichtbares Werkzeug, da mittels dieser Simulationen
zum einen Entwicklungskosten deutlich reduziert und andererseits die Poten-
ziale moderner Verbrennungssysteme noch effizienter ausgeschoépft werden
kénnen. Eine wichtige Voraussetzung dafiir sind préadikative Verbrennungs-
und Emissionsmodelle. In diesem Zusammenhang sind direkte numerische
Simulationen (DNS) turbulenter Verbrennung ein wichtiges Forschungsgebiet,
da DNS Daten eine sehr systematische Analyse und Modellentwicklung er-
moglichen. Anhand von DNS werden in der vorliegenden Arbeit Modelle
fir die Vorhersage der Verbrennung und Stickoxidbildung in Gasturbinen
entwickelt. Die DNS Daten, die der Analyse zugrunde liegen, sind unter dem
Einsatz der aktuell grofiten verfiigbaren Hochleistungsrechner entstanden.

Im ersten Teil dieser Arbeit wird ein Finite-Differenzenverfahren héherer
Ordnung hergeleitet, das vor allem in DNS von turbulenten reaktiven Stro-
mungen zu erheblichen Vorteilen fithrt. Dabei wird in einem existierenden
Verfahren von Desjardins et al. [1] eine Inkonsistenz identifiziert, die durch
die Uberfiihrung eines Operators fiir die Massenerhaltung in eine Finite-
Volumenform behoben wird. Die Wirksamkeit der neu entwickelten For-
mulierung wird dann in zwei laminaren Testfdllen nachgewiesen, wiahrend die
Anwendbarkeit dieser Formulierung fiir turbulente Strémungen in einer Large-
Eddy Simulation (LES) einer turbulenten geschichteten Vormischflamme
demonstriert wird.

Im néchsten Schritt wird eine DNS Datenbank einer vorgemischten Wasser-
stoff-Luft Flamme herangezogen, um Turbulenz—Chemie Interaktionen zu
analysieren und zu modellieren. Dabei wird gezeigt, dass die Streckungsrate
einen wichtigen Einfluss hat. Deshalb wird zur Modellierung ein kiirzlich
vorgeschlagenes Flamelet-Modell verwendet [2], das auf Flamelets unter-
schiedlicher Streckungsraten basiert. Dieses Modell wird anschlieend a priori
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validiert, wobei sich zeigt, dass dieses Modell verbesserte Vorhersagen der
Flammengeschwindigkeit und des Reaktionsquellterms ermdglicht.

Im letzten Teil dieser Arbeit wird eine DNS einer vorgemischten Methan-
Luft Freistrahlflamme durchgefiihrt, in welcher die Stickoxidbildung durch
einen detailierten Mechanismus beschrieben wird. Ein interessantes Ergebnis
der physikalischen Analyse ist, dass sich die Stickoxidbildung unter turbulenten
Bedingungen im Gegensatz zu laminaren Bedingungen erheblich &ndert. Dies
ist auf eine starke Interaktion des NNH Bildungspfads mit der Turbulenz
zurilickzufiihren, welche eine Konsequenz differentieller Diffusion ist. Im
folgenden werden Modelle fiir Stickoxidbildung aus der Literatur analysiert
und a priori gegen die DNS getestet. Ergebnisse aus der physikalischen
Analyse und aus einer Analyse mittels des sogenannten Optimal Estimator
Konzepts sind dann der Grundstein fiir die Entwicklung eines neuen Modells
fiir die Stickoxidbildung, das die Interaktion der Stickoxid Chemie und des
NNH Bildungspfads mit der Turbulenz berticksichtigt.
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1 Introduction

The world energy consumption strongly increased over the past decades.
Moreover, according to the forecast in World Energy Outlook 2015 [3] the
world energy consumption is expected to continue growing significantly in the
future. As fossil fuel remains the dominant energy source, combustion devices,
which convert chemically bound energy into electrical, mechanical, or thermal
energy, will play an important role in the energy landscape of the future.
Diminishing resources and environmental challenges, such as global climate
change create a demand for an efficient and clean use of energy. Particularly,
the severe environmental effects of increased ambient NO, concentrations
have led to stringent emission laws and as a result strong efforts are made to
develop modern low emission combustion systems. In this context, the use of
computational fluid dynamics (CFD) has taken a pivotal role in the design
and control of industrial combustion systems to reduce development costs
and exploit the full potential of highly efficient ultra-low emission combustion
devices. The standard in CFD of combustor flows has for a long time been
the classical Reynolds-averaged Navier-Stokes (RANS) simulation approach,
where typically ensemble averaged quantities are considered, and the effect
of turbulence must be entirely modeled. Combustion models for RANS have
been developed for different combustion regimes and applications [4], and
models in the context of RANS are available in standard commercial CFD
codes. The RANS approach is quite useful and has been applied in many fields
of combustion applications, such as internal combustion engines, stationary
gas turbines, and aircraft engines (e.g. [5, 6, 7]). However, this method suffers
from shortcomings in accuracy and flexibility, especially in the predictions of
highly non-linear phenomena, such as the formation of pollutants.

More recently, large-eddy simulations (LES) have become more common in
both research [8, 9, 10] and the design of combustion devices [11, 12, 13, 14].
LES takes advantage of resolving the large-scale turbulent structures and only
the effect of the small-scale structures on the large-scales needs to be modeled.
In combustion simulations, this results in more accurate predictions of the
mean flow and the scalar mixing process, which has been shown in numerous
examples [9]. In LES; also the large-scale unsteadiness of flow and combustion
is captured, so that unlikely yet dynamically important events and their effect
on global quantities can be considered. This has been shown to be particularly
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important for the description of strongly non-linear combustion processes,
for instance in the light-off process of gas turbines [15, 16], auto-igniting
flames [17, 18, 19], or when there is complex interaction of processes with
vastly different time scales. One example for this interaction is the formation
of soot, where typically a range of different chemical time scales interacts
with large and small scale mixing [20]. Rapid advances in LES modeling
accompanied by simultaneous progress in computer science and computer
hardware have enabled LES of realistic combustion systems, such as gas
turbine combustion chambers [12].

1.1 Combustion modeling

While combustion modeling is advancing, models often do not show acceptable
predictability yet, especially for the more complex phenomena discussed above.
Furthermore, modern combustion technology often explores new combustion
regimes, which have not previously been considered in model development
or validation. Examples for this from recent years are homogeneous charge
compression ignition (HCCI) and low temperature combustion for internal
combustion engines, oxy-combustion and moderate or intense low oxygen
dilution (MILD) combustion for power generation, and lean direct injection
for aircraft engines. Therefore, despite continuous progress, modeling of
complex combustion phenomena, such as formation of NO,, CO, and soot,
of thermoacoustic instabilities, and of transient operation conditions are still
areas of active research. Improved and truly predictive models for these
could have a tremendous impact for further improving combustion systems
and for exploring more radical design changes. Accordingly, current research
activities are directed towards developing combustion models, which are
regime independent, accurate for emissions, and computationally efficient.
Presently, the main impediment for the development and improvement of
predictive combustion models is the lack of data. Numerous high quality
experimental data sets have been obtained over the past years and are now
available for many configurations, such as the Sandia D flame [21], the bluff
body stabilized flame from Sydney [22], the Delft flame [23], or the Darmstadt
TSF burner [24]. However, the provided details are often not sufficient for
rigorous analysis of model deficiencies and unambiguous model development
or improvement. In addition to data sparseness, uncertainties in boundary
conditions and systematic uncertainties in measurements and simulations
constitute major challenges for rigorous validation. Although direct numerical
simulations (DNS) are presently feasible only for a restricted range of the
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pertinent non-dimensional groups, the richness of DNS, the level of detail,
the availability of all desired quantities at all locations, and the well-defined
and well-known details of the boundary conditions encourage the use of DNS
data for model development. Moreover, spatially and temporally resolved
high quality data for key quantities like reaction rates including species and
temperature distributions, high order moments, or correlation functions are
challenging or impossible to obtain experimentally. Yet, these are available in
DNS and can enable very systematic analyses as well as model development
and validation, especially in new combustion regimes such as HCCI [25] and
MILD combustion [26]. Because of this, DNS will take an ever more prominent
role in future combustion modeling, as also discussed in more detail by Bisetti
et al. [27] and by Pitsch and Trisjono [28].

1.2 Premixed combustion modeling

Gas turbines are a crucial contributor to the world’s power capacity, which
are typically operated under lean premixed conditions [29]. A series of
modeling frameworks for turbulent premixed combustion has been proposed,
including the probability density function transport equation model [30],
the thickened flame model [31], the linear eddy model [32], the conditional
moment closure concept [33], the flamelet approach [4], and the flame surface
density model [34, 35]. Additionally, manifold methods, such as flamelet
generated manifolds (FGM) [36] and the flame prolongation of intrinsic lower
dimensional manifolds (ILDM) referred to as the FPI framework [37] are
often used in conjunction with some combustion models. The present thesis
investigates strained and unstrained flamelet models, which map solutions of
one-dimensional flamelet equations into a three-dimensional field and combine
asymptotic ideas of the flamelet concept with the manifold approach.

1.2.1 Turbulence—chemistry interactions

Premixed flames under gas turbine conditions exhibit strong non-linear
turbulence—chemistry interactions and are often found in the thin reaction
reaction zones regime [38]. They are particularly challenging to model, since
mixing is strong enough for turbulent eddies to enter the preheat zone and
to perturb the flame structure [39]. One primary attribute of flames in the
thin reaction zones regime is the presence of strong stretch effects in form
of curvature and strain. A number of combustion models [40, 41] that have
mainly been developed within the FGM or FPI framework, seek to describe
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how premixed flame structures are perturbed by flame stretch. Van Oijen
et al. [41] performed DNS of turbulent premixed freely expanding flames
and analyzed how various sets of two-dimensional flamelet generated man-
ifolds could predict the results. The FGMs were created in three different
ways. First, unstretched premixed flamelets at varying initial compositions
were used. The two more variants of FGMs were computed from flamelets
submitted to a constant stretch rate and constant curvature, respectively.
Interestingly, they found that a two-variable parameterization of premixed
flamelets is able to account for stretch and curvature effects independently of
the way the FGMs were constructed. The difference to the strained flamelet
model proposed by Knudsen et al. [2], which is further analyzed in the present
work is that different types of flamelet equations are considered. While the
model of Knudsen et al. relies on strained premixed flamelets, Van Oijen et
al. derive flamelet equations that explicitly contain a stretch and a curvature
term.

Compared to unstretched laminar flamelets, strained flamelet solutions have
been suggested as an appealing means to model flames in the thin reaction
zones regime that are submitted to strong flame stretch. A long standing
question has been whether back-to-back or fresh-to-burnt flamelets are more
suited to describe these flames. Hawkes and Chen [42] have compared strained
flamelets from both configurations to lean methane-air flames of a DNS and
found that especially for high strain rates fresh-to-burnt flamelets provide a
much improved prediction of the displacement speed in comparison to back-
to-back flamelets. In Kolla and Swaminathan [43], strained flamelets were
used for RANS of laboratory flames, where fresh-to-burnt flamelet solutions
were incorporated into the simulation by parameterizing these flamelets in
terms of the scalar dissipation rate of the progress variable. In their choice of
the flamelet configuration they followed Hawkes and Chen [42] and argued
that fresh-to-burnt flamelets are more representative of practical combustion
situations. Recently, Knudsen et al. [2] have proposed a strained flamelet
model in the context of large-eddy simulation that leads to very good results
in predictions of a DNS data set for an methane-air Bunsen flame. The
key idea behind this model is to use a species as the strain marker and to
parameterize strained flamelets by this species. Knudsen and coworkers found
that this parameterization removes the arbitrariness of selecting a particular
flamelet configuration, since back-to-back and fresh-to-burnt flamelet profiles
collapse when parameterized by an appropriate species.
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1.2.2 Nitric oxide formation

Accurate modeling of NO emissions in turbulent flames is a field of ongoing
research [44]. Its primary challenge arises from the multi-scale nature of NO
formation meaning that various formation pathways such as the Zeldovich
mechanism [45], the prompt mechanism [46], the NNH mechanism [47], and
the NoO pathway [48] interact with each other over vastly different time
scales. In particular, the slow thermal NO production through the Zeldovich
mechanism is characterized by a different time scale than the fuel chemistry,
which needs to be considered in combustion models. This NO formation
pathway is often the most important one because of its strong temperature
dependence and typically high combustion temperatures. However, modern
combustion technologies try to avoid thermal NO by lean burn or high EGR
rates. As a consequence, other formation pathways gain importance. A
popular strategy to address the issue of NO modeling in turbulent combustion
is the solution of an additional transport equation for the NO mass fraction,
which was first considered by Marracino and Lentini [49]. This requires
modeling of the chemical source of NO, for which three different closure
types have been proposed. The first one relies on a quasi-steady-state (QSS)
assumption for intermediate species [50], which results in a linear equation
system and a closed NO transport equation. This approach is intended for the
prediction of slow thermal NO formation, while it cannot track NO formation
in the flame front due to the QSS approximation. Another technique is the
incorporation of detailed chemistry in turbulent flame simulations either in the
transported probability density function (TPDF) or the conditional moment
closure (CMC) framework. Recent examples of this approach on the basis of
the TPDF method are the work by Bulat et al. [51] who carried out LES of an
industrial gas turbine combustion chamber in order to analyze NO formation
inside the chamber, and the work of Sundaram et al. [52], who computed a
premixed high-pressure combustor. The third approach is the closure of the
NO source term by means of tabulated chemistry. This approach is appealing
due to its low computational cost and also the subject of chapter 7.

A closure relying on tabulated chemistry was first proposed by Bradley et
al. [563], who measured the NO concentration in lean premixed flames and
suggested to parametrize the NO source as a function of the progress variable
parametrized from unstretched premixed flamelets. Vreman et al. [54] used
this idea to perform LES of the nonpremixed Sandia D flame tabulating the
NO source term against a progress variable. They compared results obtained
with two tabulations; in one case, unstretched premixed flamelets are used,
while in the other case nonpremixed flamelets were employed, which both
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significantly overpredict the measurements. Moreover, Thme and Pitsch [55]
developed an NO model for turbulent nonpremixed combustion considering
the slow formation of thermal NO. They decomposed the total source term
into a production and a consumption term and argued that the production
term is independent of the NO concentration and can be parameterized as a
function of a progress variable. Conversely, they asserted that the consumption
term is a strong function of the NO mass fraction and formulated a linear
expansion of the consumption term around its flamelet value. The model
approaches due to Bradley as well as Thme and Pitsch were compared in an
LES study of a turbulent nonpremixed flame burner [56]. Both models led to
very similar NO predictions and, in particular, an improvement of the more
complex source term formulation by Ihme and Pitsch could not be detected
for the investigated case.

Recently, also other avenues of potential model improvement were published.
Godel et al. [57] and van Oijen et al. [58] investigated the definition of the
progress variable and found that the inclusion of NO,, species into the progress
variable results in much better NO predictions while not affecting other
predictions such as the temperature. Pecquery et al. [59] developed a model
with a mixed parameterization of the NO chemical source term based on two
one-dimensional tables. The idea behind this model is that NO produced
inside the flame can be captured by a conventional progress variable, while the
thermal NO formation in the post flame region can be described by the NO
mass fraction. Furthermore, Zoller et al. [60] developed a model considering
especially NOs chemistry. They argued that the linear expansion of Thme
and Pitsch is not suitable for flames, in which the NO concentration deviates
significantly from the equilibrium concentration. To account for this, they
suggested an extended model with an additional enthalpy dimension in the
tabulation that replaces the linear expansion.

Finally, another type of tabulated chemistry NO model has recently been
developed, which expresses the NO source term as a function of its flamelet
value and a relaxation time. A first model variant was proposed for the pre-
diction of thermal NO formation in engines, which assumes a linear relaxation
of the NO mass fraction towards its equilibrium value [61]. On the basis of
ILDM for NO chemistry proposed by Nafe and Maas [62], this model was
generalized in that it also accounts for other formation pathways besides the
Zeldovich pathway and for NoO and NO; species [63]. In a recent study,
the model has been extended for other combustion regimes and applied in
diffusion flames and in the MILD regime [64].



2 Direct numerical simulation

The principal challenge in predicting and simulating turbulent reacting flows
arises from its multi-scale nature [65]. This means that in a DNS study all
time and length scales ranging from the smallest scales associated with the
fastest reactions up to integral scales of the turbulence must be resolved.
Lately, DNS of turbulent combustion has been established as a vital research
tool in the combustion community and its use to address fundamental ques-
tions in combustion science and to guide model development is becoming
more widespread as reviewed by Chen [66]. Continuous rise in available
supercomputing resources accompanied by recent progress in numerical meth-
ods, simulation codes for reacting flows, and the handling of complex fuel
chemistry have enabled a series of impressive DNS studies with yet some
practical relevance for combustion systems at engineering scale.

2.1 State-of-the-art, trends, and limitations

Besides a continuous rise of the Reynolds number, two main trends of re-
cent DNS can be observed. First, the flow configurations have evolved from
isotropic turbulence and often feature a mean shear driving the turbulence
or even resemble geometric features of realistic systems. Examples of ad-
vanced flow configurations comprise temporally developing nonpremixed [67],
premixed [68], and auto-igniting lifted jet flames [69, 70], premixed swirling
flames [71, 72], a jet in cross flow flame [73], swirl-stabilized spray combus-
tion [74], and a premixed flame interacting with a wall [75]. Second, efforts
have been made to incorporate increasingly more realistic fuel chemistry into
DNS studies [76]. Among these are the development of reduced, non-stiff
mechanisms [77] specifically targeted for the application in DNS and tech-
niques to accelerate the solution of ordinary differential equations (ODE)
representing the chemistry by using Graphics Processing Units (GPU) [78],
Krylov subspace solvers [79], or adaptive preconditions [80]. Examples of DNS
with complex chemistry are sooting n-heptane flames [20] and auto-igniting
flames mimicking HCCI conditions [81, 82, 83].

It is worth noting that despite the above mentioned progress of DNS
of turbulent combustion, DNS remains a tool that, because of resolution
requirements, is limited to certain ranges of the governing non-dimensional
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groups, such as to moderate Reynolds numbers, moderate Damkohler numbers,
and high Karlovitz numbers. Especially the fact that high Reynolds numbers
are difficult to achieve in DNS with presently available supercomputing
resources poses a challenge and calls for caution in drawing conclusions from
DNS data for realistic combustion systems. As an example, although many
models rely in one way or another on the high Reynolds number limit and
Kolmogorov’s inertial range scaling, DNS typically cannot reach that limit.
In that sense, models might be invalidated using low Reynolds number DNS
data, while still yielding quite good results in actual applications to realistic
engines and vice versa.

In spite of the fact that Reynolds numbers of practical relevance can
presently not be achieved in DNS of reacting flows, the use of DNS data
in model development is still quite useful. For incompressible flows, quite
impressive Reynolds numbers are already achieved [84, 85, 86, 87], and even
DNS for shear driven reacting flows is now on the verge of reaching Reynolds
numbers beyond the transitional regime.

2.2 Turbulence DNS with reduced order chemistry
models

The computational cost of DNS of turbulent combustion with complex chem-
istry [20, 81, 82, 83] mainly stems from the solution of the transport equations
for the involved species, particularly from the chemical mechanisms. One
alternative to reduce the computational cost is to perform flow DNS with
chemistry models that resolve the smallest scales of the turbulence, but rep-
resent the chemistry by an appropriate model, such as the level set model
or tabulated chemistry [88, 89]. The validity of such simplifications depends
strongly on the scientific objective. Global properties e.g. the total heat
release rate might only negligibly be affected by this assumption, whereas
the small-scale interaction of turbulence and chemistry, which for instance is
crucial for pollutant formation, might not be described accurately. Further-
more, when invoking a simplified chemistry representation, one must carefully
consider its validity range and the combustion regime for which this chemistry
representation holds.

2.3 Governing equations of reacting flows

The fluid motion and thermochemical state of the system are described by the
reacting Navier-Stokes equations in the low-Mach limit. Mass conservation
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where p is the density and ug the Velocity vector. Momentum conservation
yields
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where body forces are neglected and P and 7,3 denote the pressure and the
stress tensor, respectively. For the stress tensor 7,3, the model for Newtonian
fluids is used
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where p is the dynamic viscosity and
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is the strain rate tensor. Species mass fractions Y; and the temperature T
evolve according to
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respectively. In Egs. 2.5 and 2.6, 7; denotes the chemical source term for
species mass fractions, c, the specific heat of the mixture at constant pressure,
A the thermal conductivity of the mixture, h; the specific enthalpy of species
i, and n the number of considered species. The species diffusion velocity
appearing in the species and temperature equations is modeled with the
Curtiss-Hirschfelder approximation [90].

1 W;0X; . WaX
Vi = — v Dy g tVe and V¢ ZD (2.7)

D;, W;, and X; denote the diffusivity, the molecular mass, and the mole
fraction of each species, while W is the molecular mass of the gas mixture.
Note that effects from thermophoresis are neglected and the fluid is assumed
to be an ideal gas.
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2.4 Approaches for DNS of turbulent combustion

Currently, different numerical approaches are followed to perform large-scale
DNS studies of turbulent flames. The first one is to consider a compressible
form of the governing equations to arrive at a set of fully compressible
equations for momentum, total energy, species, and mass continuity [91].
When using explicit methods, its main advantage is the low communication
need in the context of massively-parallel computations that enables scalability
and the efficient execution of compressible DNS on hundreds of thousands of
computational cores. Alternatively, a low-Mach number formulation [92, 1]
can be employed which removes acoustic effects from the governing equations.
Therefore, no acoustic Courant-Friedrich-Levy (CFL) condition has to be
satisfied so that the realizable time step can be significantly higher than the
time step in the fully compressible case.

The accurate temporal integration of the reaction-diffusion equations repre-
sents a central challenge of DNS of turbulent combustion. Due to the acoustic
CFL restriction the time step in compressible DNS is typically small enough for
the set of equations to be explicitly discretized and integrated with multi-step
methods such as the Runge-Kutta method. In contrast, DNS with low-Mach
number codes can be advanced with higher time steps, which in turn requires
implicit or semi-implicit time integration procedures. These procedures are
often formulated to take advantage of splitting schemes that decouple the
temporal integration of chemistry and transport, and instead integrate both
processes individually. Commonly implemented splitting schemes are the
symmetric Strang splitting [93] and a recently proposed deferred correction
coupling strategy [94].

In DNS configurations, in which the flame is confined to a small portion
of the computational domain only, adaptive mesh refinement is an appealing
numerical technique to efficiently perform DNS of turbulent combustion [92]
which, depending on the specific case, can significantly reduce the computa-
tional costs compared to completely structured grids.

In this thesis, a low-Mach number formulation is employed. In the next
chapter, a high-order finite difference scheme is developed, which is suited for
DNS of turbulent combustion in a low-Mach number framework.

10



3 A consistent high-order finite difference
scheme for DNS of turbulent combustion

Among a number of numerical methods to solve the underlying governing
equations of turbulent flows for direct numerical simulation or large-eddy
simulation, the finite difference (FD) scheme is an appealing technique due to
its simplicity, straightforward implementation, and possibility of high-order
accuracy. With this method, two considerations make it desirable to employ
high-order schemes. The first one is a notion that these lead to more accurate
results, which has been shown, for example, by Desjardins et al. [1] in a series of
test cases or by Schumacher et al. [95] in an analysis of small-scale turbulence.
Most high-order schemes show an improved wavenumber response at high
frequencies, which results in a better resolution of small-scale turbulence.
Secondly, given a maximum allowable error of a simulation, the use of high-
order schemes can reduce the overall computational cost by decreasing the
number of grid points, in spite of a higher computational cost per grid point
compared to lower-order schemes. For example, it was shown by Donzis and
Yeung [96] that the resolution criteria to obtain converged statistics of scalar
mixing become more stringent for lower-order schemes.

In case of turbulent reacting flows, however, the advantages of high-order
finite difference (HOFD) methods need more careful consideration. Reduced
numerical damping of an HOFD may lead to excessive dispersive errors. These
can be detrimental especially to the thermochemical variables, as their physical
bounds may be violated near the oscillatory errors, which leads to unphysical
solutions or unwanted termination of a simulation. This issue is aggravated
near a rapid spatial change, such as a flame front. In the literature, there are
relatively few studies using HOFD for turbulent reacting flows, e.g. [91]. In
order to overcome the issues arising from dispersive errors, several techniques
for additional dissipation, such as upwind-biased schemes and filtering have
been used widely for turbulent reacting flows, e. g. [97, 98, 91, 66]. However,
it is possible that the existing schemes may not reflect the underlying physics
correctly and cannot damp out unphysical oscillations successfully. As an
example, Fig. 3.1 shows an instantaneous snapshot of the mixture fraction
(Z) field in an LES of the Darmstadt turbulent stratified flame burner (TSF).
A fourth-order FD scheme [99, 1] was used for the mass and momentum

11
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conservation and a third-order WENO scheme [100] for the scalars. Details
of the case are described in section 3.4. An issue illustrated in Fig. 3.1 is that
unphysical oscillations in the Z-field are observed, for example, inside Slot 1,
where the local Z-distribution is expected to remain constant. As presented
in the next section, a primary reason for this issue is an inconsistency among
discretization schemes for different conservation laws, rather than insufficient
stabilization from the employed HOFD and WENO schemes.

0 0.05 0.1 -5 5 15
x [m] x [m] %1073

(a) Snapshot of the nozzle region and all  (b) Zoom into white dashed box, where the
feed streams. unphysical structures appear.

Figure 3.1: LES of flame Case Ar of the Darmstadt TSF burner. An instantaneous
snapshot of the mixture fraction (Z) field is shown.

Given the problem of the unphysical oscillations in the scalar transport with
a high-order discretization method, the objective of the present chapter is an
extension of an HOFD in order to eliminate this restriction. This chapter is
organized as follows. Section 3.1 provides the considered governing equations
and describes numerical schemes employed. In section 3.2, the origin of the
issue is analyzed and a new numerical formulation is proposed. Next, in
section 3.3, this formulation is verified with laminar non-reacting/reacting
flow cases and the turbulent stratified premixed flame shown in Fig. 3.1.

3.1 General considerations about scalar transport

Before proceeding to the numerical methods, a generalized set of the governing
equations for a reacting flow system is provided along with a description of
commonly used numerical frameworks for the underlying equations. These
are the continuity equation (Eq. 2.1), the momentum equation (Eq. 2.2), and

12
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a conservation equation for a scalar ¢. For example, ¢ can denote the mass
fraction Y; of a chemical species 4, the temperature 1" for energy conservation,
or the mixture fraction Z. Since the following discussion holds for reactive and
nonreactive scalars alike, a conventional transport equation for ¢ is introduced
for the sake of generality as

009 Opuso _ 0 (1 00
ot " omy  ow, PP, ) T (3:-1)

where the symbols Dy and S¢ denote the molecular diffusivity and source
term of the scalar ¢, respectively.
The LHS terms in Eqgs. 2.2 and 3.1 can be recast in the forms
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Satisfying these relationships in a discrete way is neither always possible
nor always ensured in existing schemes from the literature. Using Eq. 2.1,
the second terms in the RHSs of Eqgs. 3.2 and 3.3 become zero leading to
the advective forms of the equations. Based on this, there are two practical
advantages manifested from Eqs. 3.2 and 3.3 being satisfied discretely: (i) an
accurate numerical representation is presented for advection-dominant physics
observed in turbulent flows; (ii) a uniform field of a variable is not disturbed
spuriously under non-uniform density or velocity distribution.

Various numerical approaches for Egs. 2.1, 2.2, and 3.1 in the literature
can be sorted into the following three categories:

e Schemes with discrete secondary conservation: The conservative dis-
cretization schemes of Morinishi [101] and of Subbareddy and Can-
dler [102] are very useful because they satisfy Eqgs. 3.2 and 3.3 discretely.
In addition to the advantages (i) and (ii), the property of discrete
secondary conservation contributes to stability without an additional
diffusive effect ([103, 104, 105, 106, 99, 1, 102, 107], etc.). However,
these schemes are relatively less useful for LES or DNS of turbulent
reacting flows. A large dispersive error may develop locally near a sharp
front such as a flame, although the schemes can maintain global stability.

¢ Upwind-biased schemes: These are known as the most effective solutions
to dispersive errors. They disobey Egs. 3.2 and 3.3 discretely, but a

13
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uniform variable field is not disturbed spuriously (the advantage (ii))
with consistent discretization among the mass and other conservation
laws. For LES or DNS of turbulent reacting flows, a mixed approach
was employed in several previous studies; e. g. in references [97, 1, 98,
108, 109, 110], a combination of a centered discretization scheme for the
momentum and an upwind-biased scheme (e.g. QUICK, WENO) for the
scalars was used. The mixed schemes are very useful for turbulent flows,
as the small-scale eddies contribute significantly to turbulent mixing
and it is desirable to minimize artificial dissipation. Another reason to
justify upwind-biased schemes only for a scalar transport equation is
that it does not have a term similar to the pressure that gives additional
stabilization for the momentum equation [111].

e Advection form of the convection/advection terms: By ignoring the
second terms in the RHS of Eqs. 3.2 and 3.3, the advection forms can
be used to enforce the advantages (i) and (ii) simultaneously. For prob-
lems of multi-component mixing and contact discontinuity, employing
advection forms for one or more conservation laws has been found to be
the most effective solution to spurious numerical oscillations observed
in numerous previous studies ([112, 113, 114, 115, 116], among others).
The only issue seems to be a lack of discrete conservation. This approach
is expected to become more useful as the Mach number increases, as
the importance of the advection effect increases with the flow speed.

In the present study, we consider a mixed approach developed by [1] suited
for turbulent reacting flows in the low Mach regime. Specifically, an HOFD
conserving the discrete kinetic energy and available for various orders of the
accuracy is used for mass and momentum conservation, and an upwind-biased
scheme is used for the scalars.

3.2 Numerical methods

In this section, the reason for the oscillatory mixture fraction field shown in
Fig. 3.1 is analyzed, and then an improved scheme to resolve this issue is
presented.

3.2.1 Coordinate system

Following Morinishi et al. [99] and Desjardins et al. [1], the physical space is
described by an orthogonal coordinate system x = (1, z2, 23) on a staggered
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grid, as illustrated in Fig. 3.2. The physical space can be transformed into
a computational space on the basis of a unity space vector 1 = ({1, (2, (3)
by introducing scaling factors that relate the physical space to the uniform
computational space. The scaling factors for the Cartesian coordinate in
Fig. 3.2 are obtained from a differentiation of the physical space with respect
to the computational space and are given as

dzry dzo dzs
hi = ———, ho=—=, d h3=—7". 3.4
YA Tt dG an 2T dG (34)
Based on the scaling factors, a Jacobian is defined for notional simplicity as
J = hihshs. (3.5)

Note that here only Cartesian coordinates are considered. However, the
derivation of the new scheme outlined in the next section is analogous for
both Cartesian and cylindrical coordinates meaning that the formulation for
the cylindrical coordinate can be safely omitted here.
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Figure 3.2: Cartesian staggered grid representation of a two-dimensional (x1 — z2)
plane. The arrows denote the velocity components in the x; and z2 directions. The
dots denote the pressure, density and any scalar.

3.2.2 On a source of local oscillation in a scalar field

For simplicity of our analysis, Egs. 2.1, 2.2 | and 3.1 are considered for the
one-dimensional case (z1-coordinate in the Cartesian coordinate system with
x = (21, x2,x3)) with zero viscosity and diffusivity.

@ dpuy
ot 8£C1

=0, (3.6)
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It is known that the identity Eq. 3.2 for the momentum equation is satisfied
discretely in the schemes of Desjardins et al. [1] and of Morinishi [101] at
any arbitrary high discretization order. Conversely, the identity Eq. 3.3 for a
scalar is not always ensured in the framework of Desjardins and coworkers [1]
and is therefore discussed in more detail in the following. In the staggered
grid configuration shown in Fig. 3.2, the discretized equations for Eqgs. 3.6
and 3.8 for the ¢-th cell are written as

()7 = ()} L Olpw)™
At 8901

fd
=0, (3.9)
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where At is the time step and Az; is the grid spacing in the z; direction.
The symbol n denotes the time index and m denotes an instant between n
and n+ 1. The symbol \{ ¢ denotes a finite difference operator centered at the
i-th cell and |7 denotes an upwind-biased reconstruction from the cell-based
¢ values to the k-th face. Note that various methods such as QUICK and
WENO can be used in this context. In case of the second-order discretization,
the second term in Eq. 3.9 can be expressed as

d (pus) fd—2nd (pul)iJr% — (pU1)i71

= 2 3.11
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%

and Eq. 3.10 along with Eq. 3.9 can maintain a uniform and steady ¢ under
non-uniform p and u; fields. This is evident from the fact that Eq. 3.10
becomes identical to Eq. 3.9 in case of uniform and steady ¢.

However, with the fourth-order FD approximation of Morinishi et al. [103]
and of Desjardins et al. [1],

16



3.2 Numerical methods
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This shows that Egs. 3.9 and 3.10 become inconsistent with each other for a
uniform ¢. As the mass conservation Eq. 3.9 is enforced, there is a difference
between the fourth-order discretization and the second-order contribution to
it (first term in the last row of Eq. 3.12), which is the basis for the upwind
discretization in Eq. 3.10. Here, in order to satisfy Eq. 3.10, this difference
(=0 (Az?)) for 8(8”7;‘11)
¢-field, which will disturb a uniform scalar distribution spuriously. This issue
occurs at any order of accuracy higher than the second. This can result in

the oscillatory error shown in Fig. 3.1. Note that the error is proportional to
the size of the (pu) derivative, which is shown by rewriting Eq. 3.10 as

“needs to be compensated by a modification of the

(p) T —(p) 7

AT
ST =T ()1 —(pu), 1]
I e i = R e

where (pur), = { (pur),_y + (pur)iyy } /2 and 97, = {9l\7, + ¢l\7, } /2.
Since the first term inside the bracket of Eq. 3.13 disappears for a uniform
scalar distribution, the second term, which is inconsistent with the discretized
continuity Eq. 3.9, is responsible for the oscillatory error. The argument that
the error is proportional to the size of the (pu;) derivative will be verified
further in section 3.3.2. In a three-dimensional case, it is deduced that the
regions with this issue are those with a large diagonal component of the
(Opui/0z;) tensor. In the next section, a numerical method to resolve this
issue is presented.
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3.2.3 A new consistent numerical formulation
Mass flux discretization for upwind-biased schemes

Using the schemes of Morinishi et al. [99] and of Desjardins et al. [1], the
derivative of the mass-conserving velocity in the zi-direction with the Nth-
order accuracy is written as

fd—Nth N/2 Oior_ (i U )
1 (20-1) puL
S —— (3.14)

J = d1-1)C1

9 (pu1)
al’l

i
where the scaling factor h; and Jacobian J are described in section 3.2.1. The
interpolation weights «; are adopted from Desjardins et al. as

N/2
ST @1V =6y forie[1,N/2], (3.15)
1=1

where 0;; denotes the Kronecker delta. The operator appearing in the RHS

of Eq. 3.14 denotes a discrete second-order differentiation of a quantity ¢ in
the (y-direction given a stencil size of k and is defined as

Op
0rC1

In this study, a consistent set of discretized equations of the mass conserva-
tion and scalar transport for the Nth-order FD is written as
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where Flf Z_Nth denotes a finite-volume mass flux consistent with Eq. 3.14 at
the k-th face and is derived as

N/2—1 N/2

v—Nth Qe
CTAED D I DL PR X

g=-N/241 (r=lql+1

18



3.2 Numerical methods

where g = (h—ipm)k is the local mass flux at the k-th face. With Eq. 3.19,

the finite-difference and finite-volume expressions for a(apTull)

~in Eq. 3.17
become identical. In case of the fourth-order accuracy, for exarilple,
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Thus, Eqgs. 3.17 and 3.18 lead to a consistent set and do not disturb a uniform
scalar spuriously. Regarding the accuracy of Eq. 3.18 compared to the
original discretization Eq. 3.10, the proposed advection velocity h—jF fu=Nth
is a second-order approximation in space to the original advection Vélocity
(pu1),,, considering that Eq. 3.19 is symmetric across the k-th face and the

sum of all weights of i -puy is unity. Therefore, it is deduced that Eq. 3.18 is

a second-order approxunatlon to Eq. 3.10. However, although by Fy f . Nth g

3(P 1)

a second-order approximation to (pu;),, the resulting term achleves

a high-order accuracy because of cancellation of the error terms. Note that
the error to the scalar transport equation is the only additional error by the
proposed scheme. As the discretization stencil for the continuity equation is
identically maintained, no change is necessary for the momentum equation.

Also, it is worth noting that Eqgs. 3.17 and 3.18 become identical to the
original Eqgs. 3.9 and 3.10 in case of the second-order FD of Desjardins et
al. [1]. Furthermore, it should be noted that applying Eqgs. 3.14-3.19 to the
directions (s and (3 is trivial, which means that an extension to the cylindrical
coordinate can be easily done.

Boundary treatment

The finite-volume mass flux Eq. 3.19 needs to be modified near a physical
boundary. Following the technique for the boundary treatment in [1], the
modified mass fluxes for the schemes with the second, fourth and sixth-order
accuracies are presented in Table 3.1, assuming the boundary is located at
the left of the face with the index k = 1/2. Table 3.2 lists the accuracy orders
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of the derivative of the mass-conserving velocity at the CV centers near the
left boundary using the mass fluxes in Table 3.1.

| Face index k [ 1/2 (boundary) | 3/2 | 5/2 |
2nd-order 91 Regular Regular
4th-order g1 Regular Regular
(F+5) 0
+(+ % —52)gs
6th-order 91 N Ea? N 23%) )5 2 Regular
3 5 5
«
+(%) 93
Table 3.1: Examples of the finite-volume mass flux Flfszth modified near the left

boundary for schemes with the second, fourth, and sixth-order accuracies.

| CVindex i [ 1 (next to boundary) | 2 | 3|
2nd-order 2 212
4th-order 1 4|4
6th-order 1 216

Table 3.2: The accuracy orders of the derivative of the mass-conserving velocity
near the left boundary using the schemes in Table 3.1.

In summary, the high-order stencil of Desjardins and coworkers [1] for the
mass conservation is reformulated into a flux-based form, which enables the
high-order scheme to be combined consistently with an upwind-biased scheme
for the scalar transport. The applicability and effectiveness of the proposed
scheme will be examined for laminar and turbulent flows in the next section.

3.3 Results

3.3.1 Verification test with a manufactured solution
Problem setup

In order to test the proposed approach for accuracy and the capability to re-
solve the spurious oscillation issue, an analytic flow problem and manufactured
scalar solution [117, 118] are used. Here, a new analytic flow solution with
a variable density is derived by modifying the Taylor vortex problem [119].
Based on this, a manufactured solution is derived for a scalar ¢4. With a
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zero viscosity, the two-dimensional fields of the density, velocity, pressure,
scalars, and their source terms are written as

p(x1,z2,t) = [1 4+ C,cosméy cosmés]? (3.21)

coséy sinwés

w1 (xl,xg,t) = + Uf, (3.22)
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where (&1, &2)=(z1 — U{"t, x2 — Ugt) is the coordinate to make the flow fields
translate at the advection velocity of (Uf, U$)=(1, 1). The constant C, is
set to 0.1 that leads to a density range between 0.8 and 1.2. Dy, denotes
the diffusivity of the scalar ¢ 4. Note that the scalar ¢p has a uniform
distribution. The simulation results at ¢ = 0.1 are compared with the analytic
solutions. The order of accuracy is investigated from the results with four
different grids (16 x 16, 32 x 32, 64 x 64, 128 x 128) and appropriately chosen
time steps (At=0.01, 0.005, 0.0025 and 0.00125) in a periodic domain of
(-2 < 1 <2, =2 < x3 < 2). Both grid size and time step are halved
simultaneously to test the accuracy order. For the time advancement, the
second-order Crank-Nicolson method is used. For an implicit coupling between
the mass and momentum conservation laws, a variant of the fractional-step
method [120, 111] is employed. A finite difference method [99, 1] with the
same order of accuracy as the convective/advective terms is used for the
viscous/diffusive terms. Further details on the spatial discretization method
are found in [1].
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Error analysis

Since the previous and the proposed schemes are analytically identical for
the second-order FD in space as shown in section 3.2.3, the errors need to be
discussed only for the fourth and sixth-order FD methods.

Fig. 3.3 shows a comparison of the spatially averaged (Lz) errors using the
previous approach (corresponding to Egs. 3.9 and 3.10) and the proposed
approach (corresponding to Eqs. 3.17 and 3.18) combining the high-order FD
methods [99, 1] and a third-order WENO scheme [100]. The value of Dy is set
to zero. The error of the uniform scalar ¢p is very small with the proposed
approach and multiplied by 107 for a better presentation. It is found from the
figure that the accuracy for the x;-velocity is the same for the previous and
proposed approaches and is a little lower than its theoretical value, which will
be discussed further below. For the scalar ¢ 4, it is shown that the previous
and proposed approaches have similar accuracies, which implies that the
additional error introduced by the proposed scheme Eq. 3.18 is marginal. For
the uniform scalar ¢, the previous approach shows a finite error, although
the accuracy is similar to second-order. In contrast, the proposed approach
shows very small errors close to the convergence residual. Fig. 3.4 shows the
contours of the scalar ¢p at t = 0.1 with a 32 x 32 grid associated with the
previous approach. In contrast, the departure of the scalar field from the
constant value in the proposed approach is close to the machine precision and
therefore not shown here. This confirms that the spurious oscillation in the
scalar with the previous approach can be removed by the proposed scheme. It
should be noted that the spurious oscillation is an error from the numerical
inconsistency as described in section 3.2.2. This error is a primary one in
case of ¢p and also exists in case of ¢4. Another reason why the previous
and proposed approaches have similar results for ¢ 4 is that the discretization
error for the non-uniform scalar field is much larger than the error from the
inconsistency. This is confirmed by the finding that the error in ¢4 is much
larger compared to that of ¢ as shown in Fig. 3.3 (a).

Fig. 3.5 shows a comparison of the spatially averaged (Ls) errors with a
fifth-order WENO scheme. All the other configurations are the same as those
for Fig. 3.3. The results for the velocity are the same as those in Fig. 3.3.
The errors for the scalar ¢4 are much smaller than those in Fig. 3.3, which
shows the effectiveness of the higher-order scheme for a scalar. In contrast,
the errors for the scalar ¢p are almost the same as those in Fig. 3.3. This
implies that the numerical oscillations in ¢ g result from the inconsistency in
mass conservation, not from the scalar reconstruction scheme.
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Figure 3.3: Spatially averaged (L2) errors in u1, ¢4 and ¢p at t=0.1 for a laminar
flow problem with high-order FD schemes and a third-order WENO scheme:
, UL, — = ——, pa; ——, ¢p; @, ¢p with non-zero diffusivity. The error of the
scalar ¢p with the proposed approach is multiplied by 107 for a better presentation.
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AN

) 4th-order FD & WENO3 ) 6th-order FD & WENO3

Figure 3.4: Contours of the scalar ¢p at t = 0.1 for a laminar flow problem with
the previous approach and a 32 x 32 grid. Color scale: 20 contour levels from
—4x107" to4x 107"

The symbols in Figs. 3.3 and 3.5 show the errors in ¢p with another
simulations with Dy, set to 5 x 107!. The size of the oscillation is reduced
by about 40% with the increased diffusivity. It seems that the effect of the
diffusivity is weaker than that of the grid refinement. In order to analyze the
effect of the diffusivity and numerical parameters, the scalar transport Eq. 3.1
in case of a constant density is semi-discretized and non-dimensionalized using
the time step At, grid spacing Az and the reference scalar change A¢, as

* ¢n+1_¢n
TS
duse”  Dyat & (067
_Oup?” | Dy ,
day | prda? o (6@;) 5% (3.29)

ous¢* CFL 9 0o* .
_Dupe” 4 + 53,
B:v;;, Pe 8x73 5‘:1:7;.

where the asterisk denotes a non-dimensionalized variable and p, is the
reference density.
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Figure 3.5: Spatially averaged (L2) errors in u1, ¢4 and ¢p at t=0.1 for a laminar
flow problem with high-order FD schemes and a fifth-order WENO scheme:
, UL, ————, ¢a; ——, ¢p; @, ¢p with non-zero diffusivity. The error of the
scalar ¢p with the proposed approach is multiplied by 107 for a better presentation.
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3 A high-order finite difference scheme for DNS of turbulent combustion

The Courant-Friedrichs-Lewy (CFL) number and Péclet number are defined
as

U, At
CFL = =

Az’
Po — pTUTAac7

Dy

where U, is the reference velocity. Eq. 3.29 implies that the effect of a
numerical error from the advection term can be reduced by the grid spacing
Az and diffusivity Dg. But it cannot explain clearly why the grid spacing
has a stronger effect than the diffusivity in our test, which is attributed to
the discretization error reduced by the high-order scheme. Regarding the last
row of Eq. 3.29, it is noted that the value of the CFL number is maintained
in our test and does not vary significantly for stability in practice. Thus, the
size of the spurious oscillation is affected by the local Péclet number. This
implies that there is a higher possibility of the spurious oscillation in LES
(relatively large Az) compared to DNS for turbulent flows, in a region where
the turbulent diffusivity from an LES model is not very large. Considering that
the increased diffusivity in our test leads to a relatively small decrease in the
error, it is implied that the turbulent diffusivity from LES may be insufficient
to suppress spurious oscillations in practice. This argument motivates an LES
study of a turbulent reacting flow considered in section 3.4.

Before proceeding to the next section, we will discuss a finding from Figs. 3.3
and 3.5 that the accuracy orders for the zi-velocity and ¢4 are a little lower
than the theoretical values of the high-order FD and WENO schemes. It is
partly because the error in space is mixed with the second-order error from
the Crank-Nicolson method in time. The errors in the solution stem from
the spatial and temporal discretizations alike. Therefore, even with a perfect
spatial discretization scheme, the ideal order of the accuracy may not be
accomplished due to the error in the temporal integration. In order to verify
this, Fig. 3.6 shows a comparison with the cases with much smaller temporal
errors by reducing the computational time steps At to ﬁ of those used in
Figs. 3.3 and 3.5. Fig. 3.6 (a) shows that the theoretical accuracies of the
high-order FD schemes for the velocity are almost recovered with the reduced
time steps. However, the ideal accuracies for the WENO schemes are not
recovered with the reduced time steps as shown in Fig. 3.6 (b). According
to [100], the third and fifth-order WENO schemes (WENO3 and WENO5,
hereafter) are third and fourth-order accurate in a smooth monotone region.
In a non-monotonic region, however, WENO3 and WENO5 are reduced locally
to the second and third-order ENO schemes. A deviation from the optimal
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weights subject to a non-monotonic scalar distribution existing in our test can
lead to a decrease of the accuracy. Another reason is that the grid resolutions
used in our test are relatively coarse compared to those used by Jiang et
al. [100]. Therefore, the conditions for “super-convergence” observed by Jiang
et al. [100] seem to be not reached in our test.
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Figure 3.6: Spatially averaged (L2) errors in the xi-velocity and ¢4 at ¢t=0.1 using
regular time steps (A¢=0.01, 0.005, 0. 0025 and 0.00125, shown as lines) and at
t=0.001 using the time steps reduced to 100 At (lines with points) for a laminar flow
problem with high-order FD and WENO schemes.

3.3.2 Application to laminar moving flames with finite-rate
chemistry

In this section, the effects of the previous and proposed approaches are
analyzed using propagating laminar premixed flames. For brevity, only results
for the fourth-order schemes are discussed in the following. However, it has
been carefully checked that the presented findings also hold for sixth-order
discretization.
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3 A high-order finite difference scheme for DNS of turbulent combustion

Problem setup

Fig. 3.7 shows two premixed flame configurations and corresponding flow
fields computed with the proposed approach. The first one (Case A) is a
one-dimensional reacting case, where a flat flame front near a closed (wall)
boundary on the burnt side (left) propagates to the open unburnt side (right).
During an initial transient, the flame front accelerates, until the velocity
converges to a constant value, for which also an analytical solution exists. It
can be derived from a mass balance across the flame front and is given by
dzy _ pu

i ESL”“ (3.30)

where z; denotes the position of the flame front, p, and p the unburnt and
burnt density values, and sr, ,, the laminar burning velocity with respect to
the unburnt state. This problem is also adapted into the two-dimensional
domain with the slip B.C. for the velocity and the Neumann B.C. for the
scalars at the top and bottom boundaries.

The second flame configuration (Case B) is the same as the first, except
for the velocity B.C. at the top and bottom boundaries. A no-slip condition
is applied locally near both ends of the domain, as shown in the figure. The
objective of this case is to examine the effects of the velocity derivative on
the oscillatory error as analyzed in section 3.2.2, as the boundary condition
varying along the z-direction results also in a streamwise velocity variation. In
Fig. 3.7 (c) and (d), the flame front has a curvature due to the no-slip condition
at the walls. The methane-air gas mixture is at a lean equivalence ratio of
¢ = 0.7, at an unburnt temperature of 298 K, and at atmospheric pressure.
Chemical kinetics are expressed by the GRI 2.11 mechanism [121], which
consists of 45 species and 558 elementary reactions. Under these conditions
and according to the chemical mechanism, the laminar burning velocity and
flame thickness based on the temperature gradient are s;, = 17.7 cm/s and
I = 0.65 mm, respectively. The initial flame front is positioned at £ = 1 mm
and the compositions in the burnt and unburnt sides are prescribed with step
functions as initial conditions. The species diffusivities are computed from
constant non-unity Lewis numbers for all species as D; = Lei)‘c - The Lewis
numbers are constant but evaluated in the burnt gas region from a solution
of one-dimensional unstretched premixed flame.
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Figure 3.7: Contours of the wui-velocity and temperature at t=0.001s for two
laminar premixed flames with the fourth-order FD schemes. Color scale: 11 levels
from 0 to 1 m/s for the velocity and 16 levels from 300 to 1800 K for the temperature.
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3 A high-order finite difference scheme for DNS of turbulent combustion

In both test cases, the flame is resolved by more than 16 grid points. As
the computational grid, we used a uniform mesh with 256 x64 points for the
domain shown in Fig. 3.7. In the z-direction, the domain size is equal to
9.227lr. The CFL number is maintained as 0.3 during the simulations. The
fourth-order FD scheme is used for the mass and momentum conservation
laws and a third-order WENO scheme [100] is used for the scalar transport
equation for each scalar species. The temperature and species mass fractions
are advanced by introducing a symmetric operator split [93]. The zero-
dimensional chemistry equations resulting from this so-called Strang splitting
are solved using a fully time-implicit backward difference method [122].

Results

Fig. 3.8 shows a verification of the converged flame speed for Case A against
the analytic value. The results with the fourth-order FD with the previous
and proposed approaches show good agreement with the analytic value.
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Figure 3.8: Temporal evolution of the flame propagation speed compared with an
analytic solution for a one-dimensional premixed flame: , analytic solution;
+, previous 4th-order FD & WENO3; x, proposed 4th-order FD & WENO3.

Figs. 3.9 and 3.10 show a comparison of the density and mass fraction
of Ny (Yn,) at the time ¢ = 0.0025s. Note that some artifacts from the
initial conditions imposed as step functions are visible near x = 1 mm for
Yn,. For Case A, the differences between the cases with the previous and
proposed approaches are only marginal. For Case B, however, some unphysical
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3.3 Results

errors are observed with the previous approach near the boundaries in the
y-direction. Notably, the regions with a larger error correspond to those with
a large derivative of the z-velocity. This is consistent with the argument
in section 3.2.2. From the figures, it is observed that the unphysical errors
are removed by the proposed approach, showing its effectiveness also for a
reacting flow.
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Figure 3.9: Contours of the density at t = 0.0025 s for two laminar premixed flames
with the fourth-order FD schemes. Color scale: 20 levels from 0.2 to 1.15kg/m?®.
Black lines: 13 levels from 1.09 to 1.15kg/m?®.
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Figure 3.10: Contours of Yn, at t = 0.0025 s for two laminar premixed flames with
the fourth-order FD schemes. Color scale: 13 levels from 0.72 to 0.75. The black
lines denote the locations of the maximum heat release for reference.

Fig. 3.11 shows a comparison of the mass fractions of CO (Yco) and NO,
(Yxo,) for Case B. Interestingly, the differences of Yoo and Yno, between
the two approaches are not as clear as in the density or Yn,. This can be
explained by the fact that numerical errors are mimicked by the effects of
chemical reactions. By examining all chemical species, a tendency is found
that the previous and proposed approaches produce a clearly visible difference
for species experiencing a relatively small change in the mass fraction via
chemical reaction, such as Ny. This is reasonable, because the oscillatory
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error is generated from the advection process, not from a chemical reaction.
This can explain why the mixture fraction Z in Fig. 3.1 is prone to a local
oscillation, as it is not a reactive scalar. Besides, there is a relatively large
value of the velocity derivative induced near the nozzles.
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Figure 3.11: Contours of Yco and Yno, at t = 0.0025s for a laminar premixed

flame (Case B) with the fourth-order FD schemes. Color scale: 23 levels from 0.0

to 0.022 for Yoo and 13 levels from 1077 to 7 x 10~7 for Yno,. The black lines
denote the locations of the maximum heat release for reference.
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3 A high-order finite difference scheme for DNS of turbulent combustion

3.4 Application to LES of turbulent premixed
combustion

3.4.1 Description of target flame and simulation details

Experiments from the Darmstadt TSF-burner [24, 123] have been selected
as target validation cases in the Turbulent Non-Premixed Flame (TNF)
Workshop [124] and were, therefore, considered in several modeling studies
including a joint publication by several research groups on LES modeling
strategies for turbulent stratified premixed combustion submitted to heat
losses [125]. The burner consists of a central pilot pipe, two concentric slots
(named Slot 1 and Slot 2) surrounding the central pilot pipe, and a large coflow
that isolates the flame from the environment. A flame holder is positioned
inside the pilot and hot burnt products issue into the burner from the pilot,
while Slot 1 and Slot 2 feed unburnt methane-air mixtures into the burner
as shown in Fig. 3.1. The selected simulation case for the present study is a
reacting configuration, case Ar, which is described in Table 3.3 and explained
in more details in [24] and [123]. Note that this flame case features fuel
stratification between Slot 1 and Slot 2.

Case  Ppilot  UPilot  ®Slot1  VUSlot1  [lesiot1  @Slot2  Vslot2  Fesior2
[m/s] [m/s] [m/s]
Ar 0.9 1 0.9 10 13,800 0.6 10 13,300

Table 3.3: Operating conditions of the simulated flame of the TSF-burner [24, 123].

Previous LES studies on different flame configurations of the TSF-burner
have been carried out in adiabatic [123, 126] and non-adiabatic [109, 127]
environments. Heat losses have been found to be important close to the
nozzle and to be negligible further downstream. Since heat loss modeling
is not the topic of the present study, simulations shown here are performed
under adiabatic conditions. Combustion is modeled using a coupled level
set /progress variable framework [108] in conjunction with a presumed subfilter
probability density function (PDF) approach.

The simulations are performed in cylindrical coordinates using the numerical
methods of Desjardins and coworkers [1]. A third-order WENO scheme [100]
is used for the scalar transport equations for the progress variable A and
mixture fraction Z. A grid of 256 x 192 x 64 points in the axial (z), radial
(r) and azimuthal (0) directions, resulting in 3.1 million grid points in total
and the ratio of the filter size to the flame thickness based on the maximum
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3.4 Application to LES of turbulent premixed combustion

temperature gradient of A/l = 2.32. The computational domain spans from
15 mm upstream of the pilot nozzle exit to 1,100 mm downstream of the pilot
nozzle exit, while the radial direction ranges to a diameter of 1,200 mm and
the circumferential direction covers the entire azimuth. The large domain
sizes in the axial and radial directions are imposed in order to prevent the
boundary conditions from affecting the flame. The mesh is refined in the
flame region where the measurements are carried out and is coarsened towards
the boundaries. In the fine region, the mesh spacings in the axial and radial
directions are equidistant, whereas the mesh is stretched in the axial direction
near the outflow boundary with the maximum aspect ratio Az/Ar of 10.
Further details about the combustion model and numerical setup can be
found in [109].

3.4.2 LES results

In this section, the simulation results of the TSF-burner are discussed. Here,
four simulations are carried out. The first three cases correspond to the
proposed approach, i.e. a consistent combination of a FD (for the mass
and momentum) and WENO (for the scalars), with the second, fourth and
sixth-order FD schemes, respectively. The fourth case is using the previous
approach [1] with the fourth-order FD scheme for comparison. Note that the
previous and proposes schemes are identical for the second-order FD scheme.
On the computational cost of using an HOFD, the simulations applying the
fourth-order and sixth-order schemes are 62% and 89% more expensive than
that of second-order.

Fig. 3.12 shows a comparison of the instantaneous mixture fraction (Z)
fields from the previous and proposed approaches with the fourth-order FD.
It is found that the unphysical oscillations inside Slot 1 with the previous
approach are not observed with the proposed scheme. For a reference, the
maximum Péclet number for the simulations is about 300.

In order to examine the effect of an HOFD on turbulence statistics, the
results using the proposed approach with the second, fourth and, sixth-
order FD schemes are compared with experimental data. At the measurement
locations, mean and root mean square (RMS) values of the filtered temperature
T from the LES solution are compared with the experimental measurements.
The mean and RMS temperature values are computed as

Tinean = <T> (3.31)
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3 A high-order finite difference scheme for DNS of turbulent combustion

Toe = <<T2> _ <f>2)% : (3.32)

where the (-) operator denotes temporal averaging. In addition, using the
statistical homogeneity in the azimuthal direction, all statistics are further
averaged in this direction.

r[m]
r [m]

0 0.05 0.1 0 0.05 0.1
x [m] x [m]
(a) Reference 4th-order FD & WENO3 (b) Proposed 4th-order FD & WENO3

Figure 3.12: Comparison of instantaneous contours of the mixture fraction from
LES of the TSF flame (case Ar).

Figs. 3.13 and 3.14 show the mean and RMS of the temperature from the
LES and experimental data, respectively. We note that some discrepancies
exist between the LES results and the experimental data at x = 5mm and
partly also at x = 15 mm in the mean temperature field. These differences can
be attributed to heat loss effects in the upstream region of this burner [125]
that are not accounted for in this work. However, the effects of heat losses
become negligible further downstream. For detailed information about mod-
eling of these effects in this burner, the reader is referred to recent studies
by [109] and [127]. Overall, two primary conclusions can be drawn based
on this comparison. The first one is that predictions close to the nozzle are
influenced by the discretization order, while downstream predictions are not
affected. This can be explained by the higher turbulent kinetic energy in this
part of the burner in contrast to lower turbulent kinetic energy downstream.
Accordingly, this part of the burner is then more sensitive to the higher-order
discretization of the momentum equation and the related advective scalar
transport. In particular, the temperature profiles in an upstream part of
the burner especially at * = 5mm and 15mm benefit from the high-order
schemes and the flame position is captured more accurately, while the temper-
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3 A high-order finite difference scheme for DNS of turbulent combustion

ature profiles further downstream are virtually identical between the different
discretizations. Secondly, another noteworthy yet not surprising feature is
that only marginal differences in the temperature prediction between the
fourth-order and sixth-order are detected, whereas relatively large differences
are observed between the second-order and fourth-order. This is consistent
with a previous finding that numerical errors can be most significantly reduced
going from the second to fourth-order compared to an order increase beyond
the fourth-order [128, 1].
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4 Overview of systematic analysis strategies
for the development of combustion models
from DNS

The rapid advancement of supercomputing has lately enabled a series of inter-
esting DNS studies with some practical relevance. Simultaneously, enormous
progress is made in the utilization of DNS data as a valuable resource to
develop and validate combustion models from DNS data. The objective of this
chapter is to review innovative and appealing analysis strategies to develop
and validate combustion models from DNS data. Some of these analysis
strategies, in particular the concept of optimal estimators, are used in chap-
ters 5 and 7 for modeling. Further examples of analysis and modeling of DNS
flames based on these techniques are discussed by Trisjono and Pitsch [129].

4.1 Modeling challenges

For turbulent flow simulations, transport equations are typically derived
for statistical expectations of the quantities of interest, such as ensemble
averages (RANS) or spatially filtered quantities (LES). In applying averaging
operators, unclosed correlations typically appear, for which in order to solve the
equations, models need to be provided. This means, the unclosed terms have
to be expressed as function of known quantities, which are those quantities,
for which equations are being solved. Models typically do not use all known
quantities. Hence, there is often a choice of how many and which known
quantities are best used as parameters in a model. Accordingly, two of the
most important questions in the development of a model are

e What parameters ¢ should appear in the model?

e Given a set of parameters ¢ that can appear in the model, what is the
functional form between the model g(¢) and the known parameters ¢?

Additionally, the underlying model assumptions are of central importance.
Rigorous model development and validation requires an extensive understand-
ing of the validity of the invoked model assumptions and the circumstances
under which these break down. These questions directly lead to capabilities
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4 Systematic analysis strategies for the development of combustion models

and limitations of a model that can be identified by challenging a model under
conditions close to violating its model assumptions.

4.2 Modeling routes

To answer the question of what parameters should appear in a model, how a
model should be formulated, and how a model then performs in simulations,
DNS data could be helpful. DNS data can be used in different ways in model
development or validation. Here, we will discuss and review modeling routes
via a priori testing, a posteriori testing and data analysis by means of mathe-
matical tools. Although these techniques are quite powerful, unfortunately,
these modeling routes do not automatically lead to a good model and still rely
on good ideas of the model developer. Yet another use of DNS data, which is
outside the focus of the present review study, is the analysis to understand
the physical phenomena or to obtain more information that would constrain
a model.

4.2.1 A priori testing

Most often, DNS data are used for validation in a priori model testing, where
a given model is evaluated by comparing the DNS values of the modeled
quantity with the model prediction. Second, it allows individual assumptions
in the existing model to be directly validated against the DNS data. Such
analyses are interesting, but typically suffer from the fact that the sensitivities
of the real quantities of interest with respect to the modeled quantity are not
known. Hence, it is difficult to judge how well a model has to perform in an
a priori test in order to predict the quantities of interest within certain error
margins.

4.2.2 A posteriori testing

Combustion models can also be tested in an a posteriori manner by performing
LES or RANS of a DNS configuration. In contrast to experiments, finite rate
chemistry and boundary conditions are exactly known and can be identical
between between DNS and LES or RANS. The comparison between simulation
and DNS data can help in identifying model sensitivities and model deficiencies.
Three key questions arise when comparing a posteriori results to DNS (and
also experiments):

e How well does a simulation need to reproduce the DNS statistics?
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4.2 Modeling routes

e Does the simulation capture trends?
e What is the reason for discrepancies?

The first question certainly depends on the objective of the modeling study.
However, if the quantity of interest is clearly defined, such as for example the
heat release rate or the rate of NO production, then it is merely an engineering
question of how much error in that quantity can be tolerated in a simulation.
The second question is often difficult to address, because many available
large-scale DNS databases do not feature parametric studies. Ideally the DNS
database explores various flow conditions via parametric studies such that a
model works for one simulation case and does not for another case, which
would allow for a very systematic error analysis. The third question is best
addressed with sensitivity studies and a combined analysis approach using a
priori testing.

An major challenge arises from the determination of a suitable grid res-
olution in a posteriori LES testing. On the one hand, around 80% of the
turbulent kinetic energy is recommended to be resolved in LES according to
Pope [130]. On the other hand, the grid has to be sufficiently coarse in order
to rigorously challenge the subfilter combustion model. Due to the limited
range of scales of the presently available DNS databases, these two criteria
are not straightforwardly fulfilled. If the grid spacing is too fine, the subfilter
combustion model might only weakly be stressed so that no satisfactory test
of the model is possible. Conversely, choosing a too coarse grid might result
in a poor resolution of the turbulent kinetic energy, which in turn might
not allow for the large scales to be captured and the flow representation to
break down. As an example, the gradients in the mean shear across a mixing
layer might not be resolved, when the grid is too coarse. On the contrary,
when the mean shear is resolved, there might be hardly any influence of
the subfilter combustion model. The determination of a good compromise
between flame and flow resolution is therefore a critical step. Moreover, it
is desirable to perform a grid sensitivity study in order to examine the filter
width dependence of a model, which is often not possible in light of the above
outlined resolution constraints. In order to partly circumvent this difficulty, a
multi-layer approach can be followed that relies on multiple DNS of different
complexity. The essential idea behind this method is to test a model a poste-
riort in a DNS of a more realistic arrangement and then reexamine central
model parts in simplified DNS settings such as isotropic turbulence, where
a wider scale separation than in more complex flows can be realized. An
example of this is given by Knudsen et al. [131] and is also described in [129].
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4 Systematic analysis strategies for the development of combustion models

In contrast to the a priori tests, models for all parameters and the transfer
function through the governing equations will be tested so that realistic error
estimates can be made. However, such tests have to be interpreted with
care, since discrepancies between the a posteriori simulation and the DNS
data may not only arise from the model to be validated, but instead also
originate from other error sources such as numerical inaccuracies or errors
of other in the a posteriori test invoked models. On the one hand, it is
advantageous to test a model this way, because the model performance is
observed within an integrated simulation framework. On the other hand, the
often counter-intuitive nature of error propagation and accumulation prevents
reliable conclusions being drawn about the model itself from a posterior:
results [132]. Here, one can benefit from the richness of DNS data and
eliminate other modeling errors by obtaining closure for unknown quantities
directly from the DNS and using those in the a posteriori run.

Such a procedure is expected to shed light on the performance of combustion
models in both RANS and LES, that are challenging to rigorously inspect
by other test scenarios. At the same, applying such a procedure in LES is
not trivial, because it requires entire fields from the DNS not just at certain
times, but for all time steps. Because the complete DNS fields cannot be
stored for every time step, the filtered fields necessary to run the LES case
have to be generated during the DNS run, or the LES model simulation has
to be performed with the DNS. This again implies that the modeling question
has to be known at the DNS run time. This approach has been followed by
Kaul and Raman by directly coupling the LES and DNS codes [133].

4.2.3 Mathematical tools

Three mathematical tools, namely correlation analysis, the optimal estimator
approach, and principal component analysis (PCA) have been identified and
more commonly applied in the combustion community as useful instruments
in modeling, which we will review here briefly for the orientation of the
reader. These tools are useful to identify the best parameter set of a model.
Correlation analysis and PCA can help to determine the number of required
parameters, while the optimal estimator approach aims at choosing the best
parameters.

Correlation analysis

A first mathematical pathway to develop combustion models from DNS data
has been proposed by Maas and Thévenin [134]. The so called correlation
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analysis is a means to answer the question, what error is incurred when
representing a system by a reduced set of parameters. Alternatively, one
could ask the question, what is the required dimension m of a reduced set of
parameters to achieve a desired accuracy.

As a first step in this method, subsets in composition space are built
and flame elements close to each other in composition space are assigned
to the same subset. This decomposition can be organised by the degree
of mixing, reaction progress, heat release rate, extinction etc. depending
on the respective physics and modeling question. For example, each subset
contains flame elements with the same mixture fraction. Once such subsets
are determined, a number of mathematical operations is to be conducted for
each subset. First, a mean point in composition space is defined as

where p is an n-dimensional vector of variables considered in the system and
N the number of observations in the subset. Furthermore, a matrix Z is
noted as | | |

2= (o8] Poowl o [eow (42

and an eigenvalue analysis can be employed to decompose the positive semidef-
inite matrix ZZ7 as

77T = QAQT. (4.3)
Here A is the diagonal matrix of eigenvalues sorted in descending order and
@ a square matrix constituting of the associated eigenvectors

A:dlag ()‘17)\27"'7)‘71)7 Q = 1q 2q e g (44)

Then one obtains an m-dimensional hyperplane

y=p+ Bx with B= g 2q -+ ™q], (4.5)

where y denotes the approximated n-dimensional vector of considered variables
as a function of an m-dimensional vector x in the reduced system. This hyper-
plane minimizes the squared error stemming from the linear m-dimensional

43



4 Systematic analysis strategies for the development of combustion models

approximation of the system

Egn: i Ajs (4.6)

Jj=m+1

which can be used to define an appropriate measure 1 = €,,/€q for the quality
of the m-dimensionality. Finally, it is remarked that this procedure can lead
to different results from different subsets of a system in that the dimension
computed in the above described manner might vary significantly among the
subsets.

Optimal estimator approach

The concept of optimal estimators [135] is a powerful analysis tool for the
selection of the set of model parameters and the evaluation of the quality of a
model’s functional form. A very similar methodology has also been proposed
by Sutherland et al. [136]. Within the concept of optimal estimators, a total
error for a model for a quantity g is split into two parts. One part of the
modeling error results from the choice of the set of parameters ¢ used in the
model, the remaining error originates from the functional form of the model
given a certain set of parameters. The total error of a model can be assessed
using DNS data and can be defined as

cior = ( (g0x5 = 910 (9))°] ) (4.7)

where gpns is the unclosed term or quantity directly evaluated from the
DNS, gmodel (@) is the model evaluated with the parameters ¢ taken from the
DNS, and the (-|¢) operator denotes averaging over an appropriately defined
ensemble conditioned on the parameter set ¢. Note that the set of parameters
¢ appearing in the model can already be modeled quantities. Eq. 4.7 can
be evaluated then either with the modeled ¢ values or with these values
evaluated from the DNS. The error that is caused just by the selection of the
set of parameters is referred to as the irreducible error, which is defined as a
conditional variance

i = ( (90xs — (gps| #))°] @) - (4.8)
This can be shown to be the smallest possible error of a model given the

parameter set ¢. The conditional mean appearing in this expression is called
the optimal estimator and it is the best possible model result that one could
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achieve with this set of parameters. A decrease of the irreducible error can only
be accomplished by modifying the set of parameters. The difference between
€tot and €, is the remaining error that stems from the functional form of the
model for g(¢). To illustrate the physical meaning of the irreducible error,
an example should be given. In nonpremixed combustion, one could think of
expressing the temperature only as function of mixture fraction. Then, the
irreducible error at a given mixture fraction is the conditional variance of
temperature with respect to mixture fraction. In case little scatter around
the conditional mean exists, obviously, a model that links temperature to
mixture fraction is desirable.

In chapters 5 and 7, different types of both errors in form of a relative
and an absolute error as well as an error density are introduced and used to
assess closures for the progress variable source term and NO source term in
turbulent premixed flames.

The concept of optimal estimators is quite powerful and allows to deter-
mine the best set of parameters. In practice, the irreducible error is used
to determine the best parameter set by repeatedly evaluating the optimal
estimator with different sets of parameters, where only results for sets with
an equal number of parameters are comparable. Also, one has to consider the
dependence of the error on the conditioning variable and it is important to
note that a large irreducible error does not necessarily imply a large error
in a posteriori simulations of the quantities of interest. As the irreducible
error is often a strong function of the dimensionality of the model parameter
vector, typically a multi-conditional irreducible error has to be evaluated.
From a practical perspective it should be mentioned that the number of
required samples to obtain converged statistics increases with the size of the
conditioning parameter vector. In spatially evolving statistically stationary
flames it means that a DNS must be run for a sufficiently long time. On the
contrary, in temporally evolving flames it means that the domain needs to
large enough or that multiple realizations need to be considered.

Principal component analysis

Principal component analysis for the determination of lower-dimensional
manifolds in turbulent combustion, which evolved from the correlation analysis
procedure described above, has been introduced by Sutherland et al. [137] and
lately further developed with respect to data preprocessing and scaling [138].
In contrast the correlation analysis, where only small subsets of a thermo-
chemical system are examined, PCA is applicable to a full system. This means
that no decomposition in composition space has to be carried out, which
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makes this approach more general.
Starting point of the principal component analysis is the arrangement of N
observations of n considered variables in an N X n matrix X

X=|!'a %2a --- mal. (4.9)
| |

Then, a covariance matrix can be defined as

1 T
§=5—7X"X (4.10)

and by means of an eigenvalue analysis decomposed as
S = ALAT, (4.11)

where L is a diagonal matrix of the corresponding eigenvalues and A a matrix
containing the eigenvectors. The eigenvalues indicate which eigenvectors are
the dominant ones inside the system and a selection of important eigenvectors
can be made by a comparison of the associated eigenvalues. This is the key
step of this technique and leads to a reduced non-square matrix A, containing
the relevant eigenvectors only. The principal components Z, describing the
system are then given by

Zg=XA,. (4.12)

It is noted that the PCA approach inherently invokes linearity from which
only plane manifolds can be constructed.
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5 Modeling turbulence—chemistry interaction
in lean premixed hydrogen flames with a
strained flamelet model

Turbulent premixed combustion of high hydrogen content fuels is a phe-
nomenon of considerable practical interest in a variety of modern energy
systems, particularly in stationary gas turbines. In this context, hydrocarbon
fuels mixed with significant amounts of hydrogen are becoming increasingly
important. For instance, hydrogen production from renewable resources could
play an increased future role as energy storage that might be added to the
natural gas supply. Another example is the gasification of solid fossil fuels.
This supports cleaner combustion and carbon capture and storage technolo-
gies. To improve the efficiency of industrial devices, reduce their pollutant
emissions, and ensure their stable operation, a comprehensive understanding
of the underlying phenomena and accurate yet affordable models for premixed
hydrogen combustion are essential.

The objective of this chapter is to analyze and model turbulence—chemistry
interactions in a temporally developing premixed jet flame DNS [68] in the
thin reaction zones regime. This flame has been observed to propagate notably
different than a laminar unstretched flame and to be subject to strong finite—
rate chemistry effects that are not understood or modeled yet. In the first
part of this study, the reported finite-rate chemistry effects are investigated
by means of a flame front displacement analysis, while in the second part, the
strained flamelet model of Knudsen et al. [2] is utilized and validated against
the DNS database. The model validation is accompanied by a discussion
regarding capabilities and limitations of the aforementioned model.

In Sect. 5.1, the DNS database is described. Next, in Sect. 5.2 a compre-
hensive flame front displacement speed analysis is presented that considers
statistics of the flame front displacement speed and analyzes the influence of
flame stretch. Sect. 5.3 picks up implications of the flame front displacement
analysis and reformulates a strained flamelet model in order to account for
flame stretch. The strained flamelet model is assessed a prior: in Sect. 5.4.
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5 Modeling turbulence—chemistry interaction with a strained flamelet model

5.1 Description of DNS

Hawkes et al. [68] have carried out a peta-scale DNS of lean hydrogen-air
flames, where a parametric variation of the Damkdhler number at a fixed
jet Reynolds number of Re; = 10000 was realized. The data of these flames
were used to develop a fractal model for the turbulent burning velocity for
LES and to explore fractal properties of low Damkdohler number flames [139].
In the present work, the flame case “Da-” is analyzed as it features the
highest Karlovitz number Ka among the available DNS cases and is hence
characterized by the strongest turbulence—chemistry interactions of these DNS
flames. It is therefore the most challenging and relevant flame case for the
present study.

5.1.1 DNS configuration

In the DNS, two initially laminar flames propagate into a temporally devel-
oping jet of unburnt premixed reactants with an unburnt temperature of
T, = 700K, an equivalence ratio of ¢ = 0.7, and a pressure of one atmosphere
as illustrated in Fig. 5.1. The trajectory of the flame in a regime diagram for
premixed combustion is shown in Fig. 5.1, where peak Ka and Re numbers of
92 and 810 are achieved, respectively. Note that the regime diagram has been
adjusted to account for the fact that for the present conditions, splr /v, = 50,
which is substantially different from unity as typically assumed [39]. sy, and
lr denote the laminar burning velocity and flame thickness associated with
the DNS operating conditions based on the temperature gradient, and v, is
the viscosity of the fresh gases. An overview of the operating conditions of
the DNS is provided in Tab. 5.1, where U; and H; denote the jet velocity
and width, respectively, that can be used to define a normalized jet time

Re; Uj[m/s] Hjmm] ¢ T, [K]
10000 312.6 27 0.7 700

Table 5.1: DNS conditions of flame case Da-.
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Figure 5.1: Left: Configuration. Right: Trajectory of flame case Da- in a regime
diagram colored by normalized time.

The simulation has been conducted with the massively parallel Sandia
DNS code S3D [91] on the Jaguar Cray XT5 Supercomputer at Oak Ridge
National laboratories using 120000 cores. Non-reflecting boundary conditions
are applied in the lateral direction to allow for the burnt products to exit
the domain, while the streamwise and spanwise directions are periodic. The
computational domain is discretized with 2400 x 1600 x 1800 ~ 7 billion grid
points, which span a physical domain of 16H; x 20H; x 12H;. Chemical
reactions are described by a reduced mechanism for the oxidation of hydrogen
that consists of 9 species and 21 reactions [140]. It is emphasized that both
flame and turbulence are very well resolved. The laminar flame thickness
lp is resolved by 28 points, while the Kolmogorov scale 7 is resolved by a
minimum of 0.6 grid points in the region of interest. These numbers satisfy
canonical resolution criteria and highlight the fidelity of the DNS database.
The analyses presented in Sects. 5.2, 5.4.1, and 5.4.2 are carried out at the
normalized time ¢/t; = 17.1, which is the time of maximum heat release and
thus, the instant of strongest turbulence—chemistry interactions. For further
details regarding the DNS the reader is referred to [68].

5.1.2 Global burning rate statistics

A main requirement of combustion models is the accurate prediction of the
total heat release rate. Many modeling frameworks for premixed flames,
for example the coupled level set progress variable flamelet model [108],
decompose this task into two components. These parts are the prediction of
the flame surface area on the one hand, and modeling of the local flame speed
on the other hand, which is one of the modeling targets of the present study.
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In order to estimate the burning rate per unit area with respect to a laminar
unstretched flame, a correction factor I g,0 can be introduced [141], which
is defined as the ratio of the production speed s, 11,0 of HoO and the flame
surface area ratio om,o multiplied by the laminar burning velocity

Io 1,0 = SpH,0/ (SL.OH,0) - (5.1)

If the entire change of heat release compared to a laminar unstretched flame
arises from a change of the flame surface area, Iy m,0 is unity. Otherwise,
Ip.n,0 indicates a departure of the net flame speed from the laminar burning
velocity. In Eq. 5.1, sp 1,0 is the integrated production speed of HoO, which
for the present case can be defined as

1
pu Yu,00 — Y00

Ly

a0 = [ o) (52)
where p, denotes the unburnt density, L, the extent of the domain in the
transverse direction, and rimg,o the chemical source term of HyO. Y0
is the mass fraction of HoO and the indices b and u refer to burnt and
unburnt conditions, respectively. The (-) operator denotes spatial averaging
in streamwise and spanwise directions. In addition, the symmetry in the
y-direction is taken advantage of by averaging all statistics over the upper and
lower sections of the domain. The flame surface area ratio on,0 appearing in
Eq. 5.1 is given by an integral of a generalized flame surface density [34]

Ly
Cra0 = / (vl dy, (5.3)

where the normalized progress variable C' is defined as

Yio — Yi
O = 20 “HOu (5.4)
Yi,06 — Yi,0,u

Note that in contrast to the original definition of Peters [4], the above definition
of the flame surface area ratio is not conditioned on a particular isosurface,
which is attractive due to its straightforward calculation. To understand
the impact of this simplification, the flame surface area of the inner layer
isosurface C' = 0.5 and the value according to Eq. 5.3 have been compared at
the time of maximum heat release, which revealed a difference of less than 5%.
Therefore, Iy 1,0 based on the flame surface area ratio op,o using Eq. 5.3
is regarded an appropriate estimate for the integrated flame speed and the
impact of finite-rate chemistry effects.
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5.1 Description of DNS

The quantities sp u,0, 0H,0, and Io n,0 are shown in Fig. 5.2 as a function
of normalized time. While the production of HoO follows the principal trend
of the flame surface area, the increase in HoO production is lower than the
flame surface area ratio, which results in I 5,0 becoming less than unity.
This behavior indicates the need for modeling of the flame speed. Besides
finite-rate chemistry effects it can also originate from other causes such as
effects of unsteadiness.
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Figure 5.2: Integrated production rate of HoO (red), flame surface area ratio (blue),
and correction factor Ipm,0 (green) that converts laminar burning rate per unit
area into turbulent burning rate per unit area.

Finally, it is remarked that the Iy g0 factor based on HyO shown here
deviates significantly from Iy, based on Hy that has been discussed by
Hawkes et al. [68]. It differs not only in its absolute value, but also shows a
different trend, as Iy m,0 is less than unity once the flame hits the turbulence,
while Iy, is greater than unity. Since the production speed of HoO and
consumption speed of Hy are almost equal, this difference is attributed to
different flame surface area ratios of HO and Hs, which in turn can be
attributed to the larger diffusivity of Hy. The non-linearity of I n,o is
not addressed in this thesis and remains an open question for future work.
However, both Iy n,0 and Ip g, have in common that they are non-linear.
The non-linearity of I u, has already been discussed in Ref. [68], which might
serve as a basis for future investigation of the non-linearity of Iy u,0.
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5.2 Flame front displacement analysis

Premixed flames in the thin reaction zones regime contain eddies that are
smaller than the flame thickness. These are able to enter the preheat zone and
perturb the flame structure. Thus, molecular transport between the reaction
zone and the upstream preheat zone is an unsteady process, where the notion
of a laminar burning velocity sy, of a laminar flame has less relevance than in
the corrugated flamelet regime. Instead however, a flame front displacement
speed, describing the motion of an isosurface [142, 143], can be introduced. It
represents the local propagation of a turbulent premixed flame in the thin
reaction zones regime.

A number of previous studies has investigated various aspects of the flame
front displacement speed including the analysis of global statistics of the flame
front displacement speed [144, 145] as well as the determination of the effects
of flame stretch [146, 147, 148, 149, 150], different fuels [151], the Karlovitz
number [152], and flame instabilities [153] on the flame front displacement
speed. Several of the features found in the following analysis have already
been observed in previous studies, e.g. Sankaran and coworkers report a very
similar response of the flame front displacement speed to the strain rate [154].
In this section, the flame front displacement speed is analyzed with respect
to flame stretch resulting from curvature and strain, so that the combustion
model in Sect. 5.3 can be formulated accordingly.

5.2.1 Mathematical formulation

From a balance equation of an appropriate chemical component or the tem-
perature, the motion of an isosurface can be tracked and a corresponding
displacement speed s; can be identified. In this work, the displacement of
a progress variable isosurface is considered. Key results of the subsequent
analysis of the flame front displacement speed are also studied in terms of a
generalized flame speed in Sect. 5.2.3.

The flame displacement speed sy constitutes of terms due to tangential
diffusion, normal diffusion, and reaction and adds up as

$4a =D+ V, +V,. (5.5)

Dk is the tangential diffusion term, D the diffusivity of the progress variable
and k denotes the curvature that is the divergence of the normal vector n
pointing towards the burnt gases

vC

n= ~a (5.6)
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5.2 Flame front displacement analysis

Given this definition, positive curvature is associated with flame regions that
are convex towards the burnt gases, while negative curvature corresponds
to flame pockets that are convex towards the unburnt gases. V,, and V,. are
the contributions due to normal diffusion across the isosurface and reaction,
respectively, which are given by

n-V (pDnV(C)
Vpy=——7--——= 5.7
VO] (5.7
and .
mc
v, = e 5.8
VO] (5:8)

where p denotes the density and ¢ the source term of the progress variable.
Note that in case of a laminar unstretched flame, the displacement speed sq
is equal to the laminar burning velocity s;, evaluated at the same progress
variable isosurface, sz, o (defined below).

Figs. 5.3(a) and 5.3(b) show a three-dimensional snapshot of the isosurface
C = 0.5 and a two-dimensional plane view of the isosurfaces C' = 0.1, C' = 0.4,
C =0.5,C =0.6, and C = 0.9 that track the heat release. Visual inspections
of instantaneous fields of heat release and potential candidates to track the
flame revealed that HyO follows the heat release more closely than other
species such as for example Hy. Fig. 5.3(b) reveals that the heat release
occurs in a relatively thin reaction zone without any flame extinction as
theoretically expected in the thin reaction zones regime that the investigated
flame sits in. Further, a broadening is observed towards both the unburnt
region corresponding to C' = 0.1 and the burnt region corresponding to
C = 0.9. In the remainder of this study, the isosurface C' = 0.5 is selected for
the flame front displacement analysis and the sensitivity of sg4 to this choice
and to the progress variable definition is discussed in reference [155]. The
flame displacement speed and its contributions are normalized by the density
weighted laminar burning velocity

Lo = Spult, (5.9)
Po

where pg is the density at C' = 0.5 of the laminar unstretched flame. It
is noted that the relationship in Eq. 5.9 is satisfied for expansion across a
one-dimensional planar flame. In the DNS, the flame is not one-dimensional,
and flow divergence within the flame would be affected by curvature and
indeed by the large-scale pressure field. Therefore, this density correction is
only approximate.
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(a) 3D snapshot of the isosurface C' = 0.5 colored with the scalar dissipation rate of the
progress variable. Isosurface that was used to collect statistics of the displacement speed
Sd-

YiH

X/H

(b) 2D snapshot of the heat release overlaid with the isolines C' = 0.1, C = 0.4,
C =0.5,C =0.6, and C = 0.9. Contour plot of the heat release normalized
with the maximum heat release from an unstretched premixed flame with three
different progress variable isolines.

Figure 5.3: Visualization of the flame at the time of maximum total heat release
t/t; =17.1.
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5.2 Flame front displacement analysis

5.2.2 Statistical evaluation
Displacement speed PDFs

Probability density functions (PDFs) of the individual contributions of sy are
shown on the left of Fig. 5.4. The curvature contribution exhibits a narrow
shape and is almost symmetric around zero. While the reaction contribution
V. is strictly positive, the normal diffusion term V;, is mostly negative and
has a negative mean value.
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Figure 5.4: Left: PDFs of Dk (green), V;, (red), and V;. (blue). Right: PDFs of
Vi + Vi (orange) and sq (black). All terms are normalized with the laminar burning
velocity sr.0.

Fig. 5.4 also shows the PDFs of s4 and the sum of normal diffusion and
reaction contribution. These PDFs lead to two important conclusions. The
first one is that the PDF of s; implies a mean value of (sq/s1,0) = 0.66,
which means that the flame locally burns slower than its laminar unstretched
counterpart. This result is in agreement with the theoretical picture outlined
by Peters [39] in a sense that the averaged local flame speed is of the order of
the laminar burning velocity. Peters argued that as the curvature has a mean
of approximately zero, the tangential diffusion component’s contribution is
also approximately zero. He argued that the PDF of s4 and the averaged
(sa/sL,0) are therefore principally a result of the normal diffusion and reaction
components. This is supported by a comparison of the PDFs of s4 and the
sum of V,. and V,, in the right panel of Fig. 5.4, which shows that these are
almost equal. Peters further argued that the normal diffusion and reaction
components are also only weakly affected by turbulence on average, since
the frequencies of turbulent straining are too high for the flame to respond.
Based on these arguments he concluded that the local flame speed on average
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5 Modeling turbulence—chemistry interaction with a strained flamelet model

is of the order of the laminar burning velocity, while quantitatively differences
between the averaged flame speed and the laminar burning velocity may exist
due to other effects of higher order.

The finding of a decreased burning velocity is further consistent with the
analysis presented in Sect. 5.1.2. Although Iy u,0 and (sq/sr o) are different in
a sense that Iy p,0 is an unconditioned quantity, while (sq/sr o) is associated
with a particular isosurface, they indicate the same trend of a decreased
burning rate. Furthermore, it is remarked that s; occasionally becomes
negative in regions of the flame that feature negative V,, and low values of V..
These rare events are suggested to originate from unsteady mixing between
the preheat and the reaction zone and are triggered by strong finite-rate
chemistry effects.

5.2.3 Influence of flame stretch

Flame stretch is one important consequence of turbulence—chemistry interac-
tions and has previously been found to be responsible for significant differences
between sq and the laminar burning velocity [145]. Therefore, the response
of sq4 to curvature and strain and their interdependencies are analyzed in the
following. The non-dimensional stretch rate is given by

K =arr + klp, (510)
where 7p = lp/sp,,, is the flame time. The strain rate a is defined as
a=-n-Vu-n, (5.11)

where u denotes the velocity vector. The PDFs of curvature and strain are
shown in Fig. 5.5.

Curvature effect

Similar to the tangential diffusion term, the curvature is characterized by a
zero mean and is almost symmetric around zero, as observed in Fig. 5.5. The
curvature-conditioned average of the displacement speed is shown in Fig. 5.6
and it is observed that s4 changes just slightly in the negative curvature
range and increases with increasing positive curvature. High values of sq4
are associated with high curvature. This nonlinear behavior is mainly a
response of the reaction term to curvature, as the profiles of s; and V,. show a
similar trend. The normal diffusion term is found to be nearly independent of
curvature and, therefore, is not shown here. As seen in Eq. 5.5, the tangential
diffusion term is a function only of the curvature.
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Figure 5.5: Left: PDF of the curvature. Right: PDF of the strain rate.
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Figure 5.6: Response of displacement speed (left) and reaction term (right) to
curvature. The gray area represents the conditional standard deviation.

Strain effect

First, it is noted that positive strain is found more frequently than negative
strain (cf. Fig. 5.5). Its impact on s4 is shown in Fig. 5.7 as the strain
conditioned average of the displacement speed and three noteworthy observa-
tions are made. First, s4 is nearly constant and equal to the laminar burning
velocity for negative strain rates. Second, increasing positive strain rates lead
to a noticeable decrease of the flame front displacement speed. The third
point is that, analogously to the curvature effect, the change of s4; due to
strain is to leading order caused by the response of V,. to strain. Based on
these findings and along with the shape of the curvature and strain rate PDFs,
it is concluded that strain is the driving mechanism for the flame to propagate
slower than the laminar burning velocity.
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Figure 5.7: Response of displacement speed (left) and reaction term (right) to
strain. The gray area represents the conditional standard deviation.

In order to understand the effect of strain on V.., the progress variable
source term and gradient are plotted as a function of strain in Fig. 5.8 and
contrasted to their equivalents from the unstretched flamelet solution. While
the progress variable source term experiences at most 15% variations as a
result of strain, the gradient gradually increases with increasing strain and
reaches three times the value of an unstretched flame, which according to
Eq. 5.8 then also leads to a strong decrease in V..
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Figure 5.8: Response of the progress variable source term (left) and gradient (right)
to strain. The gray area represents the conditional standard deviation.

Interdependencies between curvature and strain

The two previous sections have shown that high s; values are found in
positively curved flame pockets, which means they are curved into the burnt,
while low displacement speeds originate from high strain rates. Both effects
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5.2 Flame front displacement analysis

have been found to mainly affect the reaction term V,.. The fact that the mean
flame front displacement speed is lower than the laminar burning velocity
implies that the strain influence exceeds the curvature influence.

To further understand the interaction between these two competing effects,
the joint PDF of curvature and strain is shown in Fig. 5.9. It may be observed
that the joint PDF is symmetric around zero curvature over the entire strain
rate range. While the majority of flame elements are affected by both low to
moderate curvature and strain, there is little coexistence of high strain and
high curvature meaning that in the limits of very high or very low displacement
speeds interdependencies between curvature and strain are unimportant.

PDF %1077

10

Figure 5.9: Joint PDF of curvature and strain. There is little coexistence of high
curvature and high strain rates.

Generalized flame speed analysis

Different definitions for the flame speed have been proposed in the literature.
Poinsot and Veynante [156] have summarized different definitions and also
discussed their implications. Throughout the present work, we have investi-
gated the flame front displacement speed at a specific isosurface, which can
be interpreted as a local quantity. However, in order to demonstrate the
generality of the obtained results, we also analyze a more global quantity
referred to as generalized flame speed [157]. The generalized flame speed it
not limited to a given iso-surfaces and instead results from an integration
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5 Modeling turbulence—chemistry interaction with a strained flamelet model

over all iso-surfaces. Veynante and Vervisch [157] consider the relation

psa|Vel = pu <ppsd |Vc|) = pu(Sd.u), V| (5.12)
u
to obtain the generalized flame speed with respect to the unburnt gases as

1 (psa) Vel
S - T =, 513
(sdu)s P (5.13)

which is weighted with the flame surface density |Ve|. Note that the quantity
sq appearing in the numerator of Eq. 5.13 is computed as outlined in Sect. 5.2.1.
Here, the most important results are presented, especially the response of the
generalized flame speed to the strain rate. Accordingly, the overbar operator
appearing in Egs. 5.12 and 5.13 denotes a mean conditioned on the strain
rate. Although (sq,), can be evaluated as a field variable within the flame,
it is obvious that some form of clipping is necessary, since |Ve| becomes zero
outside the flame zone. Therefore, the region between C' = 0.1 and C' = 0.9 is
used for the analysis in this study.

In Fig. 5.10, the flame front displacement speed of HoO at the iso-surface
C = 0.5 and the generalized flame speed are compared. Specifically, both quan-
tities and their contributions due to reaction, normal diffusion, and curvature
are shown as a function of the strain rate. While the curvature terms remain
almost constant around zero, the normal diffusion and reaction terms decrease
with increasing strain rate for both flame speed quantities. Their decrease is
responsible for the decrease of both the flame front displacement speed and
the generalized flame speed. Moreover, both quantities are characterized by
mean values of less than unity, which agrees with the conclusion from the
flame front displacement speed analysis that the flame on average propagates
slower than the laminar burning velocity. It is noted that the generalized
flame speed features a very similar behavior as the flame front displacement
speed, which largely confirms the results of Sect. 5.2.3. This is an interesting
finding, since the flame front displacement speed and the generalized flame
speed are quite different from a physical point of view. Nonetheless, the fact
that both analyses result in the same conclusions confirms our findings and
mutually supports both these perspectives.
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term
term

25 10 5 20 35 25 10 5 20 35
atg aTp
(a) Flame front displacement speed. (b) Generalized flame speed.

Figure 5.10: Comparison of flame front displacement speed of HoO and generalized
flame speed: Response of the generalized flame speed speed (black), reaction term
(blue), the normal diffusion term (red), and the curvature term (green) to strain.
All terms are normalized with the laminar burning velocity sy,.

Implications for flame speed modeling

Important conclusions of the displacement speed analysis in the context of
modeling for the present case are the following:

¢ On average, the flame propagates slower than an unstretched laminar
flame (sq/sp0) < 1.

e The influence of strain on the average flame speed is dominant over the
influence of curvature.

o Strain causes (sq/sr,0) < 1 via the reaction term V.

o The conditional mean (sq/sr olatr) is constant and roughly unity for
negative strain.

e The analyses of the flame front displacement speed and generalized
flame speed result in the same conclusions and mutually support both
these perspectives.

These conclusions imply that an accurate combustion model must predict a
decreased local flame speed by accounting for strain effects. Moreover, it is
shown that positive strain is much more likely to be found than negative strain.
This finding, along with the insensitivity of the flame front displacement speed
to negative strain rates, suggests that only positive strain has to be considered
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5 Modeling turbulence—chemistry interaction with a strained flamelet model

in modeling of the flame speed. Finally, it has been verified that the above
outlined implications also hold for a flame front displacement speed analysis
using hydrogen as the progress variable, which makes these conclusions for
the present case general and independent of progress variable definition. The
corresponding analysis is provided as part of the supporting material in
reference [155].

5.3 Strained flamelet model

Flamelet models map asymptotic combustion solutions into a flow field. These
combustion solutions can be found using one-dimensional flamelets, which are
solved prior to a simulation and accessed as needed during runtime. For this
purpose, a simple way is to solve unstretched laminar flamelets and to use
the progress variable as the mapping coordinate

o =F(C), (5.14)

where ¢y, denotes any thermochemical quantity and F the functional relation
governed by the unstretched premixed flamelet equations. As demonstrated
in section 5.2, the influence of the strain rate component of stretch on the
combustion process is not negligible. Note that other effects such as curvature
or differential diffusion are not considered in the present model, since they
are found to be unimportant on average, although they might be locally
important.

The effect of strain is here modeled by the strained flamelet model of
Knudsen et al. [2]. The underlying idea behind this model is to parame-
terize thermochemical quantities by the composition of a chemical species
mass fraction, which represents the flame structure’s internal response to
strain. Furthermore, Knudsen et al. report, when applying such a strain
parameterization, flamelet solutions from the back-to-back and fresh-to-burnt
configurations collapse. This means that this technique eliminates the arbi-
trariness of selecting a particular strained flamelet configuration as long as
the response itself is accurately mapped by the parameterizing species. In
light of this finding, in this study back-to-back flamelets are considered and
used to parameterize the modeling targets. The resulting characteristic rela-
tion between maximum temperature and strain rate, the so-called S-shaped
curve, is shown in Fig. 5.11. These flamelet solutions are obtained using the
FlameMaster program [158] utilizing a chemical mechanism for hydrogen [140]
that consists of 9 species and 21 reactions and that has also been used in the
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5.3 Strained flamelet model

DNS. As in the DNS, the Lewis numbers in the simulations for the strained
flamelet model were non-unity and not constant.
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Figure 5.11: Premixed strained back-to-back flamelets. Maximum temperature
over imposed strain rate. The dot symbols demarcate selected flamelet profiles that
are shown in Fig. 5.12.

5.3.1 Coordinate selection for strain parameterization

In the strained flamelet model, a new parameter appears in the combustion
model, which has to fulfill several criteria. The first one is that it is sensitive
to strain. This means that a change of strain is accompanied by a change
of the selected strain parameter. Additionally, the parameterization has to
be unique in a sense that a movement along the curve shown in Fig. 5.11
leads to a monotonic variation of the species mass fraction representing strain.
In order to minimize numerical errors associated with a table lookup, it is
further desirable that the strain coordinate exhibits a significant variation
and spans a wide range.

In Fig. 5.12, various flamelet profiles of three potential candidates including
the mass fraction of the H radical chosen by Knudsen et al. [2] are shown
as a function of the progress variable. It may be observed that the mass
fractions Yu,, You, and Yy alike are highly sensitive to strain and experience
a notable change along the S-curve. These candidates span an almost equally
wide range, although the respective absolute change of their compositions
is different. In the present study, the mass fraction of Hy is chosen as the
additional parameter, since Yy, is the only available species mass fraction
with a strictly monotonic change. Both Yy and Yoy feature an overlap region
between C values of 0.8 and 0.9 implying that a parameterization on the basis
of You and Yy is not unique in this progress variable range. Thermochemical
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quantities are then given by
or =G (C,Yn,), (5.15)

where G the functional relation governed by the premixed back-to-back flamelet
equations. The selection of Yz, offers an additional advantage of implicitly
accounting for differential diffusion effects, since its Lewis number is small.
Finally, it is remarked that strained flamelets located on the top of the stable
branch are almost identical with the unstretched flamelet. From this follows
that the strained flamelets intrinsically include the unstretched solution.
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Figure 5.12: Response of selected species mass fraction to strain in premixed
back-to-back flamelets. From top to bottom the mass fractions of Ha, OH, and H as
function of C and along the S-curve. The open circles are the unstretched flamelet
solution, while solid and dotted lines are flamelet solutions of stable and unstable
branch, respectively. The flamelet solutions correspond to the symbols in Fig. 5.11.
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5.3 Strained flamelet model

5.3.2 Modeling targets: Flame speed and reaction

Two quantities, which are often required in combustion modeling, are the
laminar burning velocity sy and the reaction source term 7. The laminar
burning velocity is important as quantity to prescribe the propagation speed
of the flame front, which is needed for example by the level set model, while
the reaction source term is necessary for solving the transport equation of
the progress variable. As pointed out by Knudsen et al. [2], one difference
between unstretched and strained premixed flamelets is that the laminar
burning velocity is not constant in strained solutions as it is in unstretched
flamelets. Since the flame front displacement analysis is carried out at the
isosurface C' = 0.5, the laminar burning velocity of the strained flamelets is
extracted at this C' value.

In Fig. 5.13, both modeling targets are shown. The laminar burning velocity
decreases from 8 m/s for the unstretched flame to about 4.5 m/s at the turning
point between stable and unstable branch. Along the unstable branch of the
S-curve, the laminar burning velocity reduces only slightly to around 4 m/s.
The reaction source term is shown as a function of C' and Y3, where the lower
bound of the C-Yy, space is confined by the unstretched flamelet solution.
The progress variable source term o undergoes a significant variation with
Yu, at a fixed C corresponding to the water mass fraction, which means that
strain strongly affects the source term. Note that the amount of variation is
dependent on C; near the C' = 0.5 surface discussed earlier in the displacement
speed analysis, the variations are about 15%, but towards higher and lower
C values the effect of strain becomes more significant. It is interesting to
observe that in the intermediate C' range, where the source term is largest,
the maximum source term is found in strained flamelets of the stable branch
and not in the unstretched solution.

65



5 Modeling turbulence—chemistry interaction with a strained flamelet model

8 [ o T T T ]
T~ Unstretched flame
— 6 B 7
g S
= 4 F -1
&
e

2 Stable Unstable branch 7

0 1 1 1

0.006 0.008 0.01 0.012

Yy

2

(a) Laminar burning velocity sr,, of strained
flamelets

e kg/m3s]
0.02 T T T

12000
0.015 10000

8000

o
T 001 ~a —
= ~< 6000

4000

0.005

2000

C
(b) Progress variable source term ¢ from strained flamelet solutions
Figure 5.13: Top: Laminar burning velocity s, as a function of Y#,. The
black dot is the unstretched value. Bottom: Progress variable source term rhc as

a function of C and Ys,. The dashed line demarcates the turning point of the
S-shaped curve.
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5.4 Model analysis

In this section, the strained flamelet model is assessed using a priori testing.
To this end, strained flamelet solutions of the flame speed and the progress
variable source term are tabulated according to Eq. 5.15 and compared to the
DNS and to the conventionally used unstretched premixed flamelet solutions
given by Eq. 5.14.

5.4.1 Flame speed

Fig. 5.14 shows the PDF of Yy, at the isosurface C = 0.5 and the conditional
mean of Yy, over strain at C' = 0.5. According to the values of the hydrogen
mass fraction observed in the DNS, strained flamelets cover around 90% of all
points at this surface in the DNS and only the tails of the PDF fall outside
the strained flamelet space. The response of the strain parameter Yy, selected
here can be described as follows. Increasing positive strain results in an
increase of Hy mass fraction, whereas decreasing negative strain rates lead
to a slight increase of the Hs concentration. The behavior of Hs reveals a
limitation of the strain modeling strategy followed here. In the DNS, high
values of Yy, are found for both positive and negative strain rates, and since
strained flamelet solutions only exist for positive strain rates, the strained
flamelet model is not strictly able to distinguish between positive and negative
strain rates. Here however, a good argument can be made that the Hy mass
fraction is found to remain almost constant in the negative strain range and
to vary significantly only for positive strain rates, similar to the situation with
displacement speed.
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Figure 5.14: PDF of Yu, (left) and response of Y, to strain at the flame front
C = 0.5. The strained flamelets are able describe around 90% of all points and
positive strain leads to accumulation of Y, .
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The model performance to predict the local flame speed is shown in Fig. 5.15.
It may be observed that the strained flamelet model leads to improved
predictions of the local flame speed, although the flame front displacement
speed in the DNS decreases more rapidly than the modeled laminar burning
velocity. In order to address the issue of partly misinterpreting positive and
negative strain, the same analysis has been carried out for positive strain only,
which is very similar to Fig. 5.15 and, therefore, is not shown here.
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Figure 5.15: Modeling of the local flame speed. The black line is the conditional
mean from the DNS where the gray area shows the conditional standard deviation.
The red and green lines are the strained and unstretched flamelet model, respectively.

To understand the differences in the flame speeds between DNS and strained
flamelets, the source term and the progress variable gradient as function of
Yn, are shown in Fig. 5.16. The ratio of these quantities is the reaction
contribution V. of the flame speed, which has been identified in Sect. 5.2 as
the main reason for the flame to interact with strain and to propagate slower
than the laminar burning velocity. The source term in the DNS is higher
than in both flamelet models, but the decline of ¢ with increasing Yy, is
captured quite accurately by the strained flamelet model. The increase of the
progress variable gradient is predicted by the strained flamelet model up to
an Hy mass fraction of Y, = 0.009. However, beyond this value, the gradient
in the strained flamelets falls off sharply, which is the reason why the flame
speed predicted by the strained flamelet model remains almost constant at
higher Yy, values and does not decrease further.
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Figure 5.16: Progress variable source term (left) and gradient (right) as a function
of Ya,. The gray area shows the conditional standard deviation. The source term
predictions are close to the DNS in terms of the sensitivity of the source term to
Yu, variations, while the gradients differ significantly for higher Y, concentration.

Finally, this result shows a further limitation of the strained flamelet model
and more specifically of the unstable branch of the S-curve. Values up to
Y1, = 0.0079 correspond to the stable branch, while values beyond this mass
fraction are associated with the unstable branch. This means that the gradient
behavior of flamelets of the unstable branch is opposed to the trend in the
DNS as observed in the right panel of Fig. 5.16. One means of circumventing
this problem is the model extension towards an unsteady strained flamelet
model, which could be done in future work.

5.4.2 Reaction source term

Figure 5.17 shows scatter plots of the reaction source term closure for the
unstretched and strained flamelet models. For the unstretched model, an
immense amount of scatter is observed, whereas most of this scatter disappears
in the strained model. This means that the additional information provided
by the strained flamelets improves the source term closure significantly. While
the scatter plots allow for a visual evaluation of the modeling strategy, they do
not provide further quantitative information. This is obtained here using the
optimal estimator approach. Before results from this analysis methodology
are presented, the optimal estimator approach is briefly reviewed.
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Figure 5.17: Scatter plots of reaction source term from DNS and from unstretched
(left) and strained flamelet model (right). In the scatter plots, the line is a perfect
model. The strained flamelet model removes much of the scatter of the unstretched
flamelet model.

For this, we define the total error of a model with respect to the DNS data
as

€tot (C, Yh,) = <(mC,DNS — M¢, Model (C,YH2))2> ) (5.16)

where mc png is the progress variable source term directly evaluated from
the DNS, ¢ Model (C, Yi1,) is the model evaluated with the parameters C
and Yy, from the DNS, and the (-) operator denotes an average conditioned
on C and Yy,. The error due to the selection of the set of parameters, the so
called irreducible error, is given as

cie (€, Yi) = ( (rnc.os = (e (€, Yi)))°) (5.17)

where the conditional mean (rh¢|(C,Yn,)) appearing in this expression is
referred to as the optimal estimator and is the best possible model result that
one could achieve with this set of parameters. The difference between €y,
and €, is the remaining error that stems from the functional form of the
model for m¢.

While for the unstretched model, C' is the only parameter, the strained
flamelet model parametrizes ¢ with respect to C and Yy, so that its errors
are also given in terms of C and Yy,. In order to compare the errors of both
models directly, those of the strained flamelet model are weighted with the
conditional PDF of Yy, at a given value of the progress variable P (Y, | C).
Three different forms of the irreducible and total model errors are introduced
and discussed here. On the one hand, the errors are normalized by the
maximum conditional mean of the progress variable source term (rc|C) .«
to obtain a non-dimensional absolute model error. On the other hand, the
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errors are normalized by the optimal estimator (1h¢|C) at a fixed C, which
can be interpreted as an error relative to the optimal estimator. The absolute
and relative errors, for example of the total model error, are then given by

ot Cabs — / P (Y| C) eror (C.Yiry) Vg, / {1ic| C)2 (5.18)
and
R / P (Yie,| C) exon (C, Yar,) dYir, / (1120:] C)2 (5.19)

Finally, an absolute error density can be defined by weighting the absolute
error with the PDF of C as

€tot,C,den = P (C) €tot,C,abs (520>

to quantify, how different intervals of the progress variable contribute to the
accumulated net error of the source term closure. The integral of this error
density over a range of progress variable values then corresponds to the total
absolute error caused by the model error in that range of progress variable
values.

In Fig. 5.18, the irreducible and the total model errors of both models are
shown in their relative, absolute, and weighted form. From a comparison of
the irreducible errors follows that the Hy mass fraction contains additional
physical information for the source term closure that allows to decrease
the error by one order of magnitude. The relative irreducible errors show
a minimum around C' = 0.5 in the inner layer region, while the absolute
irreducible errors peak around the inner layer region. The profiles of the total
model error of the reaction source term indicate that the model error of the
strained model is much lower than the model error of the unstretched model
for all progress variable values except a narrow intermediate progress variable
region. Moreover, the model error of the strained flamelet model is close to
the irreducible error for very high and very low C' values. The source term
closure is particularly improved around C' = 0.8, where the absolute error
of the unstretched model peaks. On the contrary, the absolute total model
error of the strained flamelet model is one order of magnitude lower in this
progress variable range. This is beneficial for the prediction of the total heat
release, since this range contributes most to the total model error density of
the unstretched model, whereas the error reduction around C' = 0.8 leads
to largely reduced integrated total model error of the strained model. In
summary, these findings directly translate to the scatter plots (see Fig. 5.17)
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of the source term closure and demonstrate that the strained flamelet model
is a significant improvement over the unstretched flamelet model.
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Figure 5.18: In the top row, the irreducible and total model errors of the un-
stretched and strained flamelet model are shown. The relative errors are shown on
the left, while the absolute errors are shown on the right. Error densities are shown
in the bottom row.

Finally, the effect of curvature and strain on the source term closure is
investigated. While strain effects are modeled by the strained flamelet model,
the influence of curvature is not considered. In order to assess the consequence
of this simplification on the source term closure, source term error, i.e. the
difference between the source term from the DNS and the respective model
A e = e pNs — e Model jointly conditioned on strain and curvature is
shown in Fig. 5.19. At low curvature and high strain rates, the unstretched
flamelet model underpredicts the reaction source term, which yields a peak
error for such a stretch scenario. This error completely disappears in case of
the strained flamelet model. From this follows that model errors due to strain
are to leading order eliminated by the strained flamelet model. Interestingly,
the strained flamelet model also reduces the model error in the negative strain
rate range, although the strained flamelet solutions feature only positive strain.

72



5.4 Model analysis

Aring [kg/m’s]

2000

1500

1000

500

(a) Unstretched flamelet model.
Arie: kg/m's]

2000

1500

1000

500

(b) Strained flamelet model.

Figure 5.19: Modeling error of reaction source term conditioned on curvature and
strain. Top: Unstretched flamelet model. Bottom: Strained flamelet model. In both
figures, on the horizontal axis is curvature and on the vertical axis strain.
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5 Modeling turbulence—chemistry interaction with a strained flamelet model

5.4.3 Model evaluation during flame evolution

The analyses presented so far were carried out at the normalized time t/t; =
17.1, as this is the instant of strongest turbulence—chemistry interactions.
Since the investigated flame is temporally developing, the difference between
the heat release and flame surface area and the behavior of Iy in Fig. 5.2
might also arise from effects of unsteadiness apart from turbulence-chemistry
interactions. It is therefore essential to evaluate the model at all relevant
simulation times, especially because the flame is modeled with a strained
flamelet model that relies on steady flamelet solutions.

To this end, both the unstretched and strained flamelet model are employed
to compute the production speed s, g,0 that is then compared to the one
measured in the DNS. The progress variable source term of both models is
given by Eq. 5.14 and Eq. 5.15, respectively, and integrated according to
Eq. 5.2 to obtain s, u,0. While this calculation can be straightforwardly
executed for the unstretched flamelet model, a treatment is needed for flame
elements which fall out of the flamelet space in case of the strained flamelet
model. Here, a simple strategy is suggested by using the solution that is
closest to such elements in C space. The comparison of s, n,0 shown in
Fig. 5.20 is omitted for early simulation times, when the flame is still fully
laminar and undisturbed by the turbulence. Concurring with Sect. 5.4.2, the
strained flamelet model performs significantly better than the unstretched
model and only slightly overpredicts the production speed for late simulation
times.

' ' ' DNS ©
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Figure 5.20: Comparison of the integrated production rate of HoO measured in
the DNS and predicted by both models. Note that early simulation times are not
included.
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6 A direct numerical simulation study on NO
formation in lean premixed flames

While the production of NO and its individual formation pathways have
been extensively studied in laminar premixed flames from a kinetic point of
view [159, 160, 161, 162, 163], NO formation in highly turbulent premixed
flames under gas turbine-like conditions behaves differently and follows a
complex interplay of multiple NO pathways that are characterized by vastly
different time scales [48]. This multi-scale nature of NO formation especially
occurs in low temperature combustion, where not only thermal, but also more
complex formation pathways control the production of NO.

In the past, experiments and direct numerical simulations were successfully
performed to investigate NO emissions in turbulent premixed combustion.
Cheng et al. [164] investigated turbulent premixed methane flames doped
with hydrogen in a low-swirl burner. They measured emission indices at the
combustor exit and found an excess NO production triggered by increasing
levels of Hy addition. This result suggested that fuel effects in form of
thermo-diffusive instabilities significantly influence the NO production and
motivated two DNS studies investigating the interplay of thermo-diffusive
instabilities and NO emissions in lean turbulent premixed hydrogen flames.
In particular, DNS of a two-dimensional statistically stationary flame [165]
and a swirling flame in a three-dimensional domain [166] were carried out
and could reproduce and confirm the experimental observation. Both studies
report flame pockets of locally enhanced fuel consumption rates as a result of
preferential diffusion of hydrogen. These pockets of intense fuel consumption
also feature strongly amplified NO formation rates, which in a global sense
leads to a much increased NO formation rate compared to unstretched laminar
flames and equivalent turbulent flames at lower turbulence intensities.

The profound lack of high quality experimental or DNS data for complex NO
chemistry in hydrocarbon fuel flames is presently one of the main impediments
for a more comprehensive physical picture of NO emissions in premixed flames
and the development of accurate models, which motivates the execution of a
large-scale DNS of turbulent premixed lean methane flames including detailed
NO chemistry in this chapter. Given this, the objective of this chapter is
to analyze the impact of turbulence on flame generated NO in a temporally
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6 A DNS study on NO formation in lean premixed flames

developing premixed jet flame DNS for conditions corresponding to the thin
reaction zones regime.

In Sect. 6.1, the utilized numerical methods as well as the quality and
physical properties of the DNS database are outlined, while in Sect. 6.2
statistics and finite-rate chemistry effects of NO formation are investigated.

6.1 Description of DNS database

Recently published combustion DNS studies of premixed flames are often
characterized by a mean shear driving the turbulence [75, 167, 72, 71, 68, 168,
166] and/or invoke more complex chemistry representations [169, 170]. In the
current work, a turbulent premixed methane-air jet flame with shear driven
turbulence is considered. Its novelty is that it includes detailed NO chemistry
in addition to the chemistry of methane as a representative of a hydrocarbon
fuel.

6.1.1 Simulation configuration

The selected simulation scenario is a temporally evolving premixed planar jet
flame [68], which is illustrated in Fig. 6.1. In this configuration, two initially
laminar flames burn towards a temporally developing turbulent planar jet
situated in the center of the simulation domain. The flames eventually become
turbulent as they arrive in the shear layer of the jet. This DNS can be regarded
as an idealized representation of a premixed flame element inside a jet burner
that is transported downstream until the fuel is fully consumed.

Out flow

Burned
Fuel/air

lame

()
y % Burned
X Periodic
z

Figure 6.1: DNS Configuration. Two initially laminar flames burn into a temporally
developing jet that develops in the center of the domain.
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6.1 Description of DNS database

In order to closely mimic gas turbine conditions, a lean premixed methane-
air mixture at an equivalence ratio of ¢ = 0.7, an unburnt temperature of
T, = 500K, and at a jet Reynolds number of

U;H;

Uy

Re; = = 9000 (6.1)
is considered, where U; and H; denote the initial jet bulk velocity and jet
width, respectively, while v, is the kinematic viscosity of the unburnt mixture.
Based on U; and H; a normalized jet time ¢t; = H;/U; can be defined. The
pressure is one atmosphere equivalent to 1.0133 bar. To clarify the relevance
of the present work to technological applications, which typically operate at
much higher pressures than the 1 atm considered here, it is remarked that NO
formation is strongly pressure dependent [48]. For example, the nitrous oxide
pathway gradually gains importance at elevated pressures, which has been
reflected in simple exponential pressure scaling descriptions [48]. A summary
of the operating conditions of the DNS is provided in Tab. 6.1.

Re, ¢ T, [K] Uj[m/s] Hj[mm] ¢ [ms]
9000 0.7 500 80.5 433 0.054

Table 6.1: Characteristic parameters of the DNS.

6.1.2 Physical models

Chemical reactions are expressed by a mildly reduced mechanism for the
oxidation of methane that comprises 32 species and 213 elementary reactions.
It has been reduced from a detailed mechanism for high-temperature combus-
tion of engine-relevant fuels [171] in the methane part which is very similar to
the GRI 3.0 [172] with only a few updated rates. At the specified operating
conditions of the DNS, the laminar burning velocity and flame thickness based
on the temperature gradient take the values sy, = 0.58 m/s and I = 0.44 mm.
The NO chemistry is adopted from the GRI 2.11 mechanism [121] and can
be found in reference [173] along with a brief validation of the reduced mech-
anism, which is shown to provide results almost identical to those of the
detailed mechanism. Under the present conditions, the primary sources of
NO production are the thermal, prompt, NNH, and nitrous oxide pathways.
These pathways and the oxidation of NO to NOg are included in the reduced
mechanism and are briefly reviewed in Sect. 6.2.1.
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6 A DNS study on NO formation in lean premixed flames

Finally, it is remarked that the rates of the individual NO reactions, for
the example of the NNH pathway [174] or of the NCN part of the prompt
pathway [162], are a matter of ongoing research. However, the details of each
formation mechanism are not relevant for the objective of the present work
and the NO chemistry of the GRI 2.11 mechanism is deemed as sufficient, since
it provides good results in comparison with experiments [175, 176, 177, 178].

In this work, the species diffusivities are computed from constant non-unity
Lewis numbers as D; = %c,,p The Lewis numbers are evaluated in the burnt
gas region from the solution of one-dimensional unstretched premixed flames
and some selected values are listed in Tab. 6.2. The full set is provided in the

supporting material of reference [173].

Species‘ O CO OH H, H
Le; ‘0.97 0.98 0.64 0.27 0.16

Table 6.2: Lewis numbers for selected species.

6.1.3 Numerical realization

The governing equations from Sect. 2.3 are solved using the inhouse code
CIAO [1], where the high-order finite-difference framework developed in
chapter 3 is employed. Here, momentum equations are spatially discretized
with a fourth-order scheme, while species and temperature equations are
discretized with a fifth-order WENO scheme [100]. The conservation equations
for temperature and species mass fractions are advanced by introducing a
symmetric operator split [93].

In this work, the flame is resolved by 16 points and a time step size of
dt = 5.3-1078s is employed for the advancement of the governing equations.

The initial velocity field in the core of the domain |y| < H;/2 is initialized
from an instantaneous realization of a fully developed turbulent channel flow
at Re = 9000 with the channel height H; and the viscosity v,. In order to
allow for the turbulence to naturally develop before the flames arrive, the
two flames are initialized at y = £0.9H;, where the species mass fraction and
temperature profiles obtained from the FlameMaster code are interpolated
onto the DNS grid. The flames propagate towards the jet through quiescent
fluid and the velocity of the burnt gases due to gas expansion is added to the
velocity field in the lateral direction. The simulation is run for 1 ms equivalent
to 18.15 characteristic jet times or 1.3 flame times 7 = {z /sy, when about
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6.1 Description of DNS database

35% of the fuel are converted. While the flames propagate a distance only
slightly more than the laminar flame thickness [y, the jet spreads intrinsically
and hits the flames at around 5 characteristic jet times so that it is fully
turbulent after this instant.

The streamwise direction x and the spanwise direction z are periodic and
an equidistant grid spacing of dx = dz is imposed in these directions. Outflow
boundary conditions are applied in the lateral direction y to allow for the burnt
products to exit the domain. In y-direction, the grid is equidistant with a grid
spacing dy = dz in the central part of the domain y < 2.225H; and stretched
towards the upper and lower boundaries with a maximum stretch rate of
1.095. The computational domain is discretized with 2304 x 768 x 1536 ~ 3
billion grid points, which span a physical domain of 15.4H; x 14H; x 10.2H;.
Considering the number of species in the chemical mechanism along with the
temperature this results in almost 100 billion degrees of freedom. Following
prior scaling tests, the DNS was performed on the SuperMUC supercomputer
at the LRZ Munich on 65536 cores and required around 40 million CPUh in
total. Some computational parameters are summarized in Tab. 6.3.

Grid points N, x N, x N, 2304 x 768 x 1536
Domain size L, x L, x L, in H; 15.4 x 14.0 x 10.2
Flame resolution lp/dz =16

Time step size [s] dt =5.3-1078s
Computational cost [CPUL] 40 million
Simulation time [ms] 1=137p

Table 6.3: Numerical parameters of the DNS calculation.

During the evolution of the turbulence and before the flames become
turbulent, the smallest eddy in the shear layer region is between 0.4 and 0.5
dz. However, it is emphasized that the Kolmogorov scale 7 is resolved by a
minimum of 0.55 grid points in the region of interest, where chemical reactions
take place. This value satisfies the recommended resolution of 0.5 according
to Pope [130]. This is especially true, since a high-order discretization is
employed here.

6.1.4 Characterization of the flame

In an effort to describe and classify turbulence—chemistry interactions in
premixed flames, regime diagrams have been proposed [4, 179]. These diagrams
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6 A DNS study on NO formation in lean premixed flames

typically assume unity Schmidt number, which is not the case here. Therefore,
similar to the suggestion of Hawkes et al. [68] the regime diagram is constructed
here with splp/v, = 6.6. Both v’ and [; are computed in the z — z plane
of maximum averaged heat release. The trajectory of the flame inside this
regime diagram is shown in Fig. 6.2 and it may be observed that the flame
sits in the thin reaction zones regime. Note that a peak value of 18 for I;/lp
is achieved.

u’ /sy

I/l

Figure 6.2: Trajectory of flame in a regime diagram colored by normalized time.

In the next step, global burning rate statistics are presented. Specifically,
an integrated fuel consumption speed representing the total heat release and
the flame surface area are considered, which appear as central quantities
in many modeling frameworks for turbulent premixed combustion and are
therefore informative to discuss. An integrated consumption speed of the fuel
can be defined as

Ly
1 .
S¢,CHy = /mCH4dy, (6.2)
0

pu (Yeu,p — You,u)

where 1o, is the chemical source term of CHy4 and the indices u and b refer to
unburnt and burnt conditions, respectively. The (%) operator denotes ensemble
averaging. Statistics are obtained by spatially averaging in streamwise and
spanwise directions. In addition, the statistical symmetry in the y-direction is
exploited by averaging all statistics over the upper and lower sections of the
domain. An approximation of the flame surface area ratio of CHy is given by
an integral of the gradient magnitude of the normalized CH4 mass fraction [4]
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and reads

Yors, — Yor o
’v (CH4 CHa, )‘dy. (6.3)

OCH, —
Ycu,p — YoH, u

O\p

In order to compare the burning rate per unit area to the laminar burning
velocity, a correction factor Iy ¢, is introduced following Bray and Cant [141].
It is defined as the ratio of the consumption speed s. cn, of CHy to the flame
surface area ratio ocp, times sy, and is given by

Iy,cu, = Se,cn,/ (SLocuy) - (6.4)

Iy,cu, takes a value of unity, when a change of methane consumption compared
with the laminar case is solely caused by a change of the flame surface area.
Conversely, a departure from unity shows a difference between the net flame
speed and the laminar burning velocity. s, cn,, ocn,, and Iy cn, are shown in
Fig. 6.3 as a function of normalized time. After the flame hits the turbulence,
the consumption speed and flame surface area ratio strongly increase and are
more than six times their equivalents from an unstretched premixed flame.
It is noted that the consumption of the fuel follows the main trend of the
flame surface area, while the increase in CHy4 consumption is mostly lower
than the flame surface area ratio. This is accompanied by an initial decrease
of Iy cu, down to values of around 0.7 followed by an increase to unity at the
end of the simulation, where the absolute numbers of both quantities become
almost equal implying that the flame propagation is weaker than the laminar
counterpart for the entire simulation and that flame weakening is substantial
as compared to the data in the previous work of Hawkes et al. [68], which
is quite similar to the present DNS. In the DNS of Hawkes and coworkers,
the correction factor Iy drops also during transition, but only down to 0.9,
whereas it recovers increasing to values above unity on a time scale of about
twice the laminar flame time as shown in Sect. 5. Furthermore, the trend of
Iy,cn, indicates that the flame propagation has not reached a steady state
during the simulation time.
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Figure 6.3: Integrated consumption speed of CH4 normalized by the laminar
burning velocity, flame surface area ratio, and correction factor Io,cu, that converts
a laminar burning rate per unit area into a turbulent burning rate per unit area.

6.2 Analysis of NO formation

6.2.1 Formation pathways

The formation of NO can be categorized by different routes [159, 48]. Under
lean premixed gas turbine-like conditions, NO is formed via the thermal,
prompt, NNH, and nitrous oxide pathways. The main initiation reactions
associated with these pathways are given in Tab 6.4.

Thermal NO formation, referred to as the Zeldovich mechanism [45], is
considered to become important at temperatures above 1800 K, which is
reflected in the high activation energy of the rate-limiting reaction R20. In
hydrocarbon flames of nitrogen-free fuels, the rapid formation of NO in the
fuel-rich part of the flame is known as the prompt pathway [46]. This pathway
results from an interaction of the hydrocarbon chemistry with nitrogen and is
predominantly governed by the reaction of Ny with the CH radical. Another
source of NO production is the NNH pathway [47], which is dominated by
the recombination of Ny and the H radical. Moreover, under fuel-lean and
high pressure conditions, nitrous oxide N5O is formed and eventually further
converted to NO. Note that NO can also be oxidized to NOs.

6.2.2 Global statistics of NO formation

In a first step, the NO formation process is visualized in a flux diagram
shown in Fig. 6.4, which is evaluated from the DNS data at the final time
t/t; = 18.14, and where the respective arrow thickness is weighted with
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6.2 Analysis of NO formation

the net molar flux of N atoms departing from N,. The arrows arriving
at the NO species demonstrate the difficulty of distinguishing between the
different pathways considering NO directly. As an example, N converted
to NO could originate from all involved pathways, since in prior steps all
pathways form N. Since the main difficulty in NO formation is to break the
N-N bond, the contribution of each pathway to NO formation is henceforth
quantified by the corresponding Ny consumption reactions, which can be
unambiguously assigned to the respective formation mechanisms. Support for
this procedure is provided by comparing the incoming and outgoing fluxes of
intermediate species, which does not reveal an accumulation of N atoms in
intermediate species. This means that to a good approximation, all N atoms
originating from the cleavage of the N-N bond are finally converted into NO.
Considering the outgoing fluxes of Ny, it becomes clear that in the present
DNS configuration, towards the end of the simulation time, the thermal and
the NNH mechanism contribute most to the global NO formation.

[Thermal

Figure 6.4: Reaction path diagram at the last simulation time ¢/t; = 18.14. The
arrows indicate a net volume integrated molar flux of N atoms and are normalized
with respect to the outgoing flux of Ny atoms. The respective arrow thickness is
weighted with the net molar flux of N atoms departing from Ns.

In order to investigate the response of NO formation to turbulence, in
analogy to the consumption speed of CHy, a production speed of NO s, no is
introduced, which is calculated similarly to Eq. 6.2. As alluded above, the
response of each pathway to turbulence is evaluated based on consumption
reactions of the nitrogen molecule and, for example, the production speed of
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6 A DNS study on NO formation in lean premixed flames

the thermal mechanism is given as

L

y

1 .

) /mNg,thermdy- (65)
0

pu (Yo — Ynow

Sp7NOthcrm =

The total production speed of NO, s, xo,.,, and the production speed of each
pathway are normalized by the initial value at the simulation start, which is
equivalent to the unstretched premixed flame solution. Then, for example,
the normalized production speed of the thermal pathway is given by

* —
Sp,NOcherm - SvaOtherm /SP7NOtherm,t:O' (66)

To quantify the importance of each pathway for the total NO production, also
relative contributions are evaluated. In Fig. 6.5, the temporal development
of the normalized total NO formation speed, the normalized speed of the
individual pathways, and their relative contributions are shown and contrasted
to the evolution of the consumption of CH4 and the flame surface area. As
mentioned above, the total simulation is relatively short in terms of flame
time, but considered to be long enough to analyze the behavior of NO in a
turbulent flame. One reason for this claim is the slope of the orange line in
the left panel of Fig. 6.5, which is constant. Hence, it might be concluded that
the NO formation has reached a quasi-steady state. The observed profiles
indicate a decorrelation of the heat release and the produced NO. While the
heat release increases similarly to the flame surface area up to six times its
initial value, the NO production rate only doubles compared to the initial
state. This finding can be attributed to two reasons. First, the thermal NO
production is insensitive to the increased flame surface area, as it occurs in the
relatively large post-flame region governed by chemical equilibrium. A possible
alternative explanation for the constant production rate of thermal NO would
be thermal NO production rate per unit area is decreasing accompanied
by flame area increasing as balancing effects. However, the thermal NO
production rate per unit area is not affected by the turbulence, as can be
observed below in Fig. 6.7. While Fig. 6.7 shows only the last simulation
time, the thermal NO production rate per unit area has been found to be
almost unaffected during the transition phase, too. The second reason can be
attributed to the strong turbulence-NO chemistry interactions in that the
NO production in the reaction zone via the NNH and nitrous oxide pathways
does not increase as much as the consumption of CH4. In particular, the fact
that the NO production through the NNH pathway increases only moderately
is responsible for the weak increase of the total NO production, since it is
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6.2 Analysis of NO formation

overall the most important pathway besides the Zeldovich mechanism and
the dominant pathway in the reaction zone. Although the prompt pathway
features enhanced formation approximately linear with the flame surface area,
its contribution to the global formation remains low.
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Figure 6.5: Left: Integrated production speeds of NO, of the individual NO
pathways, of CH4, and flame surface area ratio. NO production speeds are normalized
by their equivalents from the unstretched premixed flame solution, while s¢ cn, is
normalized by the laminar burning velocity. Right: Relative contribution of each
pathway to the total NO formation.

6.2.3 Impact of turbulence

In the previous section it was found that the increase in NO formation is
much lower than the increase in heat release. In order to understand this
behavior and to investigate the role of the individual NO production pathways,
N> reactions of each pathway are compared to their counterparts from an
unstretched premixed flamelet in Fig. 6.6(a). Furthermore, a departure of the
chemical source term for each pathway to the flamelet solution, for example
of the thermal pathway, is defined as

. . 2
(N, therm,DNS — TNy, therm,UF) | C

€ C)= 7
tot,abs (C) | {rin,,DNs| C) [max

) (6.7)

where C is the normalized progress variable based on the species mass frac-
tion of CO, COg2, Hy, and H20. In the above equation, 7N, therm,DNng and
TN, therm,UF denote the Nj reactions assigned to the Zeldovich mechanism
of the DNS and the unstretched flamelet, respectively. Both Fig. 6.6(a) and
Fig. 6.6(b) are consistent and show that the largest difference exists for the
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NNH pathway, while the other pathways are represented well by the flamelet.
The NNH formation rates in the DNS and in the flamelet differ not only in
absolute values, but also show a different trend, especially in the important
progress variable range between 0.5 and 0.8. This finding confirms that the
NO production via the NNH pathway is most affected by the turbulence. In
the following, a more detailed inspection is provided for all individual Ny
consumption reactions, which are summarized in Tab. 6.4.

Pathway = Number Reaction
NNH R35 NNH + O = HO3 + Ny

R36 NNH = N2 + H
R37 NNH + M’ = Ny + H + M’
R39 NNH + OH — H0 + Ny

Thermal R20 N+NO=Ny+0

Prompt R34 CH + Ny —» HCN + N
R43 NQO + M= N, + O+ M”
R45 NQO+O—>N2+OQ
R46 N>,O + H= N, + OH

Table 6.4: Reactions of N2 and the pathway they belong to. The third body
efficiencies M, for example M’, appearing in the above reactions are given by
M’ = 2[CHy4] + 2[Hz] + 3[C2Hg] + 6[H20] + 2[CO2] + 1.5[CO] + 1.0[OTHER]. The
brackets in this equation denote the species concentration. The last term is a
placeholder for the concentration of all other species of the mechanism not appearing
explicitly in the definition.

Analogously to Eq. 6.7, a departure of the DNS from the steady flamelet
solutions is evaluated for each reaction individually. Since the thermal and
prompt pathways are initiated only by a single reaction in the present mecha-
nism, the corresponding departures are identical to those shown in Fig. 6.6(b).
Results for the NNH and NoO pathways are shown in Figs. 6.6(c) and 6.6(d).
These plots demonstrate that the largest differences exist for the reactions
R36 and R37 of the NNH pathway that are also the two most important
reactions of this pathway. In contrast, the differences of the individual NoO
reactions are an order of magnitude lower compared to the differences of
the NNH reactions. A striking fact about the reactions R36 and R37 is
that both of them form NNH from Ny and H. In turn, this means that the
H radical plays an important role for the NNH pathway and suggests that
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6.2 Analysis of NO formation

differential diffusion effects and their interactions with the turbulence could
be responsible for the decorrelation of heat release and NO production. While
the impact of differential diffusion on NO formation has not been investigated
and reported yet in the literature, the importance of differential diffusion
in turbulent premixed flames has been highlighted already in previous stud-
ies [180, 181, 182, 183, 184, 154]. Based on DNS, Bruno et al. [184] show
that the selection of the molecular diffusion model has significant impact of
the temperature and species fields and that faster molecular transport of
lighter species affects reaction pathways and chemical kinetics. Moreover, a
very similar effect has been reported by Aspden et al. [185] in DNS of lean
turbulent hydrogen flames, where a decoupling of fuel consumption and heat
release has been shown to be driven by differential diffusion effects. Note
that other effects such as flame stretch via curvature and or strain are not
considered in the present analysis, although they might also affect the NO
formation.
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Figure 6.6: Flamelet behavior of N2 consumption. Fig. 6.6(a) compares the source
terms of the DNS (lines) and the flamelet solution (symbols). Differences of the
formation pathways, NNH reactions, and N2O reactions are shown in Figs. 6.6(b)—
6.6(d), respectively.
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6 A DNS study on NO formation in lean premixed flames

To investigate the interaction of NO chemistry and turbulence further and
also relate the NO chemistry to the heat release, a difference between the
total Ny source term of the DNS and the flamelet solution as well as of the
individual pathways is computed. For example, the difference of the thermal
pathway is defined as

AN, therm = { TNy therm,DNS| C) — 1N, therm, UF - (6.8)

Positive Arin, therm correspond to a reduced NO production rate in the DNS
compared to the flamelet solution and vice versa. In Fig. 6.7, these source
term differences and the heat release are shown with respect to C'. It might be
observed that the NNH and prompt pathways deviate most significantly from
the flamelet solution at the surface of maximum heat release around C' = 0.75.
In particular, turbulence induces an increase of Ny abstraction via the NNH
pathway ahead of the flame in the preheat zone, which is accompanied by
a peak of Arn, nnu at C = 0.6. On the contrary, a strong decrease of NO
production through the NNH pathway occurs at C' = 0.75 in the reaction zone
of the flame meaning that the NO production rate per unit area decreases
in the reaction zone. This explains, why the NO formation increases less
compared to the heat release in the form of s. cn,, albeit the NO production
per unit area increases in the preheat zone.
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Figure 6.7: Left: Differences of the formation pathways from the DNS and the
unstretched flamelet. Right: Conditional means of the heat release rate from the
DNS and the unstretched flamelet as a function of the normalized progress variable.
The heat release is normalized with the maximum heat release from an unstretched
premixed flame, respectively, and the conditional mean of the DNS is layered by its
standard deviation.
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Visual evidence for this finding is provided in Fig. 6.8. It might be observed
that the heat release is closely linked to the progress variable. In the NO
source term field appear structures that cannot be detected in the C' and
heat release fields, whereas these structures can be observed in the Yg field.
This is, for example, evident in the dashed boxes in Fig. 6.8. Conversely,
in the dotted boxes the H mass fraction is low so that also the NO source
term is low, although the heat release occurs in this region. Since C and Yy
are virtually independent, the hydrogen mass fraction besides the progress
variable plays a crucial role in the formation of NO, which is attributed
to differential diffusion of the hydrogen radical. While the heat release is
confined to the thin reaction zone, the H radical diffuses out of the reaction
zone and accumulates in pockets in which it recombines with nitrogen and
forms NO via the NNH pathway. As a result, less hydrogen is available inside
the reaction layer so that NO production via the NNH pathway is shifted
from the reaction zone to these pockets, where it primarily occurs. Since the
net volume of these pockets is lower than the volume of the reaction zone, in
an integral sense less NO is produced than fuel consumed.

H mass fraction

Proiicss variable

Heat release Total NO source term

Figure 6.8: Contour plots of progress variable, heat release, NO source term, and
hydrogen mass fraction at the last simulation time ¢/¢; = 18.14. In the fields of
heat release, NO source term, and hydrogen mass fraction, dark colours refer to
high values and light colour to low values.
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7 An a priori direct numerical simulation
study on modeling NO formation in lean
premixed flames

In this chapter, the DNS database of a turbulent premixed methane-air
flame, which is presented in detail in Sect. 6 and found to feature signifi-
cant turbulence-NO chemistry interactions, is assessed. The objective of the
present chapter is twofold. First, existing modeling strategies are analyzed
and tested against the DNS database. Second, the concept of optimal esti-
mators is employed to identify routes for model improvement, which results
in the formulation of a modified closure model for the source term of NO.
The particular novelty stems from the fact that NO modeling for premixed
combustion is considered. Due to the lack of NO measurements in turbulent
premixed flames, existing NO models could previously only be validated in
nonpremixed flames.

In Sect. 7.1, modeling strategies for the chemical source term of NO in the
context of tabulated chemistry are reviewed, which are assessed a priori in
Sect. 7.2. Next, in Sect. 7.3, the concept of optimal estimators is used to
determine the best parameter set for the tabulation of the NO source term.
Sect. 7.4 picks up implications of optimal estimator analysis and an extended
model is proposed and tested.

7.1 Modeling approaches

The common idea of the models considered in the present thesis is the solution
of a transport equation for the NO mass fraction Yo given by

0 0 0] 0

—(pYno) + — (pu;Yno) = — | PPNo— (1 + miNo. 7.1

5; (PYNO) o2; (pu;Yno) oz, <P NO 5o ( No)> NO (7.1)
In the above equation, p denotes the density, u; the velocity vector, Dyo the
diffusivity of NO, and mno the source term of NO due to chemical reactions.
The only unknown quantity in this equation is the chemical source term
mno, which requires modeling. Note that when this NO modeling strategy
is followed in LES or RANS, an additional unclosed transport term appears
and also PDF modeling is required, which is not part of the current work.
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7 An a priori study on modeling NO formation in lean premixed flames

In the following, three different tabulated chemistry based models that will
be analyzed in Sect. 7.2 in an a priori sense are briefly reviewed. The models
due to Thme and Pitsch [55] and due to Pecquery et al. [59] were originally
developed for and successfully validated in nonpremixed turbulent flames.
These models are adopted here and formulated for premixed combustion. For
further information about these models, the reader is referred to the original
articles, in which the models are described in detail. Besides the models tested
here, also other models based on tabulated chemistry exist. However, these
are not analyzed in this work, as those are either developed for non adiabatic
combustion situations or targeted for thermal NO formation only.

7.1.1 FPV model

The simplest possible model is to parametrize the source term as a function
of the progress variable in the same fashion as all other thermochemical
quantities are tabulated [53]. The modeled rno is then given by

myo,rpv = F (C), (7.2)

where F is the functional relation governed by the unstretched premixed
flamelet equations. Henceforth, this model is referred to as the FPV model.
Here the progress variable C' is defined as the normalized sum of species mass
fractions

C = (Yco + Yco, + Yu, + Yu,0) / Yco + Yco, + Yu, + Yu,0),, (7.3)
which remains bounded between zero and unity, and where the index b in
Eq. 7.3 corresponds to fully burnt condition at the equilibrium state.

7.1.2 Rescaling model®

The model by Thme and Pitsch [55] is called rescaling model and decomposes
myo into a production term mgo and a consumption term 7y according to

mNo = Mg + Mine- (7.4)

Closure for these terms is developed by considering a simple elementary
reaction involving NO

k
A+B+==NO+D, (7.5)

ky

ISect. 7.1.2 is adopted from [A1, pp. 11-12].
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7.1 Modeling approaches

where the reactants A and B react to form the products NO and D. The rate
coefficients of the forward and backward reactions are denoted by k¢ and ky,,
respectively. According to the Arrhenius law, mgo and iy are given by

: pYa \ [ PYB
Mo = Mok (JWA) (JWB> ) (7.6)
and v
Mg = —pYNokD (?\4‘;) . (7.7)

In this model, it is assumed that all species, except NO, are closely linked to
the fuel chemistry. This implies that all other species are formed on relatively
short time scales and can, therefore, be represented by a flamelet library. Since
Th§0 is independent on Yno, it can directly be obtained from the flamelet
solution. In contrast, 7y is a function of Yno, which is characterized by
a different time scale than the progress variable and cannot be represented
by the FPV parameterization. The underlying model idea here is to adjust
mye by using the computed Yyo from Eq. 7.1. Thus, the rescaled modeled
chemical source term of NO reads

oy (C)

Yno. 7.8
Yno,rpv (C) NO (78)

. ot
TMNO,rescaling = MNO FPV (C)

Note that this model formulation relies on first order NO reactions, but it can
principally be extended for higher order NO reactions using the same model
idea.

7.1.3 Nomani model?

The Nomani model has been developed for turbulent flames with air dilution
and suggests to track the NO evolution with two different progress variables,
one for the carbon chemistry and the other for the nitrogen chemistry [59].
Thus, this approach ensures the consideration of two different time scales in
the closure of miNo. It is assumed that in the flame front, NO is predominantly
formed by fast mechanisms, for instance the prompt mechanism, which occur
on similar time scales as the main fuel oxidation reactions. Therefore, NO
production in the reaction zone is coupled to the carbon chemistry so that
mmNo can be expressed with a carbon chemistry table in the flame front (FF),
extracted from the flamelet solution. This means that the Nomani model is

2Sect. 7.1.3 is adopted from [A1, pp. 12-13].
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7 An a priori study on modeling NO formation in lean premixed flames

identical to the FPV model is the flame front. In the burned gases, however,
the thermal mechanism dominates, which forms NO on relatively large time
scales. For that reason, a nitrogen chemistry table is used to express myo in
the burned gases (BG) in order to account for this slow formation process
according to

mES = mﬁg,FPV (YNO) : (7-9)
The nitrogen chemistry table is generated analogously to the conventional
FPV table, but uses Yno for the parametrization instead of C'. Finally, the
modeled chemical source term of NO may be written as

mNO,Nomani = mEFO’FpV (C) H (1 — € — C) +
mRG rpy (Yno) H(C = (1—¢)), (7.10)

where H is the Heaviside function. The switching parameter € in the Heaviside
function is used to distinguish between the flame front and the burned gases.
Since Yno shall only be used for parametrization in the burned gases, € has
to be chosen as small as possible. For detailed information concerning the
choice of €, the reader is referred to [59].

7.2 A priori testing®

In this section, the three NO models described in Sect. 7.1 are assessed in an
a priori analysis. The respective model accuracy is evaluated and quantified
with the aid of scatter plots and a defined model error. First, the models are
evaluated in the entire DNS domain. Since the Nomani model is identical
to the FPV model in the reaction zone, figures in Sects. 7.2.1 and 7.2.2 only
show lines for the Nomani and rescaling models for clarity. In a second step,
the post-flame region, where the slow thermal NO is formed, is considered
separately in Sect. 7.2.3. As it will be shown throughout this section that the
modeling error in the post flame region is negligible compared to the error
in the reaction zone. However, it is instructive to also quantity the model
performance in the post flame region.

7.2.1 Evaluation of the models using DNS data

For a qualitative consideration, the scatter of the modeled NO source term
versus the NO source term from the DNS is shown in Fig. 7.1 for both models,
where the straight line with a slope of unity represents an ideal model. Both

3Sect. 7.2 is adopted from [A1, pp. 19-27].
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models scatter around the ideal model, while especially for low and high
values, a large amount of scatter is present. Another observation is that the
peak values measured in the DNS are higher than the peak values of the

models, which means that both models are not able to capture the highest
values of the DNS flame.
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(a) Rescaling model. (b) Nomani model.

Figure 7.1: Scatter plot of the modeled NO source term versus the ideal model
dependent on the NO source term from DNS data.

7.2.2 Analysis of the model performance for the entire domain
In the next step, the models are analyzed quantitatively. For this purpose, a

total model error ot ¢ abs is defined for a given value of C' as

<(mNo,DNs - mNO,modcl)2 | C'>
€tot,C,abs =

. , (711)
{(mNo,DNS | O)fnax

where the (- | C') operator denotes an average conditioned on C. Additionally,

a total error density €ot,c den is defined by weighting €ior,c,abs With the PDF
of C denoted as P (C), according to

€tot,C,den = P (C) €tot,C,abs (712)

in order to quantify, which progress variable values will have the highest
contribution to modeling errors. These total errors and total error densities
are shown for both models as function of C' in Fig. 7.2. It is clear that the
Nomani model has a lower error than the rescaling model, since both errors
are lower over a wide range of C values. Regarding the total error, there
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7 An a priori study on modeling NO formation in lean premixed flames

are two maxima in both models. If the statistical distribution in the total
error density is considered, the error peak near to the burned gases clearly
dominates and is referenced as the critical error in the following. Fig. 7.2 also
demonstrates that the error of both models in the reaction zone is much more
relevant than the error in the post flame region, since the total error as well
as the total error density in this part of the flame is much higher than in the
post flame region.
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(a) Total error. (b) Total error density.

Figure 7.2: Total error and total error density of the NO source term of the
rescaling and the Nomani model plotted against the normalized progress variable.

Next, the cause of the difference between the total errors in the two models
is analyzed. For that purpose, the conditional mean NO source term in the
models and in the DNS is given in Fig. 7.3(a). This curve also shows that the
Nomani model NO source term is closer to the conditional mean of the DNS,
while the conditional mean of the rescaled NO source term underpredicts the
DNS values and is mainly outside the standard deviation over a wide range of
C. Furthermore, it becomes clear that the peak of the NO source term from
the DNS around C' ~ 0.9 is not captured by either model, which is consistent
with the critical error in Fig. 7.2(b). Note that apart from the difference
between the conditional mean and the model, the standard deviation also
contributes to the model error, as there is a range of different values of the
NO source term for a particular value of C' in the DNS.

While this discussion seems to imply that the Nomani model predicts
the present DNS data quite well, a further inspection reveals that the good
agreement is a result of error compensation. In order to discuss this, the
conditional means of the NO production and consumption terms are plotted
separately in Fig. 7.3(b). Since the production term of the rescaling model
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remains unchanged, it is identical to the production term of the Nomani
model and, therefore, not explicitly plotted in the figure. It is shown that
the rescaling model improves the prediction of the consumption term, as
it is closer to the conditional mean of the DNS consumption term over a
wide range of C. Therefore, the absolute value of the rescaled consumption
term increases, while the modeled production term remains unchanged and
vastly underpredicts the DNS production term. Thus, the total source term
decreases through the rescaling of the consumption term and thereby causes
a higher underprediction of the DNS values. In summary, this means that
without rescaling the absolute values of production and consumption terms
are both underpredicted and as a consequence, the total error in the source
term is compensated so that the FPV as well as the Nomani model give
good predictions for the DNS data. On the contrary, rescaling improves the
prediction of the consumption term, while the error in the production term is
not compensated anymore and the model error for the total NO source term
is higher.
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(a) Total NO source term. (b) Production and consumption terms.

Figure 7.3: Conditional means of the total NO source, production, and consumption
terms from the DNS and model predictions from the rescaling and the Nomani
models as a function of the normalized progress variable. Shaded areas show the
conditional standard deviation from the DNS.

This conclusion can additionally be illustrated by the total error and the
total error density of the NO consumption term in Fig. 7.4. These two errors
are calculated analogously to Eqgs. 7.11 and 7.12. The figures underline that
the NO consumption term is predicted more accurately by the rescaling model,
since both errors are lower over the main range of C. Nevertheless, the model
errors of the total NO source term in Fig. 7.2 are higher.
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Figure 7.4: Total error and total error density of the NO consumption term from
the rescaling and the Nomani model over the normalized progress variable.

7.2.3 Post flame region

The modeling error in the post flame region is negligible compared to the
error in the reaction zone, cf. Fig. 7.2. However, the post flame region in
the present DNS takes up a large part of the computational domain and,
therefore, is analyzed separately. In order to define the post flame region, first
the switching parameter appearing in the Nomani model is discussed.

Switching parameter

The switching parameter € in Eq. 7.10 is used to distinguish between the reac-
tion zone and the post flame region. Pecquery and coworkers [59] suggest the
determine this parameter based on the gradients d¥no/dC and driino/dYno
under laminar unstretched conditions. In the present work, all models are
assessed with the aim of exploring their highest potential. For that reason,
€ is calibrated here against the DNS data to ensure an optimal switching
between reaction zone and post flame region under the present conditions.
In the Nomani model, the NO source term in the post flame region is
parametrized by the NO mass fraction. Therefore, it is important that a
strong functional relation between the NO source term and the NO mass
fraction in the DNS exists. Fig. 7.5 shows the conditional mean of the NO
source term from the DNS and the flamelet model over the NO mass fraction.
It becomes clear that for small values of Yno, there is a large difference
between the DNS and the flamelet solution and a high standard deviation
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occurs. For increasing Yno, the two curves converge towards each other and
the standard deviation becomes lower. From the value of Yxo = 2.1 x 1075,
the differences between DNS and flamelet fall below less than one percent and
the standard deviation is negligible. This means that the NO source term from
the DNS is uniquely described by Yno and the correlation is well captured
by the flamelet model. Thus, an accurate parametrization is ensured for this
range. Since Yno is monotonically increasing with rising C, a corresponding
value of C' can be assigned, which is C' = 0.997. This results in a switching
parameter of € = 0.003. In the following, this value of € is used in the analyses
in order to distinguish between the reaction zone and the post flame region.
Flame elements satisfying the condition C' > 0.997 are then assigned to the
post flame region.
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Figure 7.5: Conditional mean of the NO source term from the DNS as a function
of the NO mass fraction and flamelet solution. The standard deviation around the
conditional mean is shown as the grey area.

Analysis of the models

In the post flame region, the Nomani, the rescaling, and the FPV models
are evaluated. These cases are qualitatively compared by means of scatter
plots of the modeled NO source term in Fig. 7.6. In the Nomani model, the
modeled source term agrees very well with the DNS term, as the scatter is
very close to the ideal model, especially for low values. For high values, the
scatter becomes wider and the model frequently underpredicts the source
term from the DNS due to the transition to the reaction zone. The scatter of
the rescaling model is also very narrow, but the model clearly overpredicts the
source term from the DNS, since the scatter is mainly above the ideal straight
line. The FPV model simply yields a constant value that underpredicts source
term for the entire post flame region.
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Figure 7.6: Scatter plots of the modeled NO source term versus the NO source
term from DNS data in the post flame region.

The results of the qualitative analysis can be confirmed quantitatively by
the total model error in the post flame region. This error is shown for the
three considered cases in Fig. 7.7, in which it is plotted over the NO mass
fraction. The figure evidently shows that in the post flame region, the Nomani
model performs best, as its total error is smaller compared to the rescaling
and also FPV model. Another interesting observation is that the FPV model
is superior to the rescaling model even for Yxo > 2.1 x 1072, where the flame
is laminar and a better prediction by the rescaling model would be expected.
It is further remarked that the peak model error in the post flame region is
three orders of magnitude smaller than in the reaction zone, which concurs
with earlier arguments and implies that it is less important than the model
error in the reaction zone for the present case (cf. Figs. 7.2(a) and 7.7).
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Figure 7.7: Total error of the NO source term for the rescaling, the Nomani, and
the FPV model over the NO mass fraction in the post flame region.

7.3 Analysis using the concept of optimal estimators?*

In the previous section, the performance of existing NO models has been tested
and a critical error peak around C' =~ 0.9 has been identified. The next step
is a mathematical analysis by means of the optimal estimator methodology
with the aim to find routes for model improvement and for reduction of the
aforementioned errors by extending the existing models. Specifically, the
question is asked whether additional parameters should be added in the model
formulation and what these parameters should be.

The optimal estimator technique is described in detail in Sects. 4.2.3 and
5.4.2. Here, a two-dimensional total error of a modeled NO source term is
defined similar to Eq. 7.11 as

€t (C, 05) = <(mNO7DNS — NO.model)” | (Cﬂ/)i)>~ (7.13)

The (- | (C, 1)) operator denotes an average conditioned on C and v;, where 1);
is a placeholder for various tested additional parameters. The error irreducible
error, which can be shown to be the smallest possible error of a model for a
given parameter set independent of the model, is given by

eirr (C, 1) = <(mNO,DNS — (xo.pns | (C ) | (vai)>~ (7.14)

The difference between € and €, is the remaining error that stems from
the functional form of the model.

While the Nomani and FPV models parametrize rmyo as a function of
the progress variable only, the rescaling model uses the NO mass fraction in

4Parts of Sect. 7.3 are adopted from [A1, pp. 33-40].
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addition to C. In order to compare two-dimensional errors directly, these
errors, for example €;,, (C, 1)), are weighted with the conditional PDF of 1
at a given C' P (¢; | C) and integrated over the range of ¢;. The total and
irreducible errors as a function of C' are then given by

_ P W1 C) eror (Cr¢h1) dipy

(mxo,oxs | C)2

€tot,C,abs (C) (715)

and

P | O) e (Coth) dty

(m~o,DNs | C>12nax

€irr,C,abs (C) 5 (716)
where the maximum conditional mean of the NO source term from DNS
(mNo,DNs | O) .. 15 used to obtain non-dimensional errors. Finally, error
densities can be defined by weighting the absolute errors with the PDF of C
as

€tot,C,den (C) =P (C) €tot,C,abs (717)

and
€irr,C,den (C) =P (C) €irr,C,abs- (718)

7.3.1 Results of the optimal estimator analysis

In the following, the irreducible error is determined for several parameter
combinations in order to find the best second parameter to describe the
NO source term. For that purpose, the irreducible error is calculated for
the combinations of C' and a species mass fraction as second parameter.
Concerning possible combinations, only those species are considered, which
are directly related to one of the NO formation mechanisms and thereby
promise to provide additional physical information about the NO source term
not contained in C.

Fig. 7.8 shows the irreducible error and the irreducible error density over
C for some selected parameter combinations. As a reference model, the
irreducible error with the single parameter C' is also shown, which corresponds
to the FPV and Nomani models. Both the irreducible errors and the irreducible
error densities of each parameter combination are lower than the error of
the reference model, as every second parameter provides new information,
which improves the model accuracy. In the worst case a second parameter
does not make any difference, if no further physical information is contained.
Fig. 7.8 shows that especially in the range of the critical error, the errors
with Yy as the second parameter are significantly below the others. Only the
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7.3 Analysis using the concept of optimal estimators

O radical achieves similarly good results, while Yxo as used in the rescaling
model results in a minor improvement only. Yy lowers the critical error below
the second error maximum in the reaction zone near the unburned mixture.
Even regarding the irreducible error density, the critical error is on the same
level as the error peak at low C'. Thus, the parameter combination C and Yy
is the best one, because it promises the smallest possible error. This confirms
the physical analysis outlined in chapter 6 that discussed the importance of
Yy for the NO formation via the NNH pathway.
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Figure 7.8: Irreducible errors and irreducible error densities of the NO source term
for selected parameter combinations over the normalized progress variable.

Another interesting aspect is to apply the optimal estimator to the NO
production and consumption terms separately to find the best parameter
for each part. In Fig. 7.9, the irreducible error and the irreducible error
density of the NO production and consumption terms are plotted over C'
for some selected parameter combinations. Regarding the production term,
Yy is again the best second parameter, just as for the total source term.
Although there is a range where the irreducible error of the production term
for the parameter combination C' and Yy is higher than for some others, the
irreducible error density clarifies that in the relevant range of the critical
error peak Yy yields the lowest error density. The irreducible error of the
consumption term suggests Yno as the most promising parameter, since its
error is below the others in the widest range of C. This seems reasonable, as
the consumption of NO is directly proportional to ¥xo, for which reason it is
used in the rescaling model to adjust the consumption term. However, for
large values of C', the H mass fraction is still a much better choice.
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Figure 7.9: Irreducible errors and irreducible error densities of the NO production
and consumption terms for selected parameter combinations over the normalized
progress variable.

7.3.2 Derivation of model improvements based on the analysis

The optimal estimator approach has been used to examine the closure of the
NO source term and its production and consumption contribution individually.
The analysis reveals Yy as the most promising parameter to describe the
NO production term in addition to C. This is consistent with a physical
analysis from the previous chapter, which showed that the NO formation via
the NNH pathway is significantly affected by the differential diffusion of the
H radical. On the contrary, the NO consumption term is mainly influenced
by the NO mass fraction itself, which confirms the modeling strategy of Thme
and Pitsch [55].
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Finally, this means that an integration of a second parameter namely
Yy into the closure of the NO production term is required to improve the
prediction of the NO source term. However, this integration is not trivial, if a
one-dimensional unstretched premixed flamelet solution is used, where every
quantity is uniquely determined by one parameter, namely by C. Consequently,
a model extension is needed to enable the use of a second parameter. Note that
the optimal estimator analysis only considers irreducible errors, which can
significantly deviate from total errors as seen in the rescaling model. Although
the irreducible error with C' and Yyo is lower than with C only, the total
error is increased by the rescaling procedure. Therefore, the model extension
has to be physically reasonable and provide a valid functional correlation
between the two parameters and the NO source term to improve the model.
Possible model extensions are discussed in the following section.

7.4 An alternate model formulation

In this chapter, a potential model extension is discussed for a more accurate
prediction of the NO source term. First the extended model is formulated
before it is evaluated against the DNS and compared to the existing models
in an a priori analysis analogously to Sect. 7.2.

7.4.1 Model formulation®

The critical error of the modeled NO source term occurs in the reaction zone,
because the distribution of H radicals is influenced by differential diffusion
and strongly affects the NO formation via the NNH pathway. Differential
diffusion leads to a local variation in equivalence ratio, since some components
diffuse faster out of the reaction zone than others diffuse into it. This results
in regions with leaner mixture burning slower and regions with richer mixture
burning faster [181]. Although this effect is also taken into account in the
one-dimensional flamelet solution by considering non-unity Lewis numbers
of the involved species, it is significantly more pronounced in a turbulent
three-dimensional field and results in a local enrichment of the mixture [173].

In the past, numerous approaches have been proposed to account for
differential diffusion effects in turbulent premixed flames. One approach is
the solution of an additional equation for the mixture fraction [186, 187,
127], where depending on the respective definition of the mixture fraction,
transport-like source terms appear in the mixture fraction transport equation.

5Parts of Sect. 7.4.1 are adopted from [A1, pp. 41-42, 45].
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7 An a priori study on modeling NO formation in lean premixed flames

Furthermore, instead of the mixture fraction, a linear combination of element
mass fractions has also been considered in a flamelet generated manifold
(FGM) framework [188] for the description of differential diffusion effects.
Another approach is an effective Lewis number model, where unstretched
premixed flamelets at a constant stoichiometry and varying Lewis numbers
are considered and the effective Lewis numbers need to be modeled [4, 189)].
Here, a different approach is suggested and besides the progress variable,
the hydrogen mass fraction Yy is selected as the second coordinate. This is
motivated by the physical analysis of the last chapter and the mathematical
analysis on basis on the optimal estimator concept in Sect. 7.3. The consump-
tion term is modeled using the formulation of IThme and Pitsch following the
implications of the a priori analysis of Sect. 7.2 and the optimal estimator
analysis of Sect. 7.3. The new extended model for the NO production term
relies on premixed flamelet solutions, which are calculated with different
equivalence ratios ¢ and constant Lewis numbers. It is remarked that Regele
et al. [186] also base their model on similarly obtained flamelet libraries, only
that they introduce the mixture fraction as the second coordinate. Then, the
NO source term from these solutions is tabulated as a function of C' and Yy.
In order to obtain both the best modeled production and consumption terms,
the two models can be combined such that the production term is determined
from unstretched flamelet solutions, while the consumption term follows the
rescaling model. Then, both terms are composed to get the total mno as

MNo FPV ()

Yrno. 7.19
Yno,rpv (C) o (7.19)

. .4
MNO,extended = mNO,extended (Ca YH) +

Additionally, a standalone version of the extended model is considered without
rescaling as
mNO,standalone = 7'.n»NO,extended(6’7 YH)7 (720)

where the NO source term is completely taken from the unstretched flamelets
without any decomposition into production and consumption term.

Fig. 7.10 shows the variation of C' and Yy in several one-dimensional laminar
premixed flamelets at varying equivalence ratios. This figure highlights that
a chemical state characterized by C' and Yy can be evaluated from C-Yy
states taken from laminar premixed flamelets, as the curves are monotonically
increasing with respect to Yy. This unique mapping is a critical requirement
for the definition of a flamelet table. Note that C' becomes greater than unity,
as it is normalized by the maximum value at the equivalence ratio from DNS
data (reference equivalence ratio ¢p = 0.7).
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Figure 7.10: H mass fraction over the normalized progress variable for one-
dimensional laminar premixed flamelets with different equivalence ratios ¢. The
progress variable is normalized by the maximum value at the reference equivalence
ratio ¢ = 0.7.

Finally, it is noted that principally also other model formulations are pos-
sible. For instance, it would also be possible to tabulate against strained
flamelet solutions as developed by Knudsen et al. [2], which was also consid-
ered in the present study. However, since the H mass fraction does not behave
monotonically along a movement down the s-curve under the present thermo-
chemical conditions, such a tabulation was not found to be useful. Moreover,
another appealing idea would be the rescaling of the production term with
Yy in the same fashion as Thme and Pitsch [55] rescale the consumption term.
Since this deteriorates the NO predictions (analysis not shown here), this
formulation is not further considered in the present work.

7.4.2 A priori analysis of the model performance®

In this section, the extended model is evaluated quantitatively in an a priori
analysis and compared against the DNS and the models from literature. For
this purpose, the analysis is performed analogously to Sect. 7.2.

Fig. 7.11 shows the conditional mean of the total NO source term and
its production and consumption contributions as a function of the progress
variable. This figure demonstrates that the extended model performed worse
compared to the existing models over a wide range of C', while the standalone
model is very close to the DNS conditional mean for all progress variable

SParts of Sect. 7.4.2 are adopted from [A1, pp. 45-51].
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7 An a priori study on modeling NO formation in lean premixed flames

values. The reason for these behaviors is highlighted in the decomposition of
the total NO source term into production and consumptions contributions.
The extended model underpredicts the NO production significantly resulting in
a net underprediction, although the consumption term is accurately modeled
according to the idea of Thme and Pitsch. However, it is noted that the model
performs quite well around C' ~ 0.9, where it significantly improves the NO
source term prediction, since the production term is modeled much more
accurately in the reaction zone. This means that especially the critical error
density peak, which was the main target of the new modeling approach, is
significantly lowered. Conversely, it might be observed that the standalone
model without rescaling performs very well over a wide progress variable
range as it benefits from error compensation, similar to situation of the FPV
and Nomani models noted in Sect. 7.2.2. Since the production term is under-
and the consumption term overpredicted, both errors compensate each other,
which is the reason for the overall more accurate results.
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(a) Total NO source term. (b) Production and consumption terms.

Figure 7.11: Conditional means of the total NO source, production, and consump-
tion terms from the DNS and model predictions from the rescaling, the Nomani,
and the extended models as a function of the normalized progress variable. Shaded
areas show the conditional standard deviation from the DNS.

Model evaluation during flame evolution

So far, the analysis presented in this study was carried out at the normalized
time ¢/t; = 18.2 only, which was justified by the fact that this is the instant
of maximum heat release and flame surface. As the simulated jet flame is
temporally developing, it is likely that the physics of turbulence-NO chemistry
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7.4 An alternate model formulation

interactions also change with time. One hint at such effects is the difference
between the heat release and flame surface area, which deviate after the onset
of turbulence, but come together at the simulation end as discussed in the
previous chapter. Therefore, it is essential to test the models not only at a
single simulation, but instead at all simulations times, which is done in this
subsection.

An overview of all considered model combinations is provided in the follow-
ing. Additionally, the corresponding equations for the modeled NO source
terms are noted together with a reference to the section, where the models
are described.

1. FPV model, Sect. 7.1.1
myo,Fpv = mnorpv (C)

2. Rescaling model, Sect. 7.1.2

. e yo,rev(C)
MNO,rescaling = mNO7FPV (C) + WYNO

3. Nomani model, Sect. 7.1.3

TNNO,Nomani =

NG ey (C)H (1 —€e—O) + mll?lg,FPV (YNno) H(C = (1—¢))
4. Extended, Sect. 7.4.1

. ot yo,rpv(C)
MNO,extended = MNQ, extended (C’ YH) + WYNO

5. Standalone model, Sect. 7.4.1
mNO,standalone = mNO,extended (Ca YH)

To this end, the normalized NO production speeds 55 NO of the models are
calculated according to

S;sNO = SP7NO/SP,NOt:()7 (721)
where the total production speed of NO s, no given by

L?}

1 -
s = mno. d 7.22
PNO pu Ynop — YNO,w) o/ No, % (722)

is normalized by the initial value at the simulation start, which is equivalent
to the unstretched premixed flame solution. The respective model predictions
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7 An a priori study on modeling NO formation in lean premixed flames

and the value measured in the DNS are compared in Fig. 7.12 drawing upon
four interesting conclusions. First, in the present DNS, modeling of thermal
NO formation is not important, since the evolution of the Nomani model is
nearly indistinguishable and virtually equal to the FPV model due to the
low model error of the NO source term in the post flame region. The second
implication is that the rescaling of the consumption term in both the model of
Thme and Pitsch and the present extended model deteriorates the prediction of
the NO source term, as s;, y¢ Is notably underpredicted during the evolution
of the flame and even drops below the amount of NO produced under laminar
conditions between 10 and 15 jet times. As analyzed earlier, this originates
from an underprediction of the production term, while the consumption is
accurately modeled by the rescaling model. Moreover, the Nomani and FPV
models follow the DNS evolution well, especially in the beginning, when
the flame is still laminar, and only deviate slightly at late simulation times,
when the maximum heat release is achieved. The forth conclusion is that
the standalone model yields the best prediction of the global NO production
for the last simulation instant and slightly overpredicts the NO formation at
earlier simulation times.

3 [DKs ° '
2.5 pFPV —— o
Rescaling —— e
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Figure 7.12: Normalized production speed of NO in the DNS and the models over
normalized time.
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8 Concluding remarks

In this thesis, DNS was explored as a tool for the development, validation,
and improvement of combustion and NO emission models. First, a consistent
high-order finite difference scheme for DNS of turbulent combustion was
proposed. Second, in view of gas turbine conditions, models were developed
for turbulent premixed combustion featuring strong turbulence—chemistry
interactions and for NO formation in turbulent premixed flames. The model
development is based on high fidelity DNS data, which were generated by the
use of the currently fastest supercomputers.

An open issue was addressed in an existing high-order finite difference
scheme for turbulent reacting flows. In the scheme of Desjardins et al. [1], an
inconsistency among discretization schemes for different conservation laws
was identified, which can disturb a scalar field spuriously under non-uniform
density or velocity distribution. As a solution to the observed issues, an
HOFD stencil for the mass conservation was reformulated into a flux-based
form that can be used consistently with an upwind-biased scheme for the
scalar transport. The effectiveness of the proposed formulation was analyzed
in several test cases demonstrating that the proposed approach provides a
consistent and accurate numerical framework for turbulent reacting flows.

Next, finite-rate chemistry effects were investigated and modeled using a
database for a lean premixed hydrogen flame. The flame propagation charac-
teristics were studied by means of a flame front displacement analysis, which
splits the total flame displacement speed into three contributions stemming
from reaction, normal diffusion, and tangential diffusion. It was found that
the overall displacement speed is lower than in the laminar unstretched case.
In order to identify the origin of this behavior, the effect of flame stretch on
the displacement speed was analyzed. It was demonstrated that the response
of the flame front displacement speed to flame stretch is mainly attributed to
a change in the reaction contribution. High displacement speed corresponds
to high curvature, while low displacement speed is associated with high strain.
Overall, strain effects dominate curvature effects so that the global flame speed
is lower than the laminar burning velocity, which motivates the use of the
strained flamelet model of Knudsen et al. [2] to model turbulence—chemistry
interactions. The strained flamelet model was a priori analyzed against the
DNS data with respect to flame speed and progress variable source term, and
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8 Concluding remarks

found to predict the DNS flame with very good accuracy. In summary, this
analysis supports the modeling strategy of Knudsen et al. [2] and encourages
the application of the proposed strained flamelet model in simulations of
highly turbulent premixed flames.

A direct numerical simulation study of a temporally evolving premixed
methane-air jet flame was then carried out employing the high-order finite
difference scheme that was derived in this thesis. The aim of the DNS study
was the investigation of the interaction of NO chemistry and turbulence in
lean premixed flames. To this end, statistics of global NO production were
obtained and revealed that the increase in global NO formation is much lower
than the increase in global heat release during the evolution of the flame.
To unravel the physical mechanism behind this, the individual formation
pathways were separately assessed and compared to their equivalents in
unstretched laminar premixed flames. It was found that the NNH pathway
behaves quite differently in the turbulent flame compared to an unstretched
laminar premixed flame, while the other pathways responsible for flame
generated NO behave flamelet-like. An analysis of individual Ny reactions
identified differential diffusion as the driving mechanism behind this in that
it significantly modifies reactions containing the H radical and thereby NO
production through the NNH pathway.

Following the physical analysis, the database was assessed for NO modeling.
The capabilities and limitations of three existing models based on tabulated
chemistry were a priori investigated separately for the reaction zone and
the burnt gas region. The concept of optimal estimators was employed
with the aim to evaluate the set of parameters appearing in the models
and identify potentials for model improvement. The main message of this
analysis is that the inclusion of the H mass fraction into the parameter set
could significantly reduce the model error. This finding is consistent with
the prior physical analysis showing that the differential diffusion of the H
radical strongly suppresses NO formation via the NNH pathway after the
flame becomes turbulent. The implications of the optimal estimator analysis
were then picked up to formulate an extended model.

Overall, this thesis revealed novel insights into turbulence—chemistry in-
teractions and nitrogen oxide formation in premixed combustion under gas
turbine like conditions. The analyses and model development, which were
performed a priori in DNS flames at moderate Reynolds numbers, are an
important step towards high fidelity CFD of gas turbines. However, it is
recommended to also confirm findings of the present thesis a posteriori in LES
of experiments and combustion devices at engineering scale in the future.
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