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Abstract

In this thesis the first search for a heavy charged vector boson W ′ in the final state with a
hadronicaly decaying tau lepton and two neutrinos is described. The analysed data include
20 fb−1 of LHC proton proton collisions at

√
s = 8TeV as well as 2.3 fb−1 at

√
s = 13TeV

recorded with the CMS detector. A signal would appear as an excess of events with high
transverse mass where the standard model background is low.

The algorithm used to reconstruct taus from the detector information was extended to provide
a high efficiency and correct energy reconstruction for boosted hadronic tau decays at the TeV
scale.

No significant excess is observed in the recorded data. Limits are set on models in which the
W ′ decays preferentially to fermions of the third generation. These results substantially extend
previous constraints on this model. W ′-boson masses below 2.0 to 3.3 TeV are excluded,
depending on the model parameters. In addition, the existence of a W ′ boson with universal
fermion couplings is excluded at 95% credibility level for W ′ masses below 2.7 TeV with the√
s = 8TeV data and for masses below 3.3 TeV with

√
s = 13TeV data.

For further reinterpretation, a model-independent limit on potential signals is also presented
for various transverse mass thresholds.

Finally a generalized interpretation of non resonant signals in the e/µ plus missing transverse
energy channel is proposed.

Zusammenfassung

In dieser Arbeit wird die erste Suche nach einem schweren geladenen Vektorboson W ′ im
Endzustand mit einem hadronisch zerfallenden Tau-Lepton und zwei Neutrinos beschrieben.
Die analysierten Daten umfassen 20 fb−1 der LHC Proton Proton Kollisionen bei

√
s = 8TeV

sowie 2.3 fb−1 bei
√
s = 13TeV, welche mit dem CMS Detektor ausgenommen wurden. Ein

Signal würde als ein Überschuss von Ereignissen mit hoher transversaler Masse erscheinen,
wobei der Standardmodelluntergrund für diese Art von Ereignissen niedrig ist.

Um diese Suche durchzuführen wurde die Tau-Rekonstruktion im CMS-Detektor für geboostete
Tau Zerfälle erweitert, um eine hohe Effizienz und eine korrekte Energierekonstruktion bei der
TeV Skala zu gewährleisten.

Es wird kein signifikanter Überschuss in den Daten beobachtet. Es werden Ausschlussgrenzen
auf Modelle gesetzt, in dem das W ′ bevorzugt in Fermionen der dritten Generation zerfällt.
Diese Ergebnisse erweitern die vorherigen Ausschlussgrenzen auf dieses Modell erheblich. Eine
untere Grenze auf erlaubte W ′ Boson-Massen kann gesetzt werden. Diese liegt zwischen 2.0
und 3.3 TeV, je nach Modellparameter. Darüber hinaus wird die Existenz eines W ′-Bosons mit
universellen Fermionkopplungen mit einem Konfidenzniveau von 95% für W ′ Massen unter
2.7 TeV für die

√
s = 8TeV-Daten und für Massen unter 3.3 TeV für

√
s = 13TeV-Daten

ausgeschlossen.
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Um weitere Interpretationen der Ergebnisse zu ermöglichen wird auch ein modellunabhängiger
Grenzwert auf potenzielle Signale für verschiedene transversale Massenschwellen errechnet.

Zusätzlich wird eine verallgemeinerte Interpretation von nicht resonanten Signalen vorgestellt,
welche anhand des Endzustandes in e/µ plus fehlender transversaler Energie eingeführt wird.
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1. Introduction

The standard model of particle physics was very successful in the last five decades, but new
processes of physics beyond the standard model (BSM) are expected to appear at the TeV scale.
With the CMS detector at the LHC new, previously untested energy regimes are accessible
to searches for new physics. The main aspect BSM theories studied in this thesis are events
with one tau and missing transverse energy (Emiss

T ), which are analysed for signs of a new
heavy gauge boson. Additionally a new model independent limit is proposed for non resonant
signals, where the e/µ and Emiss

T final state is used.

This is the first published search for BSM physics in the tau and Emiss
T final state. It faces two

major challenges: To reconstruct hadronic tau decays at the TeV scale with a high efficiency
and to describe the background in the final state, for which it is not possible to derive it
completely from data. These points are addressed by updating the tau reconstruction to
include highly boosted taus and an extensive study of the dominating W-boson background.

As signal a generic model of a heavy charged gauge boson is used. Several extensions to
this model, which have phenomenological consequences, are tested. These modifications
are a generalization of the coupling structure and a dedicated model, motivating the large
masses of the third fermion family with a non universal coupling structure. To allow an
easy reinterpretation of the final result with any model, limits are also provided in a model
unspecific way.

The distribution of the main discriminating variable in tau plus Emiss
T final states is drastically

different, compared to previous mono-lepton searches. The idea of a generalized limit is also
transferred to the e/µ plus Emiss

T final state, where a new parametrisation for non resonant
limits is proposed.

The analysed data is recorded in two data taking periods of the CMS detector. The first data
set is collected in 2012, using 20 fb−1 of integrated luminosity of the proton proton collision
provided by the LHC at a centre of mass energy of

√
s = 8TeV. The second data set is

recorded in 2015 at a centre of mass energy of
√
s = 13TeV. It amounts to 2.3 fb−1. These

are analysed separately due to comprehensive changes in the recording conditions.

This thesis is divided into thirteen chapters. After the introduction the theoretical and
experimental foundations are explained, needed for the analysis of the investigated models.
Building on this the analysis of the 8 TeV and 13 TeV data is described. The results of these
analyses are first presented separately and combined afterwards. Finally a new generalized
limit for non resonant mono-lepton searches is proposed.

During the preparation of this thesis several parts of my analysis have been published. The
initial publication of the analysis is a public analysis summary (PAS) [1] followed by the
paper [2]. The analysis of the

√
s = 13TeV data is published as a PAS in [3]. In addition to

the analysis also the tau reconstruction is published in [4]. I have also contributed extensively

1



1. Introduction

to the mono-lepton channel (e/µ + Emiss
T ), which is not documented in detail in this thesis.

My contribution was to the publication of [5, 6, 7]. During this work I also supervised following
theses [8, 9, 10, 11, 12, 13], detailing the search for dark matter in the mono-lepton channel. In
order to provide a systematic method for the quickly evolving dark matter model landscape,
the generalized limit for non resonant signals is proposed in this thesis. In the following all
figures not provided by me to these publications, will be referenced in the figure captions.

Leading up to this analysis was among others the master thesis [14], which started the search
in the tau plus Emiss

T channel.

2



2. Theory

In order to perform a search for new physics, the foundations of the new physics have to be
understood. Therefore the needed known physics concepts will be introduced in this chapter.
The focus of this section will be on the aspects that are needed to understand the investigated
models for new physics. These will be presented in the second part of this chapter.

2.1. The Standard Model

The standard model of particle physics (SM) describes the known elementary particles and
their interactions in terms of a field theory based on gauge symmetries. The foundation of
the SM was laid in the 60s and the current representation, which is our understanding of
the fundamental concepts in nature, was developed on this basis. Elementary particles are
fundamental particles that cannot be described as a combination of other particles. Each
particle has its unique quantum numbers, such as charge or spin. There are two kinds of
elementary particles: fermions with half integer spin and bosons with an integer spin. The
interaction between them can be categorized in three fundamental forces: electroweak (QED1,
QFD2), strong (QCD3) and gravitational interaction. Within the SM one can describe very
precisely the transition from one particle to another, particle decays, annihilations and the
production in vacuum. The energy range this model can describe starts at a few eV and is
tested up to a few hundred GeV. The SM gives a unified description of the electromagnetic,
weak and strong interactions in terms of the gauge group U(1)Y ×SU(2)L×SU(3)C. However,
the SM does not contain a description of gravitation. This is described by the theory of
general relativity. No unification of the standard model in particle physics and gravitation
was achieved so far. Therefore a hard validity limit of the SM is given by the Planck scale of
1019 GeV where quantum-gravity effects are expected to become relevant.

2.1.1. Particles

The fermions are divided into leptons and quarks, where the former participate only in the
electroweak interaction, while the latter also interact strongly. For every type of fermion a
particle and an antiparticle exist with opposite electric charge. Unless stated explicitly in
this thesis the particle also refers to its antiparticle. All fermions are listed in Table 2.1.
The fermions are arranged in three families, which differ by the mass of the fermions. The
increasing mass pattern of the fermion families is unexplained. The third family’s fermions are
much heavier than the others and they can decay according to a complex structure. The top

1quantum electrodynamics
2quantum flavourdynamics
3quantum chromodynamics

3



2. Theory

particle name mass

le
pt

on ch
ar

ge
d

l. e electron 0.51 MeV
µ muon 105 MeV
τ tau 1776 MeV

ne
ut

rin
os νe electron neutrino <2 eV

νµ muon neutrino <2 eV
ντ tau neutrino <2 eV

qu
ar

ks up
-t

yp
e u up 2.3 MeV

c charm 1275 MeV
t top 174 GeV

do
w

n-
ty

pe d down 4.8 MeV
s strange 95 MeV
b bottom 4.18 GeV

Table 2.1.: Table of all fermions in the SM [15, 16].

is the only quark that decays electroweakly before hadronizing, and the tau is the only lepton
that decays hadronically. The lightest stable charged fermions the u and d quarks and the e
leptons form bound states and are observable in our universe as matter.

The bosons correspond to the different interactions in the SM. The electroweak interaction is
mediated by the γ, W- and Z-bosons, while the gluons mediate the strong force. The recently
discovered H-boson [17] is needed to allow mass terms for particles in the Lagrangian, which
otherwise would violate gauge invariance. All bosons are listed in Table 2.2.

particle name mass force
g gluon 0 GeV QCD
γ photon 0 GeV QED
Z Z 91.1876+0.0021

−0.0021 GeV QFD
W± W 80.385+0.015

−0.015 GeV QFD
h Higgs 125.09+0.24

−0.24 GeV electroweak symmetry breaking

Table 2.2.: Table of all bosons in the SM [15].

2.1.2. Electroweak Interactions

The electroweak theory [18, 19, 20] is the most important model to describe rare processes
at the LHC. The main background for this analysis will be the W-boson production and
decay, therefore a short overview of the electroweak theory will be given, namely the unified
description of the electromagnetic and the weak interaction. The corresponding gauge group
is therefore a combination of the abelian, electromagnetic group U(1)Y and the non-abelian,
weak group SU(2)L to a SU(2)L ×U(1)Y . From this group structure we can deduce that that
there are four bosons: three generators of the SU(2)L, Wi

µ (i = 1, 2, 3) and the generator of
the U(1)Y , Bµ. The fermions can be written in a bases that shows their chirality. For the first

4



2.1. The Standard Model

quark family, this is:

ψ1 =

(
u

d

)
L

, ψ2 = uR, ψ3 = dR. (2.1)

This way we can write a compact form of the electroweak interaction Langrangian density as:

Lint = gψ̄1γ
µσi
2
Wi

µψ1 + g ′
3∑

j=1

yjψ̄jγ
µBµψjh.c., (2.2)

where σi are the three Pauli matrices and the couplings of the weak interaction are g and g ′,
connected via the weak mixing angle θW with g · sin θW = g ′ · cos θW = e. The γµ are known
as the Dirac matrices. They are defined via the anticommutator relation {γµ, γν} = 2ηνµ, with
the Minkowski metric ηνµ. The bosons Wi

µ and Bµ can be mapped to the observed bosons.
While the charged bosons W1

µ and W2
µ are connected to the observed W-boson via:

W±
µ = (W1

µ ∓ iW2
µ)/

√
2, (2.3)

the neutral bosons W3
µ and Bµ are connected to the observed bosons via the electroweak

mixing: (
W3

µ

Bµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Zµ

Aµ

)
(2.4)

For the quarks the flavour eigenstates q ′ are not the same as the mass eigenstates q. The two
are connected by the CKM mixing matrix:d ′

c ′

b ′

 = Vqq ′

dc
b

 (2.5)

The leading order interaction of a W-boson with two fermions (W → fif̄j) can be written as:

Lint =
Vij

2
√
2
gf̄iγµ(1− γ5)Wµf

j + h.c., (2.6)

where γ5 is i
∏

µ γ
µ. In this thesis we will test various modifications to this interaction.

Because on the one hand, the W-boson decay into lν is the main background for the search
for physics beyond the SM, on the other hand, models with properties similar to the W boson
will be investigated. From the Langrangian one can see that the W boson couples only to
left handed fermions and right handed antifermions, which is formally given by the chirality
operator PL = 1

2(1− γ
5).

The leading order cross section for the process fif̄j →W → fi ′ f̄j ′ can be written as [15]:

dσ

dΩ
=
Nf

c

Ni
c

1

256 · 4 · π2
· V2

ij · V2
i ′j ′ ·

s · g4

(s−m2
W)2 + sΓ2

(1+ cos2θ+ 2cosθ), (2.7)

where Nc is the number of colours for the initial or final fermion f, θ is the angle between the
fermions and

√
s is the centre of mass energy for this process. One may note several things
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2. Theory

about this process. The mass of the particle in the propagator MW separates the process into
three regions (s � m2

W), (s ≈ m2
W) and (s � m2

W). When the transferred energy
√
s is

smaller than the mass of the W boson, the term (s−m2
W) is dominated by the W-boson mass

and for large values of s the W-boson mass can be neglected. These two regions are called
off-shell regions, which means that the momentum transfer of the process is not in the region
of the W mass. For s � M2

W the process can be described as a contact interaction where
the heavy mediator cannot be resolved. For s � M2

W the W boson can be produced with a
heavier mass. The process is called on shell, when s ≈M2

W , then the (s−m2
W) term vanishes

and the width of the propagator determines the cross section.

For two general fermions the width is given by [15]:

Γ(W → fif̄j) = Nc
g2 ·MW · |Vij|

2

24π
(2.8)

The total width is then the sum over all possible decay modes Γ =
∑
Γij. For the cross section

a few simplifications were made, to write these short versions. The masses of the fermions
are small in comparison with the W-boson mass, therefore they are neglected here. This is of
course incorrect, which can be directly seen for the decay of the top quark where the fermion
is more than two times heavier than the boson, see Tables 2.1 and 2.2. Only the leading order
processes are considered here. Higher order corrections are crucial for this analysis. Therefore
the effect and basic principles of next to leading order (NLO) calculations are explained in
Section 2.1.5. Remark that the cross section scales with g4. On the mass pole, the quadratic
width also scales with g4, which implies that for a universally coupling boson the on-shell cross
section is independent of the coupling strength.

2.1.3. Electroweak Symmetry Breaking

The QCD description is non trivial, but the theory is in itself consistent. This is not the case for
the electroweak description without the Higgs mechanism. A mass scale has to be introduced
externally which defines the boson mass scales and therefore the weak coupling strength. For
a long time the outstanding problem was, that in the SM all particles were massless. The
introduced masses would lead to gauge invariance violating Lagrangian. The solution is that
the boson masses are generated dynamically by the interaction with an additional field, the
Higgs field, which spontaneously breaks the gauge invariance.

A short outline of this mechanism will be provided here, in order to motivate some models
beyond the SM. This summary is based on [21, 22, 23, 24]. For a detailed discussion consult
e.g [24, 25].

The idea of the Higgs mechanism is that a complex scalar field could couple to the SM particles.
By spontaneously breaking the electroweak gauge symmetry a non vanishing ground state
would generate mass terms in the Lagrangian.

The Lagrangian of a complex scalar field φ can be written as4:

LS = ∂µφ
†∂µφ− V(φ) with V(φ) = µ2φ†φ+

1

2
(φ†φ)2 (2.9)

4We will see at the end of this section, that this is not the most general form. One can also add fermion
interactions.
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2.1. The Standard Model

This Lagrange density is gauge invariant, but is also can have a non vanishing ground state.

< 0|φ(x)|0 >=

(
0

v

)
= φG 6= 0 (2.10)

In order to determine the interactions of the scalar field with the SM the partial derivative ∂µ
in equation 2.9 has to be replaced by the covariant derivative Dµ, which is determined by the
gauge transformations of the field:

Dµφ = [∂µ + ig
σi

2
Wi

µ − i
YH
2
g ′Bµ]φ, (2.11)

where YH = 1/2 is the hypercharge for the Higgs field. Using this equations one can work out
the mass terms for the bosons by comparing:

(DµφG)†DµφG =
v2

4
g2W+

µW
−µ+

v2

8
(g ′2+g2)

(
g ′√

g ′2 + g2
Bµ −

g√
g ′2 + g2

W3
µ

)2

, (2.12)

to the observable boson from Equation 2.4. One can see the masses of the bosons as e.g.
MW = (gv/2)2. Keeping all terms, also the interactions with a scalar boson, the Higgs boson
appear.

As we have seen the masses of the bosons are generated dynamically by the introduction of
a non vanishing ground state of a scalar field. But the masses of the fermions are still not
accounted for. They can be introduced by the same scalar field with a coupling proportional to
their masses. For e.g. the up- and down-quarks defined as defined Equation 2.1, the interaction
is:

LY,int = Q̄dRφ
φ→φG= −Yd

v√
2
d̄LdR (2.13)

As one can see the masses as constructed here only work for the charged leptons and the down-
type quarks. In order to have mass terms for the up-type quarks more detailed discussion of
the Higgs field is needed, see e.g.[24].

2.1.4. Quantum Chromodynamics

As this thesis will analyse events from a hadron collider the strong interactions are an important
model to understand the background and the production of the events.

QCD [26] is described by the non-abelian gauge group SU(3) and the characterizing charge
is the so called colour charge (qc with c = 1, 2, 3). The interaction is mediated by eight
gluons, which carry colour charge. The strong coupling αs has a non-negligible dependence on
the energy scale. Therefore QCD can not be described with a perturbative approach at low
energies, which is very efficient for high energies (αs ≈ 0.1 at energies of 100 GeV-1 TeV [15]).
The running of αs is shown in Figure 2.1. As feature of the theory there are no free quarks
or gluons observable, which is often referred to as confinement. High energetic light quarks
or gluons first hadronise and then form a parton shower, which is observable as a jet of final
state particles in modern particle detectors.
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2. Theory

Figure 2.1.: Running of the strong coupling constant αs as a function of the energy transfer
Q [15].

Many of the used results from QCD are either perturbative calculations, thus only valid at
higher energies, or parametrizations for low energy effects5. The diverging coupling is especially
problematic for numerical calculations. There are many applications at the LHC, where the
interplay of these two regimes is important. One example is the description of jets, which either
are calculated with the perturbative approach or parametrized. For the parametrization of
the fragmentation the most commonly used framework in CMS simulations is pythia [27, 28].
The use of numerical calculations for high energy QCD and parametrizations for low energy
QCD effects is a subject of constant improvements as discussed in [29].

2.1.5. Higher Order Effects for pp→W → lν

A short summary of the higher order effects will be provided, in order to show the recent
developments and the difficulties for the next-to-leading-order (NLO) calculations6. This will
be used for the correct description of the background.

For the correct calculation of the cross sections higher orders have to be calculated, which
in this context means the evaluation of diagrams with additional vertices of the strength7

αs or α. The number of diagrams that have to be evaluated grows exponentially with the
number of allowed vertices. An analytical evaluation of the higher order diagrams is therefore
complicated. In the past years the automatic numerical evaluation of higher order diagrams and
calculation of generic diagrams had a huge success. An example for the automatic calculation
of NLO QCD diagrams is the openloops library [32]. In the last years also the automatic
calculation of NLO electroweak (NLO EW) diagrams was added [33]. In order to understand
the difference between leading-order (LO) and NLO four exemplary Feynman diagrams are
shown in Figure 2.2. For the numerical NLO calculations several divergencies arise, which
will be discussed using these diagrams. One has to note here that an analytical evaluation of

5In principle the low energy QCD regime is also accessible with lattice calculations, but these calculations
have not reached the needed precision.

6As the differential NLO calculations are still under development, the following paragraph is based on [30]
and private discussions with Alexander Mück and Lennart Oymanns. More details for the pp → W → lν

process can be found in [31].
7α is proportional to g2. To be exact αi =

g2
i

4π
.
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2.1. The Standard Model

higher orders show no not handable divergences in the calculation. Many of the divergences
arise from the numerical calculation and the evaluation of non inclusive quantities.

q

q

l̄

ν

W

(a) LO (b) NLO initial state ra-
diation (QCD or elec-
troweak)

(c) NLO vertex
loop (QCD or
electroweak)

(d) NLO one loop (elec-
troweak)

Figure 2.2.: Feynman diagrams for a LO s-channel process and some examples for NLO
corrections.

The Figure 2.2a shows the LO s-channel diagram. If we assume that the initial state particles
are quarks and the final state particles are leptons, the NLO QCD corrections mainly affect the
initial state, while the NLO EW corrections can affect all parts of the diagrams. In light of the
values for αs(MZ) = 0.118 and α(MZ) = 7.297×10−3 [15], it is clear that the QCD corrections
from higher order processes are much stronger than the electroweak processes. For modern
Monte Carlo (MC) event generators such as MadGraph [30, 34] the LO process can be defined
as pp→W → lν+n jets, which makes the counting of the order ambiguous. Figure 2.2b and
the crossed graph with the gluon in the initial state can be viewed as LO W+ 1 jet process
or NLO graph to diagram 2.2a. Most modern generators therefore define NLO processes as
αn+1
s or αm+1, where n and m are the orders of the defined process. This separation is

ambiguous due to the definition of "the defined process". The answer is that Figure 2.2b is
both NLO and LO. For the numerical calculation of LO n-jet diagrams divergences appear
for collinear and soft particle radiations, which would be cancelled by virtual corrections at
the full NLO or higher order calculations. LO generators typically circumvent this, by using
thresholds for the momenta of the radiated particles, requiring e.g. for a jet a typical minimal
pT of 10 − 20GeV. The low momentum jets are parametrized. Full NLO calculations also
provide the correct virtual corrections and the correct parametrisation of the low momentum
jets have to be adjusted to only describe the missing NNLO effects. Another problem arises
from the radiation of photons and heavy gauge bosons, because they are often generated in
a separate process like pp → W and pp → WZ. The virtual graphs for the NLO W-boson
process, radiating a Z boson, would not be simulated in the explicit WZ process. A NLO EW
calculation of the W-boson process would therefore only contain the virtual corrections, and
thus most likely have a negative contribution to the cross section.

Another aspect of higher order corrections can be seen in Figure 2.2c. The diagram effectively
changes the coupling constant at the vertex. It can be renomalized analytically. It is then
absorbed in the running of the coupling constant, as shown in Figure 2.1 for αs. Numerical
NLO calculations can calculate a correction to the vertex due to a phase space constraint or
additional initial state radiation. Therefore the NLO calculation has to agree with the LO
calculation on the renormalizaiton scheme. They have to use the same parametrization of the
running coupling constant.The last diagram 2.2d changes the width of the propagator and an
be completely renormalized by analytical methods.

One of the reasons for the so called NLO revolution however was the use of on-shell calculations
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with so called tree diagrams instead of feynman diagrams, where much more of the calculations
can be reused [35, 36]. More recently it was shown that the loop integrations can be solved
generally in a D-dimensional approach which evolved in a series of publications, of which [37]
is the most recent.

The first goal of the automatisation was the NLO QCD calculations for the strong coupling.
For the NLO EW corrections in certain parts of the phasespace such as the high mass MW

boson so called Sudakov logarithms arise at the TeV scale. These logarithms have the form of
g2 · log2 (s/m2), where m is the mass of e.g. an external lepton and s is the usual Mandelstam
variable of the process. Therefore recent attempts were made to include the electroweak
corrections in the calculations e.g. with HORACE [38], mcSANC [39] and most recently
openloops within Sherpa [40]8. The resulting effects of the higher order calculations to the
W-boson background are studied in detail in Section 7.2.3 and 8.2.1.

2.1.6. Parton Distribution Functions

At the Large Hadron Collider (LHC) protons are accelerated and collided. This brings certain
advantages with respect to electron colliders, like the essential high centre of mass energy,
but also has some disadvantages. One of them is that protons are not elementary particles.
Protons have a substructure and the particles taking part in the interactions are the partons
(quarks and gluons) constituting the protons. The propability to find a specific parton at a
specific energy inside the proton can be described in terms of parton distributions functions
(PDF). The idea is that the partons in the proton have a probability to carry a fraction of the
proton momentum. This probability for each parton depends on the energy transfer Q of the
interaction and the fraction of the energy with respect to the proton x (fi(x,Q2)). The cross
section of a partonic (hard) interaction P can then be written as [41]:

σ(pp→ XP) ∝
∑
i

∑
j

CP
ij(x1, x2, αs(Q

2))⊗ fi(x1, Q2)⊗ fj(x2, Q2), (2.14)

where CP
ij(x1, x2, αs(Q

2)) describes the hard process for the parton types i and j at an energy
Q with the coupling constant αs depending on Q2. For the PDF the dependence on Q2 can
be calculated using the DGLAP equations [42, 43, 44]. The dependency of the PDFs on x at
the current understanding of QCD cannot be determined from first principles. They describe
the dynamics in the proton, which can not be calculated. In order to determine these proton
form functions data from various collision experiments were analysed e.g. ep, en, pp̄, pp9.
While the DGLAP equations are known since the mid to end 70s and dedicated ep colliders
such as HERA measured the PDFs in great detail, the NLO QCD calculations of the energy
evolution could only be solved 20 years later [45]. Since then the combination of various data
sources and the estimation of the involved uncertainties has grown. The current PDFs are
at next-to-next-to-leading-order (NNLO) QCD, include also photon contributions and have
largely decreased the uncertainty. But there are still discrepancies in the description of the
PDFs, depending on the combination and fit method used for the data. An example PDF is
shown in Figure 2.3 and 2.4. One can see that for higher Q2 the uncertainties are smaller,

8The code is not yet available publicly
9For a full list see [15] Chap.19
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2.1. The Standard Model

because the energy evolution can be described perturbatively. The so called valence quarks,
which constitute a proton (uud), have a probability peak at x ≈ 1/3, while the other quarks
and the gluon are least probable at high x and steeply rise towards low x, which means that
it is more probable to get a low x ū than a high x u. For this analysis we will have q̄q ′

combinations in the initial state with high Q2 and high x. For the heavier quark flavours
(s, c, b), the probability to find a quark or an antiquark in the proton is the same, since these
quarks can only be produced dynamically in pairs. The difference between various PDF sets
is much larger than the uncertainty of the individual PDF sets. This will be refrected in the
uncertainties, which will be used later.

Figure 2.3.: An example PDF (MMHT2014) at NNLO at Q2 = 10GeV2 and Q2 = 104 GeV2

, with associated 68% confidence-level uncertainty bands, taken from [46].

Figure 2.4.: The difference of various PDF sets for Q2 = 104 GeV2, taken from [46].

The PDFs build the foundation of every cross section calculation and, as we will see in
Section 7.2.3, have a huge influence on the result and thus effect the background prediction.
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2.2. Limitations of the Standard Model

Despite the huge success of the SM there are phenomena that cannot be explained within this
theory. Therefore many extensions of the current standard model are aiming at solving one or
more of the shortcomings of the SM. Different theories aim for different shortcomings of the
SM. To understand the motivations a short selection of problems within the SM is given. A
more detailed review can be found in the introductions of [47, 48, 49]:

• There are two quantities observed in astrophysical and cosmological measurements, which
cannot be explained within the SM: Dark Matter and Dark Energy.

• A generalized description of gravity as quantum field theory, or a description of the
particle fields as geometric theory - probably a unified description of both in a new
framework - is still missing.

• The origin of the weak scale is unexplained. The electroweak scale is not protected by
any symmetry, and therefore is unnaturally low, compared to the Planck scale.

• The recently discovered Higgs boson is relatively heavy, which requires a high fine-tuning
in loops that have a large amplitude and cancel each other.

• The origin of the neutrino masses is still debated. It is unclear why they are that low,
compared with the rest of the fermions.

• While the masses of the fermions in the SM can be introduced in the theory, no mecha-
nism in the SM explains the difference of masses between the fermion families.

• No gauge unification is possible within the SM.

As one can see many of these shortcomings are a lack of motivation for specific observations
(Dark Matter) or scale arguments. But the underlying assumption, when discussing the
shortcomings of the SM, is that the theory is only an approximation. It describes the status
quo of the known measurements. With a new measurement e.g. neutrino masses, the existing
theoretical framework is updated. Therefore some new theories try to motivate their approach
by a simplification of the SM, or an introduction of a new symmetry, while others propose new
phenomena that would have been missed so far.

One of the most prominent extensions of the SM is Supersymmetry (SUSY) [47], which
introduces a new symmetry between bosons and fermions. As a result many properties of
the SM can be calculated and scales are constrained better. But so far no evidence was found
and the phase space left to explore SUSY can not explain several of the problems of the SM.

One of the prominent simplifications is the introduction of a Grand Unified Theory (GUT) [50].
The running of the coupling constants suggests that the electroweak and QCD scale could be
unified at high energies. But no successful theory was developed yet.

As all these new model ideas cannot be checked at the same time, for this thesis models are
considered that can be probed at the LHC with a single lepton in the final state. In particular,
in the next section models will be discussed which can produce a heavy charged gauge boson,
decaying into τ+Emiss

T . A phenomenological model will be introduced, which serves as a
benchmark model for this analysis. In addition one specific model will be discussed, which can
explain the mass differences of the third fermion family to the first two generations. Last but
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not least various approaches to interpret the events as results from Dark Matter produciton
will be discussed, which will finally be investigated in the e/µ+ Emiss

T final state.

2.3. A Heavy Gauge Boson W ′ in Theories Beyond the SM

One of the most common features of BSM theories is the prediction of new heavy particles.
There are several known methods to include new particles in a consistent way into the SM.
The main focus of this thesis is on a heavy charged vector boson, generally referred to as W ′.
In most extensions also a neutral vector boson is predicted, here referred to as Z ′. In order to
position the search in the model landscape that the LHC is searching for a brief summary of
different W ′ model types will be given and then only the models used in the following analysis
will be described.

As mentioned before SUSY is one of the most popular extensions of the SM. It also generates
additional particles, but the new particles are shifted w.r.t. the SM particles by spin 1

2 . New
charged heavy bosons would therefore be scalars. One of the assumptions for SUSY is R-
parity conversation, which as a consequence allows SUSY particles to be produced only in
pairs. Nonetheless in addition to the dedicated searches [51], also the lepton+Emiss

T signature
can play a role, as shown in [52]. If R-parity is conserved a W ′ candidate could be the super
partner of the charged leptons. But strong limits on the R-parity violating couplings for these
particles exist.

A similar approach can be summarized under the label extra dimension models. The
idea is that additional extra dimensions could extend our known four dimensions. These
additional dimensions are compactified and therefore not accessible at low energies. Depending
on the model not all particles are able to travel in these extra dimensions. A common
consequence of this compactification is the creation of so called Kaluza-Klein modes, which
are excitations of the SM particles in the extra dimensions. Here a heavy W-boson excitation
can be predicted [53, 54].

In light of the recent Higgs discovery models with a composite structure of the Higgs got
more attention. These models mainly solve the problem that the Higgs mass, and therefore the
scale of the weak interaction has to be constrained to the specific measured value, to avoid fine
tuning. Therefore new strongly coupled particles are proposed, which have a natural energy
scale. These models either directly predict a heavy charged spin-1 boson or a heavy scalar
charged boson [55].

Other models are directly motivated by the group structure that has been observed and for
example propose a left-right symmetry, which adds to the SU(2)L a SU(2)R or directly a larger
group such as SU(5) or higher10. The structure of these groups require additional gauge bosons
and therefore predict a W ′ boson.

In order to have a reference model that provides a genericW ′ the sequential standard model [56]
was chosen that will be described in the next section.
10The original SU(5) [50] grand unified theory was proven to be incorrect, because it allows proton decays.
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2.3.1. The Sequential Standard Model

The Sequential Standard Model (SSM) [56] assumes that a carbon copy of the SM W- and
Z-boson with higher masses exists. Because not all details are specified with this assumption,
several additional assumptions and properties will be used in the following:

The branching fraction and width of the W ′-boson has to be modified with respect to the
SM. Since the W ′ is heavier than the top and bottom quarks, the decay into tb is allowed.
The same could happen for the WZ decay, but the coupling of WZ is very model dependent,
therefore assumed to vanish. With these assumptions the decay width is [57, 58]:

ΓW ′→f̄f ′ =MW ′ ·
g2 · Cf̄f ′

2 · 48π
· F(

Mf̄

MW ′
,
Mf ′

MW ′
) (2.15)

The factor Cf̄f ′ denotes the colour factor of the fermions and is 1 for leptons and 3 for quarks.
The function F(x1, x2) is a correction to the leading order width from NNLO calculations and
has the following structure [57, 58]:

F(x1, x2) = (2− x21 − x22 − (x21 − x22)
2) ·

√
(1− (x1 + x2)2) · (1− (x1 − x2)2) (2.16)

The total width of the W ′-boson is

ΓW ′→f̄f ′ =MW ′ · g2

2 · 48π
· (18+ 3 · F( Mt

MW ′
,
Mb

MW ′
)) (2.17)

For high masses the influence of the fermion masses can be neglected and expression 2.17 can
be approximated as:

ΓW ′ =
4

3

MW ′

MW
ΓW (2.18)

If the same coupling structure as in the SM is present there will be interference between the
W- and W ′-boson [59, 60]. The differential cross section is:

dσ

dΩ
· s ∝

(
g2SM

s−M2
W

)2

+

(
g2W ′

s−M2
W ′

)2

± 2
(

g2SM
s−M2

W

·
g2W ′

s−M2
W ′

)
, (2.19)

where the decay width is neglected. One can see that the sign of the interference depends
on the last term and in general the term will be added if the coupling to the initial and final
particles is the same. If the coupling is different, e.g. an opposite sign between leptons and
quarks, the last term will be subtracted. The sign of the last term is also depending on the
value of s with respect to M2

W and M2
W ′ . The effect was studied in [57, 6] and was found to

be less than 10%. As we will see for the τ+Emiss
T final state, one can not resolve the regions

of constructive and destructive interference. Therefore the effect is reduced to a cross section
modification and will be ignored in the following.

For the τ+Emiss
T final state different variables can be used to separate the signal from data.

The best signal to background separation can be achieved using the transverse mass of the
event. It is defined as:

MT =
√
2 · pτT · Emiss

T · (1− cos∆φτ,Emiss
T

) (2.20)
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The momentum pτT is the measurable transverse momentum of the hadronic tau decay τhad.
The missing transverse energy Emiss

T is comprised of all particles, which can not be detected with
a LHC detector. For a hadronically decaying tau, Emiss

T is formed from the two neutrinos. One
neutrino from the W ′ decay and one neutrino from the hadronic tau decay. The distribution
of a W ′ signal for different decay stages of the W ′ is shown in Figure 2.5. Two W ′ masses are
shown 1 TeV (dark red) and 3 TeV (blue). The decay stages illustrate the loss of information
due to the neutrinos. The solid line shows the invariant mass of the undecayed tau and the
neutrino. The dashed lines show the transverse mass of the undecayed tau and the neutrino,
which uses in contrast to the invariant mass only transverse information. The dotted lines
show the MT distribution as it is measurable in the detector with the two neutrinos combined
to Emiss

T and pτT from the τhad.
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Figure 2.5.: The signal shape of the W ′ → τν final state with different reconstruction stages.

To analyse the regions that are discussed previously in Equation 2.7 for the W boson, these
distributions will be analysed in more detail. For the solid line, which shows the invariant
mass of the neutrino and the tau, a clear Breit-Wigner resonance is visible. For the 3 TeV
mass it is already visible that the boson has a significant contribution below the peak, but
masses below the resonance also contribute. This is due to the available centre of mass energy,
which is the partonic centre of mass energy. For processes with a low energy transfer, the
W ′ signal will appear like a contact interaction. The dashed line is the transverse mass, of
the undecayed tau and the neutrino from the W decay (MT(τ, ν)). The shape changed to a
Jacobian peak structure. A peak is still visible at the W ′ mass, but due to missing information
of the z-direction, the values are spread to lower energies. For the 3 TeV signal due to its
already high off-shell production, an almost rectangular shape is visible. For the dotted line
the MT distribution of the full hadronicly decayed tau is shown (MT(τ

had, νν)). The signal
has no visible peak strucute left. Instead the signal resembles a rectangular shape with values
between the W ′ mass and 0 GeV. At the W ′ mass the rectangular shape is dropping off, only
barely reaching the W ′ mass. For the 3 TeV W ′ the off-shell production distorts the signal
even further, giving a falling distribution, until shortly before the W ′ mass the signal dies of
completely.
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The cross section of the process fif̄j → W ′ → fi ′ f̄j ′ is analogous to the W-boson production
and decay shown in Equation 2.7. The W-boson mass and width just have to be substituted
for the W ′ mass and width.

After the discussion of the experimental setup and the reconstruction, we will see how such a
signal can be detected with the CMS detector.

One may note that the coupling is set arbitrarily to the same strength as the electroweak
coupling. If this is changed, but the universality is kept, the cross section at the W ′ peak
is still the same, as can be seen from Equation 2.7. The main influence is then given by the
width of the W ′. This changes, when the W ′ couples non universally to the fermions, because
the peak cross section is no longer independent from the coupling constant.

2.3.2. Non Universal W ′ Model

As discussed, one issue for the SM is the mass difference of the third fermion generation to
the first two generations. Or phrased differently: Why has the top quark a mass of 173 GeV
and the up quark a few MeV?

A possible way to explain the difference is the introduction of a Higgs doublet. The Two
Higgs Doublet Models (2HDM) can have many manifestations. In contrast to the common
2HDM, here the second Higgs doublet is not used to generate masses for the up-type quarks
and the neutrinos, but it only couples to the third fermion generation. In order to allow this
division in the Higgs sector, a second SU(2)L group has to be introduced. This would not only
solve the mass hierarchy of the fermions, but also give us new heavy (charged) bosons. The
structure of the electroweak sector therefore is SU(2)l × SU(2)h × U(1)Y , where the SU(2)l
provides the interactions for the first two (light) generations and the SU(2)h only for the third
(heavy) generation. Due to this structure the model is generally referred to as non-universal
model11. Since the non universality is an important aspect for this thesis, it will be referred
to as non-universal gauge interaction model (NUGIM). In order to understand the differences
to the SM, it will be reviewed here shortly. For a full description of the model see [61]. The
phenomenology of the W ′ in this model is summarized in [62].

Similar to the electroweak theory described in Section 2.1.2, the observable bosons are a
mixture of the gauge bosons, where the symmetry is broken at an energy scale u. The mixing
angle of the extended gauge group will be referred to as θE. The couplings are given by
gl = g

cosθE
and gh = g

sinθE
. For the Higgs sector two scalar particles emerge, φl and φh.

They have two vacuum expectation values vh and vl and mix as in other 2HDM or SUSY,
with the parameter tanβ = vh

vl
. A large value of tanβ would explain the heavy third generation

and will be assumed in the following.

The mass of the gauge bosons can be expressed as a series of ε = v
u , where v is the SM vacuum

11In literature these models are also called G(221) - following the group structure - or topflavor model.
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expectation value and u is the scale of the new group mixing [61]:

M2
W =

1

2
g2v2 −

1

2
g2v2(sin2 β− sin2 θE)

2ε2 + O(ε4) (2.21)

M2
W ′ =

1

2
g2u2

1

sin2 θ2E cos2 θ2E
[1+ (sin2 β− 2 sin2 β sin2 θE + sin4 θE)ε] + ε

2 + O(ε4) (2.22)

M2
Z =

1

2
g2v2

1

cos2 θW
−
1

2
g2v2

1

cos2 θW
(sin2 β− sin2 θE)

2ε2 + O(ε4) (2.23)

M2
Z ′ =

1

2
g2u2

1

sin2 θ2E cos2 θ2E
[1+ (sin2 β− 2 sin2 β sin2 θE + sin4 θE)ε] + ε

2 + O(ε4) (2.24)

(2.25)

One can see that at the zeroth order in ε the SM masses are reproduced, the W ′ and Z ′ masses
are the same and the masses are independent of tanβ.

Since the Higgs sector has no significant impact on the phenomenology of the W ′, it will be
ignored in the following (high tanβ region). The vertex Feynman rules for the W ′ processes
are shown in Table 2.3.

The resulting total width of the W ′ will then be [62]:

ΓW ′ = ΓZ ′ = ΓSSMW ′ ×
(4+ 1

4) cot2 θE + 8 tan2 θE

12+ 1
4

(2.26)

vertex Feynman rule
τ̄νW ′−, τν̄W ′+ − ig√

2
cot θEγµPL

ūdW ′+, ud̄W ′+ ig√
2

tan θEVijγ
µPL

d̄uW ′−, dūW ′− ig√
2

tan θEV†
ijγ

µPL

Table 2.3.: Table of the relevant vertex Feynman rules for the NUGIM W ′ [62].
For the third generation the branching fraction (B) behaves like B = BSSM · cot2 θE · ΓSSMΓW ′

and
for the light fermions the behaviour is B = BSSM · tan2 θE · ΓSSMΓW ′

. The total cross section times

branching fraction for the third generation fermions at the LHC is then σ×B ∝ BSSM · Γ
SSM
W ′
ΓW ′

,
while for the light fermions the cross section times branching fraction is σ × B ∝ BSSM ·
tan2 θE · ΓSSM

W ′
ΓW ′

. The total width and branching fractions are summarized in Figure 2.6. One
can see that for values of cot θE < 1 the decay into light quarks is dominant, while for larger
cot θE the third family is the preferred decay of the W ′. For large cot θE the width of the W ′

also increases drastically.

As one can see, the width of the W ′ strongly depends on cot θE. In order to study the signal
the effect of the width on the observable distributions has to be studied. The effect on the
invariant and transverse mass is shown in Figure 2.7.

Due to the different dependence of the width for the production and decay the cross section
of the NUGIM W ′ is different even at the W ′ mass peak.
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2. Theory

Figure 2.6.: Branching fractions (left-hand scale and solid lines) and total width (right-hand
scale and dotted lines) for W ′ decays in the NUGIM. For cot θE = 1 the values
are the same as those in the SSM, rescaled to accommodate the W ′ →Wh decay
channel.
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Figure 2.7.: For aW ′ mass of 2 TeV the dependence of the width with respect to various cot θE
values is shown. In the left plot the invariant mass of the undecayed tau and the
neutrino is shown, where in the right plot the transverse mass of the undecayed
tau and the neutrino is shown.
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2.4. Dark Matter as Non Resonant Signal

One of the keystones of the cosmological standard model ΛCDM [48] is Dark Matter (DM).
It was first discovered in the 1930s in spiral galaxies [63] where the rotation velocity of
the outer stars could only be explained by introducing non luminous "dark" matter. After
decades of investigating rotation curves, in the last two decades other observations confirmed
the existence of DM in our universe. To the number of observations one can count the
infrared and gravitational lensing measurements [64], the detailed measurement of the cosmic
microwave background in our universe [65] or structure formation simulations for galaxies. All
these measurements formed a more or less clear picture of the cosmological properties of DM.
But there are still many open questions, like the DM density distributions in galaxies or the
interaction properties. For a detailed discussion of the status of DM measurements, see [48].
The particle description of DM is unclear up to date. There are a few properties that have to
be fulfilled for a particle to be a good DM candidate, that can be summarized as follows [66]:

• Does it match the appropriate dark matter relic density, measured in the cosmic mi-
crowave background?

• Is it cold?

• Is it neutral?

• Is it consistent with Big Bang nucleosynthesis?

• Does it leave stellar evolution unchanged?

• Is it compatible with constraints on self-interactions?

• Is it consistent with direct DM searches?

• Is it compatible with gamma-ray constraints?

• Is it compatible with other astrophysical bounds?

• Can it be probed experimentally?

While this list is also a list of the known properties for DM candidates, it does not constrain
the models used for particle DM searches much. One of the standard DM candidates is the
lightest stable supersymmetric particle and a lot of phenomenology studies have been oriented
towards this kind of DM. However, so far no evidence for SUSY has been found. Therefore
other possible particle DM candidates are considered. Nonetheless the particle candidate for
DM will be denoted χ in the following, using the standard SUSY notation. The searches for
DM can be categorized into three search strategies.

The only experiments with the primary purpose to find DM, are the direct detection
searches [67]. The cosmological DM could hit a nucleus and the recoil energies can be measured.
These experiments vary in the material used as target and are dependent on the density
and velocity descriptions of the cosmological models. Due to their setup they constrain the
mass of a potential DM candidate directly. The assumption is that the χN↔ Nχ interaction
can be described by an effective field theory model where the details of a potential mediator
cannot be resolved. A complete list of effective operators12 can be found in [68]. The most
12Of which not all can be transferred into a full theory.
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important difference that can be made is if the effective operator is spin dependent (includes
a γ5 operator) or not. Because if the operator is spin dependent the DM couples to the spin
of the nucleus whereas a spin independent operator couples to the hole nucleus (heavier nuclei
provide a better sensitivity). These kinds of experiments have been very successful in the past
and aim to reach the irreducible neutrino background in the next decades.

The indirect detection experiments [69] consider the annihilation of DM. The idea is that
DM could be gravitationally trapped in the centre of the galaxy or the sun, therefore an
increased rate of messenger particles such as ν, γ or p+ could be observed from these regions
in comparison to other regions. While these searches found some interesting candidates in the
last years [70, 71], the background to the searches is non trivial and we must learn more about
our galaxy before conclusions can be drawn.

The third possibility to search is the production at colliders. Aside from the SUSY or extra
dimensional searches a new kind of dedicated collider searches have been performed in the
last years. One can use a mono-X signature where the DM is produced similar to the direct
searches, and an additional initial state radiation particle X is used to tag and identify the
event. In the following we will investigate the mono-lepton channel13 and a short review of
the used models will be given.

The first approach to obtain a model which is comparable with the direct and indirect detection
experiments, was the use of the same effective field theory in the interaction vertex:

Spin-independent vector coupling: (V) 1

Λ2
χ̄γµχ ξiq̄iγµqi (2.27)

Spin-dependent axial-vector coupling: (AV) 1

Λ2
χ̄γµγ5χ ξiq̄iγµγ

5qi (2.28)

These effective field interactions, as shown in Figure 2.8a, provide a full description of the
event and were used in several CMS and ATLAS publications [72, 73, 74, 75, 76, 77, 78]. But
the effective scale that can be probed at the LHC is at the order of 1 TeV, and the momentum
transfer at the vertex can be higher than the probed effective scale. This means that a potential
mediator could be resolved at the LHC. As a result the model depicted in Figure 2.8b, with
a resolved mediator was studied. It became clear that in fact the LHC is not sensitive to the
DM mass, but to the mass of a potential mediator. Having a specified mediator the properties
of the mediator also have to be specified. The first approach would be to have a SSM like
mediator, where the Z ′ would decay into χχ̄. This however, would have been detected in the
decays of leptons or jets. The mediator properties are discussed in [79, 13]. It was concluded
to use a leptophobic boson mediator as reference model.

For the mono-lepton channel another theoretically interesting property arose from the structure
of the diagram in Figure 2.8b and 2.8c. While in Figure 2.8b the mediator couples to the
down quark, in Figure 2.8c the mediator couples to an up quark. The diagrams have the same
initial and final state, therefore they interfere. Due to the evolution of DM signal models in
the mono-lepton channel a brief rundown of the analyses will be given here.

The interference effect (absorbed as a relative factor ξ between the diagrams 2.8b and 2.8c) first
was noticed in 2012 by [80] which used the model unspecific limit, as published in the PAS [81].
13The correct name would be mono-charged lepton channel, but in the tradition of many experiments the

neutrinos are neglected.
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Figure 2.8.: Feynman diagrams for an effective and mediator produced DM.

At the start of this thesis I worked on a dedicated analysis of the proposed model, which was
published in 2013 [5], and was consequently turned into a paper published in early 2015 [6].
After this publication the EFT model was abandoned in favour of a simplified model, which
has a resolved mediator. This was discussed with others in the "Dark Matter Forum", comprised
of members from ATLAS, CMS and theorists, which led to the publication [79] in 2015.
Shortly before the conclusion of this forum’s report theorists noticed that the diagram 2.8a is
not gauge invariant and unitarity violating [82]. In following publications [83, 84], alternative
models were proposed.

The interference not only affects the interpretation of the results, but also the search strategies,
since the interference affects the steepness of the MT distribution as shown in Figure 2.9. The
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Figure 2.9.: The MT distributions of different interference scenarios for the EFT model. The
parameter ξ is a relative factor between the up-type and down-type coupling DM.
Which of the quark couplings is set to 0 for ξ = 0 is irrelevant for the shape.

potential different coupling of a Z ′ with respect to the quarks is discussed in detail in [84].
The conclusion is that the unitarity violating terms are a sign for the incompleteness of the
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theory and can be resolved in three different ways:

• restrict the coupling to gu = gd for the Z ′

• gu 6= gd and additional interactions like for the SM Z

• introduce a unitarity violation scale for the coupling

The divergency is similar to the cross section divergency observed in the SM for the WW →
WW process, which can only be resolved by the introduction of a WW → h→WW process,
giving strong hints for the Higgs boson, before it’s discovery.

Due to the large number of possibilities and the different consequences on the shape, the
standard simplified Z ′ approach will be used in the following thesis. As interference parameter
the three cases of ξ = −1, 0, 1 will be kept as the extreme cases for slope in MT. It must
be noted here that the cross section predictions for the interference cases ξ = −1 and ξ = 0

are too high to be expanded to a full theory, but the slope difference can still be valid for a
complete theory. In order to provide a model unspecific result, which can be interpreted for
any initial state radiated invisible particle, a new signal parametrization will be introduced for
the e/µ+ Emiss

T final state.

A detailed discussion of the EFT results is published in [6, 5] and [9], while we studied the
simplified models in [10, 11, 12, 13].
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This chapter summarizes the experimental setup, which is needed to perform this analysis.
First a short overview of the relevant machine parameters and conventions is provided and
then a description of the CMS detector is given.

3.1. The Large Hadron Collider

The LHC is built in the tunnel originally constructed for the LEP accelerator1. Four large
experiments plus a few smaller ones are positioned around the LHC. The two general purpose
experiments are ATLAS and CMS, and the specialized experiments are LHCb and ALICE.
While ATLAS and CMS are built at new collision points, ALICE and LHCb are built in
caverns, which housed the L3 and DELPHI LEP experiments. The LHC [85] is designed to
deliver an instantaneous luminosity of L = 1034 cm2s at a proton proton centre of mass energy√
s = 14TeV in the 27 km long LHC ring. The magnetic field needed to bend the protons is

8.33 T, which can be achieved by superconducting magnets. This has some consequences for
the design of the LHC. First, the LHC is to first order a storage ring and to second order an
accelerator while the machine injection energy of 450 GeV is ramped to 3.5 TeV. Most of the
beam-time is at a constant energy (up to 35 h 23 min [86]). Secondly, the LHC is not easily
accessible, for repairs or corrections. Often a complete section has to be warmed up, therefore
the operation of such a machine is expensive.

This thesis covers two data sets of CMS data. The first collected in the year 2012 at
√
s = 8TeV

and the second in 2015 at
√
s = 13TeV. The years 2013 and 2014 were used to upgrade

the collider and the experiments. For the purpose of this thesis the data collected in 2012 is
called Run I and the data collected in 2015 is called Run II. Previous data taking periods in
2010 and 2011 at

√
s = 7TeV are ignored due to their lower centre of mass energy and less

integrated luminosity.

In 2012 the instantaneous luminosity was L & 0.7 · 1034 cm2s at
√
s = 8TeV [87], which is

very close to the design luminosity. But the bunch spacing - the distance between two proton
bunches in the beam - was 50 ns compared to the design bunch spacing of 25 ns. Because the
spacing between two bunches was larger the number of protons per bunch could be 1.6 · 1011.
It superceded the design value of 1.15 · 1011 protons per bunch. The total number of bunches
per ring was 1374 (design 2808). This leads to a mean number of interactions per bunch
crossing (pileup) events of up to 35 per bunch crossing. The delivered integrated luminosity
was 23 fb−1. Of this luminosity 20 fb−1 were recorded with all detector components and could
be used for this analysis.

1With the LHC as possible extension in mind.
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In 2015 the instantaneous luminosity was L = 0.5 · 1034 cm2s at
√
s = 13TeV [87]. During

the first part of the data taking period the LHC had a bunch spacing of 50 ns, but this was
switched to 25 ns, when machine behaviour was understood. The number of protons per bunch
was reduced to 1.5·1011, therefore the number of bunches per ring could be raised to 2244. Due
to the smaller bunch spacing and the lower number of protons per bunch the mean number
of interactions per bunch crossing was about 15. The delivered integrated luminosity at 25 ns
bunch spacing was 4 fb−1. Of this luminosity 2.3 fb−1 could be used for this analysis, because
all detector components worked properly.

3.2. The CMS Detector

Figure 3.1.: The CMS Detector [88]

The Compact Muon Solenoid (CMS) detector, as show in Figure 3.1 is located 100 m under-
ground at point 5 of the LHC. It is 28.7 m long and 15 m in diameter. This is small for a general
purpose experiment at the LHC. The compactness of the detector has several advantages. First,
most of the active detector material can be within the solenoid. Second, the underground space
could be split into two caverns, one for the detector and one for the support infrastructure. This
allows maintenance on most of the vital systems during operations. The third advantage of the
compact design is that it allows a wheel structure of the detector. The CMS detector consists of
five wheels and two endcaps, which can be moved if access is needed. The 14 000 ton detector is
built to cover as much of the 4π surface around the interaction as possible. The compactness
is possible because of the 3.8 T superconducting solenoid magnet, which enfolds over 70 m3
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detector material. Only the muon system is built outside of the magnet in the return yoke of
the magnetic field.

As a general purpose detector the design of CMS has to perform well for two detector aspects:

• good charged particle reconstruction

• good neutral particle reconstruction

While the first can be achieved with a high magnetic field and a good tracker, the second can
be achieved with a good calorimeter. One of the challenges at the CMS construction was to
combine both. The CMS detector has a high resolution tracking system with a low material
budget and a fast calorimeter with a good energy resolution, which is not shielded by material
of the magnet. Finally the muon system provides a good muon resolution up to high energies.

In the following the individual detector components are described briefly to allow the reader
to connect the abstract physics results to the actual measurements.

3.2.1. Coordinate System and Detector Quantities

The CMS detector is a cylinder build around the interaction point. Therefore cylindrical
coordinates are used, with the interaction point as point of origin. For every event the primary
vertex is defined as the reconstructed vertex with the highest

∑
pT, but not all particles

originate from the primary vertex, therefore coordinate system φ or θ are defined in can differ
for different particles. For detector components and neutral particles the nominal detector
centre is used as coordinate center. The z-axis is positive in the direction of the Jura mountains.
In order to allow boost independent angle distances, θ is translated into the pseudo rapidity η =
− ln(tan θ

2 ). Also an angular distance is often used which is defined as ∆R =
√
(∆η)2 + (∆φ)2.

Due to the unknown momentum in the z-direction, transverse quantities are used like ET or pT.
These are defined corresponding to p2T = p2x + p2y . The direction of an energy measurement
in CMS is defined by the position of the energy measurement in the detector and the CMS
centre.

3.3. The Solenoid

The CMS superconducting solenoid [89] is a key component of the detector. The 3.8 T
magnetic field encloses a cylinder of 3 m radius and 12.5 m length. This surrounds all detector
components except a tail catcher of the hadronic calorimeter and the muon system. The
magnet is operated at a temperature of 4.5 K, with liquid helium. The huge magnetic field
is returned on the outside of the coil with 10 000 t of iron, in which the muon system is
embedded.
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3.4. The Inner Tracker

The innermost detector part of CMS is the tracking system [90]. It is a silicon based tracker,
with a high resolution pixel core and a strip design on the outside. The pixel detector ranges
from 4.4 cm to 10.2 cm in radius, where the strip detector extends from the pixel detector to
a radius of 1.2 m. The layout is shown in Figure 3.2 (left).

The Pixel cell size is 100×150µm2 and the analogue pulse height readout and the combination
of the three pixel layers allows a similar resolution in r−φ and z directions of 15-20µm [91].

Due to the larger volume and lower occupancy the strip detector is built of 6× 12 cm2 to 10×
9 cm2 rectangular modules, this are slightly tilted to each other, which allows a measurement
of the θ angle.

The tracker endcaps (TEC) are constructed from petals arranged to form the forward cylinder
of the tracker. The tracker endcap ranges from |z| = 1.2m to |z| = 2.8m in the forward
direction. The inner diameter allows the exchange of the Pixel detector and provides coverage
up to |η| = 2.5.

The performance of the tracker can for example be determined width cosmic muons, since
they can be measured twice in the detector. Figure 3.2 (right) shows the tracker and muon
system resolution2 for muons up to the TeV scale [92]. For an updated (not public) version of
the plot, see [93]. The low momentum uncertainty of muons can be aproximated by:

STRIP

STRIP

Figure 3.2.: On the left side the layout of the inner tracking system is shown, modified from [88].
The muon resolution with tracker and muon system from cosmic muons is shown
on the right [92].

(
σTrack
pT

)2

=
(
7% · pT

1TeV

)2
+ (0.9%)2 (3.1)

One can see that the tracker has a resolution, which is at the 1% level for low pT.
2The plot 3.2 (right) shows the width of the 1/pT distribution. By construction of the quantity the charge q

is given in the nominator
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3.5. Calorimeters

Most particles that are produced in the hard interaction can be stopped in the detector3. In
order to stop a particle the material budget of the detectors has to be increased with respect to
the tracker and the deposited energy has to be measured. This is done in the calorimeters. The
calorimeter is for the main part inside the solenoid and is subdivided into two systems, the inner
electromagnetic calorimeter (ECAL) and the hadron calorimeter (HCAL). The arrangement
of the calorimeters can be seen in Figure 3.3.

3.5.1. Electromagnetic Calorimeter

The ECAL [94] is comprised of homogeneous lead-tungstate (PbWO4) crystals. It is divided
into barrel (EB) and endcap region (EE). The crystals have a radiation length of 0.89 cm and
are arranged to point to the detector centre. The ECAL covers a |η| range up to 3. The
crystals have a granularity which corresponds to the Molière radius of 2.2 cm. This allows the
measurement of an electron with a high precision in a single crystal. The transition region
(1.4442 < |η| < 1.566) between EB and EB is often excluded for objects that rely on a good
ECAL resolution.

The resolution of the ECAL could be determined in test beams to be:

(σ
E

)2
=

(
2.8%√
E/GeV

)2

+

(
12%
E/GeV

)2

+ (0.3%)2, (3.2)

where 2.8% is the stochastic term from the electromagnetic shower, 12% is the noise from the
readout and 0.3% is the systematic uncertainty due to the calibration setup. For high energies
the ECAL resolution is dominated by the systematic uncertainty, while for low energies the
stochastic and noise terms are dominant.

3.5.2. Hadronic Calorimeter

The HCAL [96] is built to provide the best possible 4π coverage of the detector and measure
all hardonic showers before the muon system. Therefore it increases the number of hadronic
interaction length λI of the ECAL in front of the HCAL by 10 − 15λI (including the magnet
and the HO). The HCAL is divided into four subsystems: hadron barrel (HB), endcap (HE),
outer (HO) and forward (HF) calorimeters. In total the HCAL covers a range of |η| < 5

to the very forward direction, see Figure 3.3. The HB and HE are sampling calorimeters,
constructed from brass, steel and plastic scintillators. They enclose the interaction point up to
|η| = 3. The HO is a tail catcher in the barrel region, which is positioned outside the solenoid.
The central detector wheel has two HO layers of scintillators, before and after the steel of the
innermost ring of the return yoke, where the other wheels have one layer directly behind the
magnet. The HF is a very forward calorimeter. The forward region has the harshest radiation
conditions in the detector. Therefore quartz fibres where embedded into a steel absorber, using
the Cherenkov light of the passing particles to measure the energy.

3From the detectable particles only the muons leave the detector.
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Figure 3.3.: The longitudinal layout of the CMS detector, modified from [95].

Due to the sampling structure and the nature of hadronic showers the stand alone energy
resolution for π± is worse than the ECAL resolution [88]:(σ

E

)2
=

(
138%√
E/GeV

)2

+ (13%)2. (3.3)

But if the measurement is combined with the ECAL, the resolution for hadronic showers
improves to: (σ

E

)2
=

(
80%√
E/GeV

)2

+ (8%)2. (3.4)

The detailed resolution depends on the position in the detector and the measured particle.
As we will see in Section 4.6.2, combining all detector components a jet energy resolution of
better than 3% can be achieved for high pT jets.

3.6. Muon System

The muon system [97] is the outermost detector of CMS and is embedded in the iron return
yoke of the magnet. The system uses different detectors in the barrel and endcap region. In
the barrel region drift tubes (DT) are employed, whereas in the forward region cathode strip
chambers (CSC) are used. Muons are not stopped in the detector4. Resistive plate chambers
(RPC) are installed in both, the barrel and endcap region, which allow a fast tagging of the
muon hits in addition to the DT and CSC time tags.

4For muons with pT <5 GeV the strong magnetic field causes them to curl in the tracker, so that they do not
reach the muon system.
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Due to the barrel-endcap design of CMS the two muon systems overlap. While the DTs are
covering |η| < 1.2, the CSCs cover the region 0.9 < |η| < 2.4. The muon system is marked
magenta in Figure 3.3.

The DT system consists of four stations, of which each have up to three so called super layers,
which consists of four layers of drift tubes each. A drift tube has a single wire resolution
of 250µm, which provides for 8 hits a resolution of better than 100µm. This resolution is
comparable to the effect of the multiple scattering on the resolution for a pT = 200GeV
muon.

The CSCs consist also of stations where the outermost station, which is furthest from the
beampipe was installed between Run I and Run II. The CSC system consists of trapezoidal
petals. A spatial resolution of ≈ 75µm is achieved for the innermost stations and ≈ 150µm
for the others.

The muon resulting resolution can be seen in Figure 3.2 (right). This shows that the muon
resolution is about 5% at for TeV-scale muons. The limiting factor for this resolution is the
showering of the muons in the iron of the return yoke.

3.7. Trigger

The interaction rate at CMS can be up to 40 MHz. Not every event can be stored or even
fully reconstructed. Therefore the rate is reduced by the CMS trigger system. It is comprised
of two subsystems, the Level 1 (L1) trigger [98] and the High-Level Trigger (HLT)[99]. Where
the L1 system is implemented in programmable hardware and can filter for basic detector
responses. The HLT is a software based system, which provides many aspects of the full
reconstruction. The rate is typically reduced by the L1 to ≈ 100 kHz and by the HLT to
≈ 1 kHz. One of the benefits of this two level trigger system is the flexibility of the HLT.
New triggers can be implemented and updated without change of hardware. The use of cross
triggers5 has a huge success in CMS. Due to the almost full reconstruction of the events in the
HLT, complex objects such as jets and Emiss

T can be used in one trigger simultaneously. For
the future the L1 trigger is updated to also combine multiple detector components.

More details on the CMS detector can be found in [88].

5Triggers that consider more than one object in the final state.
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4. Tau Reconstruction

The tau reconstruction in CMS uses the decay modes of the taus hadronic tau decays (τhad).
These decay modes are substantially different from quark or gluon decays. The τhad jets
are narrower and consist of fewer constituents the quark and gluon jets will be called QCD
jets in the following. In order to reconstruct the tau decay modes, information from all
subcomponents of the detector have to be combined. To achieve this a particle flow technique
was formed which is now one of the standard reconstruction algorithms in CMS [100, 101]. This
differs significantly from previous tau reconstruction algorithms, which were mainly calorimeter
driven1. A discrimination against light charged leptons is also possible. The particle specific
detector responses can be used to build these discriminators.

This chapter will mainly describe the status of the reconstruction at the time of the 2012
data taking and my developments for a high pT extension entering the final default tau
reconstruction at the end of Run I. In Section 4.5 the changes for Run II are summarized.
The performance of the high pT tau reconstruction will be discussed in Section 4.6.

4.1. The Tau Lepton

The tau lepton is the charged lepton of the third fermion family and the heaviest lepton. With
a mass of 1776 MeV it is heavier than most of the light quark mesons. This allows the hadronic
decay of the tau lepton, which sets it apart from all other leptons.

Due to the lepton number conserving weak interactions, the tau final states are always accom-
panied by one neutrino in the hadronic final states (τ− → ντ + τ

had) and two neutrinos in the
leptonic final states (τ− → ντl

−ν̄l). The neutrinos are not detectable without a huge volume
of instrumented material (e.g. IceCube or Kamiokande), therefore the full tau energy cannot
be measured.

The leptonic decays of the tau can not be distinguished from prompt leptons in a l + Emiss
T

final state as was shown in [103]. Therefore here only the hadronically decaying taus will be
discussed. The direction of the neutrino from the τ→ τhadν decay can not be reconstructed,
due to the additional neutrino from the W ′/W → τν decay.

The transverse momentum of the τhad with respect to the undecayed tau pT is shown in
Figure 4.1. For each tau pT bin the distributions are normalized to one. Since the region of
kinematically allowed τhad pT values increases with tau pT, the probability to find a specific
τhad pT decreases. Nonetheless one can see that for a given τ pT the τhad pT is not uniformly
distributed, but a slight tendency towards higher values is observed, which is due to the boost
of the τhad in the τ direction.

1For a comparison in the jet reconstruction see [102].
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4. Tau Reconstruction

The hadronic decays of the tau mainly occur via light meson resonances. A detailed list can
be seen in Table 4.1.

final state branching fraction in % resonance mass [MeV]
e−ν̄eντ 17.83 ± 0.04
µ−ν̄µντ 17.41 ± 0.04
π−ντ 10.83 ± 0.06
π−π0ντ 25.52 ± 0.09 ρ 770
π− 2π0ντ (ex. K0 ) 9.30 ± 0.11 a1 1200
π− 3π0ντ (ex. K0 ) 1.05 ± 0.07
π−π+π−ντ (ex. K0 , ω) 8.99 ± 0.06 a1 1200
π−π+π−π0ντ (ex. K0 , ω) 2.70 ± 0.08 a1 1200
h−ωντ 2.00 ± 0.08∑

other decays with B < 1% 4.36 ± 0.110

Table 4.1.: All tau decay modes with a branching fraction above 1% and the main associated
resonance, if known [15].

This shows that 65% of the tau decays are hadronic. Of this hadonic tau decays about 80%
have only one charged hadron in the decay. A reconstruction of these tau decays should
therefore concentrate on the correct identification of these decay modes.

Another property that sets the tau apart is the lifetime. The tau has a mean decay length
of cτtau = 87.03 µm, which means that the tau decays at some distance from its production
point. This has consequences for the reconstruction in the detector. From the space contraction
llab = l0

γ one can estimate that a tau with 900 GeV decays in the average at a distance of
4.4 cm which is the distance from the innermost pixel layer in CMS to the beampipe centre
and therefore the simulation of the decays has to include this effect.

The effect of the boost on the opening angle is shown in Figure 4.1 (right). The opening angle
is defined as the maximum ∆R between the centre of the hadronic τhad and its final state
particles. While for low pT taus the ∆R is relatively broad, for taus with pT > 500GeV the
majority of the hadronic opening angles are smaller than ∆R = 0.06. This is much narrower
than a quark or gluon jet.

For the tau reconstruction in CMS these three characteristics will be used: the decay reso-
nances, the narrow jet and the lifetime.
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4.2. Particle Flow Algorithm

Figure 4.1.: The left plots shows the pT of the τhad with respect to the pT of the undecayed
tau. For each τpT the evnets are nomalized to show the relative distribution. On
the right, the opening angle of the τhad ∆R =

√
(∆φ)2 + (∆η2) is shown with

respect to the pT of the tau evaluated with pythia 8.

4.2. Particle Flow Algorithm

The particle flow (pf) algorithm is used to identify and sort all particles in the detector, creating
a generator like object classification. The particle flow algorithm links measurements of all
CMS-subdetectors and combines them according to their uncertainties. One design goal of the
pfAlgorithm is to reconstruct all objects and allow the building of complex objects like jets.
The so called pfCandidates are sorted into seven different types, ordered in the algorithm, they
are:

• µ pfMuons are built from tracks in the tracker and/or the muon system with no ECAL
cluster

• e pfElectrons are built from GSF-tracks2 and tracks with compatible ECAL clusters

• h± pfChargedHadrons are built from tracks linked with calorimeter entries

• γ pfGammas are built from ECAL clusters that are not linked to tracks

• h0 pfNeutralHadrons are built from clusters in the HCAL

• eHF/γHF are electromagnetic particles in the hadron forward calorimeter

• hHF are hadronic particles in the hadron forward calorimeter

The aim is not a perfect particle identification, but a categorisation. This means that in
contrast to dedicated object identifications a high efficiency is more important than a correct
particle identification, assigning all detector responses to one of the objects listed above.
The creation of these candidates is done in three steps. First hits are combined in all
detector components separately into pfElements, which means that tracks are fitted and
calorimeter entries are clustered. Secondly these pfElements are linked between detector

2Gaussian Sum Filter, details see [104].
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components to pfBlocks. The objects reconstructed with the standard muon, electron and
gamma reconstruction, see Section 5, are removed from the pfBlocks collection and used
directly as pfCandidates [105]. The remaining pfBlocks are linked as described in [101]. The
linking is based mainly on geometrical aspects, but also the energy compatibility is checked.
In the last step these linked objects are sorted iteratively into particle candidates where the
ordering is determined by the list above. While some properties of the physical particles are
used, e.g. the mass of the muon or the mass of the pion for the h±, this sorting is not a
complete particle identification. A pfGamma is an energy cluster in the ECAL that could not
be linked to a muon, electron or charged hadron, it may still be a light meson component of
a jet, or detector noise.

Using the particle flow reconstruction a better resolution can be achieved compared to other
algorithms, due to measurement of the same particle in different components of the detector,
and the categorization of all detector hits into one standardized format. This format allows
for example the detection and removal of pileup in the event, just by removing all particles
that have some distance in z from the primary vertex.

The effect of the particle flow reconstruction on the detector resolution can best be seen in
the missing energy. In Figure 4.2 the Emiss

T resolution is shown for calorimeter based Emiss
T ,

calorimeter based and track corrected Emiss
T (tcEmiss

T ) and pfEmiss
T . The comparison was done

for the first data in 2011, but is still valid. The calorimeter only based Emiss
T has a resolution

which is two times worse than pfEmiss
T . The track corrected calorimeter Emiss

T has a resolution
in the same order of magnitude as the pfEmiss

T but it is worse for all measured points then the
pfEmiss

T .

Figure 4.2.: Width of the missing transverse energy resolution as a function of the
∑
ET of

the particle flow reconstruction. Plot from [106]

4.3. The Tau Reconstruction as Hadrons Plus Strips

The Hadron Plus Strip (HPS) reconstruction builds on top of the pfCandidates. The initial
aim of the HPS was a highly efficient tau identification at energies from 20 GeV to 100 GeV.
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As can be seen in Table 4.1 the hadronic tau decays have final states of charged and neutral
hadrons (mainly π± and π0). While the π± are reconstructed as h± (called "Hadrons"), the
π0 form clusters of pfGammas (called "Strips").

The HPS algorithm starts with a pfJet. The components of each pfJet are separated into
charged hadrons (h±) and strips (π0). The π0s form strips in the ECAL since the π0 can
decay into two photons, which in turn can convert into two electrons. These electrons are
effected by the magnetic field, which bends them in the φ direction. The resulting strips
are therefore wider in φ as in η. In a η × φ = 0.05 × 0.2 window all contributions form
π0 → γγ decays are combined. The threshold for pfGammas is 0.5 GeV, and only strips
with a total energy above 2.5 GeV are kept. The charged hadrons are built from h± with
pT > 0.5GeV and the possible secondary vertex distance to the primary vertex has to be
less than 0.4 cm in the z direction and less than 0.03 cm in the transverse plane3. One has to
note here that h0 pfCandidates are ignored by the reconstruction, because the neutral pions
are expected to interact mainly in the ECAL. Leakage to the HCAL would be combined to a
pfGamma candidate. Also the forward pfCandidates eHF/γHF and hHF are not used, because
no track can be recorded for this detector region.

Since the tau decays mostly consist of charged and neutral pions, they will be used synonymous
to charged hadrons and neutral hadrons in the following. In the jargon of the tau reconstruction
the number of charged particles is often referred to as prongs. An one h± one π0 decay is
therefore called an one prong with one π0.

From these candidates the τhad constituents are built. These strips and charged hadrons
are then combined into potential decay modes where for each decay mode a mass window
corresponding to the decay resonance is allowed. The possible mass windows are listed in
Table 4.2. A schematic representation of the algorithm can be see in Figure 4.3. Since not
all decay modes can be associated to a resonance the mass windows are kept very loose and
mainly constrain the mass to a value below the tau mass.

decay mode mass window
1h± 0π0 Mπ±

1h± 1π0 0.3 MeV-1.3 MeV
1h± 2π0 0.4 MeV-1.2 MeV
3h± 0π0 0.8 MeV-1.5 MeV

Table 4.2.: All decay modes with their corresponding mass window in the reconstruction.

Via this algorithm all jets are sorted into decay modes, visualized in Figure 4.4, if more than
one combination of the decay modes is possible the highest energetic decay mode combination
is chosen as τhad. Other hadrons are not counted as part of the τ and will enter the isolation
cone, as we will see later. The decay mode finding therefore is highly efficient (99% for τhad

for taus from Z-boson events [107]). In addition to this decay mode the τhad is required to
have a ∆R cone size of less than 3GeV/pT. In order to accommodate the detector resolution
this relative definition is truncated at ∆R = 0.05 for high pT and ∆R = 0.1 for low pT τ

had.

3This assumes that the primary vertex is linked to the tau vertex. For this analysis the requirement is not
used, because the primary vertex can not alwasy be reconstructed correctly for a W ′ → τhadνν event.
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strip building charged hadrons 

PFGammas PFHadrons PFElectrons

decay mode building

isolation muon electron

discrimination

PFJet

Figure 4.3.: A schematic view of the HPS reconstruction algorithm.

Figure 4.4.: The graphs illustrate the reconstruction by the HPS algorithm, showing the
charged hadrons as lines and the strips from the neutral pions as blue boxes.
Considered tau decays: the two left graphs illustrate the decays τ → h±π0(B ∼

26%) and τ → h±π0π0(B ∼ 9.5%) would both lead to a "one-prong" signature.
The two graphs on the right lead to an observed "three-prong" signature from the
decays τ → h±h±h∓(B ∼ 9.8%4) and τ → h±h±h∓π0(B ∼ 4.8%). Not shown is
the one prong decay without a π0(B ∼ 11.6%).

4.3.1. Tau Discriminators

The sorting of the decay mode into signal and isolation candidates has consequences on the
isolation. If the correct decay mode is not found, the isolation may fail. For the isolation
there are two approaches: a cut-based and a multivariate analysis (MVA)4 [108] discrimina-
tion. The input variables are the same for both methods, the multivariate discriminator has
slightly higher efficiencies and lower fake probabilities, but the decisions of the MVA are less
comprehensive.

For this analysis both approaches will be used to provide results. For the Run I analysis the
main result will be given with the cut-based discriminator and only a few key distributions will
also be shown with the MVA isolation. This is done, because this analysis is the first analysis
using τhad candidates with transverse momenta this high and the cut-based can provide a
more reproducible result, even if the MVA discriminator has a higher efficiency and a lower
fake probability. For the Run II analysis, we will see that the fake probability of the cut-based

4Uses a boosted decision tree.
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4.3. The Tau Reconstruction as Hadrons Plus Strips

discriminator is too high to provide reasonable results, therefore the MVA discriminator will
be used, which was then already validated with the Run I results of this analysis.

The input is given by all charged particles and photons with pT > 0.5GeV with a cone
of ∆R = 0.5 around the τhad, excluding the tau signal candidates. The contribution from
additional interactions in the same bunchcrossing (pileup) is taken into account, by requiring
a distance ∆z < 0.2 cm from the primary vertex. The isolation is then computed as:

I =
∑

h±+e+µ

(pT) +max

(
0,
∑
γ

pT − ∆β

)
(4.1)

The ∆β correction should mimic the effect of pileup on the neutral pfGamma candidates, which
cannot be identified by their vertex. The assumption is that the contribution from neutral and
charged particles due to pileup is correlated. Therefore ∆β is the sum of all charged particles
pT value with ∆z > 0.2 cm in a ∆R < 0.8 region around the τhad candidate times 0.46. The
value is obtained from simulation.

For the cut-based isolation three working points are chosen to be I < 2GeV (loose), I < 1GeV
(medium) and I < 0.8GeV (tight).

The MVA-based isolation discriminator uses a variety of input parameters:

• pT and η of the τhad

• charged and neutral isolation sums and ∆β correction as for the cut-based discriminator,
see Equation 4.1.

• reconstructed decay mode

• transverse impact parameter and its significance

• distance and significance of the distance between primary and secondary vertex, if the
secondary vertex is identified.

The MVA discriminator is trained with simulated events, where the reconstructed tau candi-
dates can be matched to the generator information. If a generator level tau is found, the tau
is treated as a signal, if not it is treated as a background for the MVA. The idea of the MVA
discriminator is that pT and η dependent effects are taken into account and the additional
information of the tau lifetime is used. In order to not effect the training of the MVA by
different pT and η distributions in background and signal, all events are weighted to provide
the same distribution in the pT − η plane. As for the cut-based discriminator several working
points (loose, medium, tight and very tight) have been chosen to reflect different combinations
of efficiency (60% for loose to 48% for very tight on a Z→ ττ sample) and fake probability.

For the discrimination against muons also a cut-based and a MVA based discriminator was
developed. Since for the identification of muons with pT > 7GeV the muon system can be
used, the cut-based discrimination is very efficient and the MVA discriminator can not improve
the performance further. Hence only the cut-based discriminator will be described here. In
general a τhad is tagged as a muon, if signals are found in the muon system close to the tau
candidate. There are two working points (loose and tight).
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4. Tau Reconstruction

For the loose working point of the muon discriminator the tau has to have no track segments
that are reconstructed in two stations within a ∆R = 0.3 cone around the τhad candidate, and
the sum of ECAL and HCAL energies should be smaller than 0.2 · pT of the leading track of
the τhad candidate.

For the tight working point the same requirements have to be fulfilled and in addition, no hits
should be present in a ∆R = 0.3 cone in the CSC, DT and RPC systems. The expected
efficiency on a Z/γ∗ → ττ event is 99.3% and 99.1% for the loose and tight discriminator
respectively.

For the electron discrimination no additional detector system can be used, therefore the
discrimination is more complex than the muon discrimination and only a MVA based dis-
crimination is used. The input variables are [4]:

• pT and η of the τhad

• pT, η, σpT of the Gaussian Sum Filter (GSF) track.

• NGSF
hits −N

KF
hits/N

GSF
hits +N

KF
hits whereNGSF

hits are the number of hits in the tracker reconstructed
with the Gaussian Sum Filter algorithm and NKF

hits the number of hits reconstructed with
the Kalman-Filter algorithm [109, 110].

• χ2/Ndof of the track fit

• Mτhad

• EECAL/(EECAL + EHCAL) of all pfCandidates associated to the τhad candidate.

• EECAL/p and EHCAL/p where p is the momentum of the leading charged particle from
the τhad candidate

•
√∑

(∆η)2pγT and
√∑

(∆φ)2pγT the respective pT-weighted (in GeV) root-mean-square
distances in η and φ between the photons in any strip and the leading charged particle.

•
∑

(Eγ)/Eτ

• Fbrem = (pin − pout)/pin where pin is the curvature of the GSF track at the innermost
position in the detector and pout at the outermost position

• (Ee +
∑
Eγ)/pin where Ee is the ECAL energy associated to the electron itself and Eγ

is the energy associated to the bremsstrahlung photons

•
∑
Eγ/(pin − pout)

As for the isolation discriminator pT and η are used to parametrise the dependence of the other
input variables. One additional input information is the distance of the GSF track to the
next ECAL module boundary, since electrons entering the ECAL close to the boundaries of a
module can have a deformed electromagnetic shower or a lager signal in the HCAL. The MVA
output is used to define different working points in terms of efficiency and fake probability
(loose, medium and tight).

Further details can be found in [107, 4, 111, 112].
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4.4. Changes for High pT Taus

The tau reconstruction algorithm was originally designed for low energy taus. For highly
boosted taus there are several effects that change the detector response and therefore the
identification of taus. The consequences of a non optimal tau identification are shown in
Figure 4.5 (left), which shows the energy response of taus as was the status at the beginning
of this thesis. This variable is most sensitive to the reconstruction of the tau, because it shows
that not all pfParticles from the τhad are picked up by the tau reconstruction. In Figure 4.5
(right) the mean response is shown w.r.t. the generator level τhad pT. For high pT taus
only 40% of the tau pT is reconstructed. One question is, if the full τhad is even recorded by
the detector. This can be answered by comparing the corresponding energy response of all
pfCandidates in a ∆R < 0.12 cone around a tau candidate to the generated taus, as done in
Figure 4.5 (right). Since the energy response is flat with respect to the generated tau, it shows
that the reconstruction of the decay mode and the τhad energy has to be adjusted.

 CMS
Private Work

 CMS
Private Work

Figure 4.5.: Tau energy response evaluated with respect to generator level information for
different pT ranges (left) and as a mean (right).

The suspicion after this observation was that it could affect the decay modes in different ways.
This was found to be true as is illustrated in Figure 4.6. Shown is the mean energy fraction
of the pfCandidates with respect to the generated τhad, that are missed by the reconstruction.
For the one prong decays no significant amount of energy is lost by missed charged hadrons, as
expected. The charged hadrons that are picked up by the cone are due to pileup interactions.
For the one prong without π0 the only significant unassociated energy is a result of unassociated
h0 that are created, but ignored by the algorithm. For the one prong with one or two π0, the
unassociated energy is also in form of γ candidates. The total mean fraction of lost energy for
one prong taus is 20%. In the three prong decay modes the amount of energy from not picked
up energy is larger. There is a substantial amount of energy lost due to charged hadrons, but
also the amount of h0 and some γ is increased.

The problem of the lost charged hadrons will be addressed in the next section. For the other
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Figure 4.6.: The plots show the stacked fraction of energy w.r.t. the not picked up pfCandi-
dates in a ∆R < 0.12 cone around the tau. The plots are separated into generator
level decay mode, which is denoted at the top of the plots.

pfCandidates we can investigate the geometrical distance a little further. This is summarized
in Figure 4.7. The energy response is shown for different types of recombining the missed
pfCandidates. While in red circles the standard tau reconstruction is shown, in blue crosses,
the energy response for all pfCandidates in a ∆R < 0.12 cone around the tau is shown. The
violet squares show only h0 and γ candidates added to the reconstructed taus. As one can see
this curve coincides reasonably well with the cone. This tells us that no other pfCandidates
are needed for the correct reconstruction. The green circles show the energy response of the
pfCandidates that were picked with the algorithm and all h0 and γ candidates that have a
∆R < 0.005 to a h± candidate5. One can see that the mean energy response is decreasing
with higher tau energies. If one adds also h0 and γ candidates that have a ∆R < 0.005 to
the gamma candidates in the tau (yellow rectangles), the energy response is flat. From this
several conclusions can be drawn. There are additional h0 and γ pfCandidates that are in
close proximity to the tau pfCandidates. But there are not only h0 candidates that are close
to h± from the tau cone, but also h0 candidates that are close to the γ candidates from the

5As this is an obvious quantity to check it was previously missed in the tau reconstruction, because the φ
and η variables for neutral pfCandidates are defined with respect to the detector centre, while the charged
pfCandidates use their measured vertex as coordinate centre. The distance is only small if the η and φ
variables of the charged hadrons at the entrance to the calorimeter are used with respect to the detector
centre.
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strip.

 CMS
Private Work

Figure 4.7.: Energy response of the reconstructed τhad candidate. The various lines show the
energy response for different additions to the tau reconstruction. As a cone around
the tau, a ∆R < 0.12 criteria was chosen. Different pfCandidates within this cone
where added to the reconstructed tau.

These phenomena can be explained by three main effects in the reconstruction of high pT
taus:

• track merging

• track momentum underestimation

• mass window constrain

As will be shown in the following it is possible to recover these effects and still have a unified
tau reconstruction for the CMS detector.

4.4.1. Track Merging

For high pT taus the tracks in the detector can be close to each other. Due to a finite resolution
they can merge in the detector. Two effects have an influence on the tracks of the highly boosted
τhad. The distance between two tracks in the pixel detector can be below the resolution of
the detector and the calorimeter clusters cannot be split to have two charged hadrons. This
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effects are only relevant for three prong tau decays, which account only for about 10% of the
tau decays.

Though the tracking is done interactively as described in [113], the track seeding may not be
able to pick up two individual tracks from the same pixel seeds. The distance between two
tracks is dependent on the opening angle of the tau decay and the charge. In contrast to e.g.
photon conversions two of the h± can have the same charge, therefore the distance will not
increase due to the magnetic field. The effect of the boost can be seen in Figure 4.8 where the
distance of the equally charged hadrons to each other is plotted with respect to the pT of the
τhad. The distance is gaussian distributed at low pT. For pT larger than 300 GeV the gaussian
distribution of the ∆R distribution is truncated at the lower side. The left plot is evaluated on
generator level, while the right plot is evaluated with the reconstructed three prong decays.
For the right plot all changes which will be discussed in this chapter are applied, but still one
can see that above pT = 2TeV not many three prong decays are reconstructed with three
prongs.

The second effect is due to the interplay between the calorimeter clusters and the track
measurement. Tracks can be seeded by calorimeter clusters and clusters are only linked to
tracks if the clusters can be split. The calorimeter cluster of charged pions have a varying
size in the ECAL and HCAL. The shower of charged pions can be described by the hadronic
shower model [114]. This can be summarized for high pT pions in the CMS detector as
follows: pions radiate energy due to ionisation as they transverse the detector and at some
point start a shower. The starting point of the shower in the detector depends on the pion
energy and the material, but is different for each event. The transverse shower size in general
depends on the energy and the material. However, in the CMS detector the size of the shower
is mainly given by the detector granularity. Figure 4.9 (left) shows the distance of the equally
charged pions from a τhad with 1 TeV at the ECAL entrance. The distance depends on the
energy fraction the charged pions carry with respect to the τhad. As black line the distance of
three calorimeter cells is stated, which is the expected size of a high pT pion cluster. As the
energy of the τhad has to be shared between at least three decay products, the most probable
value for the carried energy is 1/3. Which would not allow to separate the calorimeter clusters
of the two equally charged pions in the calorimeter.

To summarize, tracks are lost due to finite detector resolution. In order to recover the efficiency
of the tau reconstruction two things were changed. As the identification of charged hadrons
is not as effective as the track reconstruction, because some quality criteria are applied in the
pfAlgorithm, the prong counting is done on a combination of tracks (with very little quality
selections) and charged hadrons. The potential double-counting of tracks is corrected for. The
second change is, that the unphysical two prong decay mode is allowed. This means, if from a
three prong decay one prong is lost due to the detector resolution, the decay mode can still be
built. As a consequence the charge information of these events is lost for most events6. The
failure of linking between track and calorimeter cluster is also taken into account, by adding
all h0 clusters at the end of the found tracks.

6The charge could still be used if two equally charged pions are associated to one τhad, but in the majority of
the τhad candidates one of the equally charged pions is lost, because these tracks are not separated as much
by the magnetic field as opposite charged pions are.
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Figure 4.8.: The figure shows the distance ∆R of the two equally charged h± from the τhad with
respect to the pT of the tau where for each pT the distributions are normalized to
one. For this figure all W ′ 13 TeV signal samples were combined. The plotted ∆R
is evaluated on generator level (left) and after reconstruction (right) for all three
prong decays. For the reconstruction all changes to the tau reconstruction, which
are discussed in this chapter, are applied.

4.4.2. Track Momentum Underestimation

One of the premises of the pfAlgorithm is "tracker first", which is built on the assumption that
the best energy resolution for charged hadrons is achieved by the track. As a consequence the
linking of the calorimeter clusters with the tracks "trusts" the track measurement more. If the
track and the calorimeter measurement are not compatible, they are not combined. A large
cluster is assumed to originate from a neutral γ or h0 and a h±, and is therefore split into these
two components. This means the calorimeter measurement of the h± is not used, but the size
of the cluster is constrained to match exactly the pion hypothesis of the track. This approach
was highly successful for low pT taus and jets at all energies in the past [102, 107]. Whereas
all other high level physics objects use either a cluster of pfCandidates (e.g. jets, Emiss

T ) or
have a dedicated high pT identification, for high energy taus it poses a problem, since the HPS
algorithm relies on the particle flow categorisation . The type of the pfCandidates is not used
outside the tau reconstruction. The HPS algorithm assigns the artificially created γ candidates
to the strip part of the tau. The h0 candidate is ignored completely. The problem of these
artificial strips is that the decay mode is changed, and that the reconstructed resonance mass
of the h± and the strip does not have to be in the corresponding mass windows.

This behaviour is expected if one compares the resolution of the different detector components
as shown in equation 3.1 and 3.2-3.4. The energy dependence of the tracker and calorimeter
resolution is σTrack/pT = A · pT ⊕ C and σCalo/E = S/

√
E ⊕N/E ⊕ C. It is clear that the

tracker resolution at some point gets worse than the energy resolution and therefore the initial
particle flow paradigm no longer holds. For the CMS detector the mean resolution is equal for
tracker and calorimeter at roughly 500 GeV, as can be seen in Figure 4.9 (right). The exact
point varies however on the actual track quality and the calorimeter measurement. For pions
from the hard interaction the calorimeter measurements can be much more precise than the
stated resolution and the track quality can be worse due to additional pions from the three
prong decays or pileup tracks. The shown ECAL resolution is only valid for electromagnetic
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showers fully contained in the ECAL (only e or γ). The values are shown for η = 0 were
ET = E.
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Figure 4.9.: For a 1 TeV τhad, the distance of two pions with the same charge at the ECAL
entrance is plotted w.r.t. the fraction of the energy they carry, is plotted on
the left. In the right plot the relative resolution for tracker, ECAL and HCAL
and the combined calorimeter is plotted, as shown in equation 3.1 and 3.2-3.4.
Source [90, 94, 96]

In summary the "tracker first" premises does not work well for all high pT h
± pfCandidates

and the calorimeter information should not be neglected. As a consequence for the tau
reconstruction, the h0 pfCandidates that are around the tau candidate are added to the tau.
It was shown that the artificially created neutral pfCandidates have a distance of ∆R = 0

with respect to existing pfCandidates in the tau, see Figure 4.7. To save computing time
and because the result is the same, the energy is calculated from the existing τhad candidate
plus all neutral pfCandidates in a ∆R < 0.12 cone around the tau. In order not to pick up
noise the h0 are required to have pT > 50GeV and this "post decay mode energy estimation"
is only done for τhad candidates with pT > 200GeV. The artificially created γ candidates are
not added by this procedure, because they are integral to the strip reconstruction of the decay
modes and enter the isolation discrimination. A majority of the created γ candidates is picked
up by the changed mass windows.

4.4.3. Mass Window Constraint

The mass window for the construction of the decay modes are set to reflect the decay modes
as shown in Table 4.2. For the highly boosted taus the mass resolution degrades, therefore the
mass windows are too tight for high pT taus. The mass windows were modified to the values
shown in Table 4.3.

The values were obtained evaluating multiple variations of the mass windows on a Z ′ → ττ

sample. The result can be seen in Figure 4.10. For this mass plot all pfCandidates in a
∆R = 0.3 cone around a generated τhad were combined to a tau candidate7. The mass of this
tau candidate is plotted w.r.t. the generated pT. For each pT bin the mass distribution is

7In order to be as close as possible to the tau reconstruction h0 and hHF candidates were ignored.
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decay mode mass window
1h 0π0 set to π± mass
1h 1π0 0.3− max(1.3,min(1.3 ·

√
pT

100GeV), 4.2))MeV

1h 2π0 0.4− max(1.2,min(1.2 ·
√

pT
100GeV , 4.0))MeV

2h 0π0 0− 1.2MeV
2h 1π0 0− max(1.2,min(1.2 ·

√
pT

100GeV , 4.0))MeV
3h 0π0 0.8− 1.5MeV

Table 4.3.: All decay modes with their corresponding mass window in the reconstruction with
the modifications for the high pT taus.

normalized to one. The plots are divided into the decay modes as reconstructed with a modified
reconstruction software, the two prong decay mode is allowed. The blue lines indicate the
allowed mass for the reconstruction before the mass windows were adjusted. The red line
shows the adjusted used maximum mass and the green line shows the allowed minimum mass.

One can see that for the one prong no π0 decay mode the majority of the reconstructed tau
mass has only one charged hadron, which mass is set to Mπ± = 139.6MeV. The events with
diverging reconstructed mass have additional pfCandidates in the cone that are either from
one prong 1π0 decays or detector noise, such as pileup or readout noise. The amount of events,
which will probably not pass the isolation criteria is at the order of 3%. For the one prong
1π0 reconstructed decay mode the improvement of the algorithm is visible. The distribution
begin to spread for higher tau pT towards higher tau masses. And the decay mode can now
associate these higher mass events with the charged hadrons. This effect is not present for the
charged hadron only decay modes "two prong no π0" and "three prong no π0", due to the high
spacial resolution of the tracker as shown in the appendix, Figure A.1. For the "two prong one
π0" decay mode most of the events have a mass within the mass window, but due to the loss
of one charged hadron the distribution is much broader in general. For the three prong one π0
decay mode one can see that the mass reconstruction is mainly not in the mass window. This
is because the three prong one π0 has the highest fake probability from jets and therefore has
harsher requirements. Due to the low expected event rate and the high fake probability, this
decay mode is reconstructed by the HPS algorithm, but not used.

4.4.4. Summary of the Changes for the High pT Tau Reconstruction

For high pT taus several changes for the HPS algorithm were made. While at the start of this
investigation it was unclear if the HPS algorithm could be used for high pT taus at all, it was
shown that all effects could be understood and explained. The main issue of the high pT objects
was the strict reliance on the pfAlgorithm, when it comes to object identification. Since the
aim of the pfAlgorithm is more a categorisation of physics objects than an identification, high
pT objects tend not to be reconstructed as a single pfCandidate e.g. h±, but are split into
multiple objects.

Several changes have been made that take the pfCandidate type splitting into account. For
the counting of prongs not only h± and e candidates are used, but also tracks. Artificially
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CMS Private Work CMS Private Work

CMS Private Work CMS Private Work

Figure 4.10.: The invariant mass of all pfCandidates in a ∆R < 0.3 cone w.r.t. the visible
tau pT at generator level. The distributions are normalized to one for each pT
bin. The lines indicate the mass window constraints where green indicates the
minimum mass, blue the maximum mass before the high pT changes, and red
the maximum mass after the high pT changes.

created h0 candidates are added to the tau after the decay mode finding and reconstruction.
Also the two prong decay mode is allowed for high pT taus. Finally the mass windows are less
stringent for high pT taus. A sketch of the updated HPS algorithm can be seen in Figure 4.11.

As can be seen in Figure 4.12, the decay mode reconstruction still has a strong dependence on
the tau pT. For high pT taus most of the taus are reconstructed as one prong plus 1π0.
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strip building unique charged hadron Candiate 
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Figure 4.11.: A schematic view of the modified HPS reconstruction algorithm.
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Figure 4.12.: The decay mode reconstruction for different energies. The shown numbers
give the percentage of the events that for a given generated decay mode, are
reconstructed with the shown reconstructed decay mode.

47



4. Tau Reconstruction

4.5. Tau Reconstruction Changes in Run II

For the Run II tau reconstruction some modifications of the input parameters were made. The
tau reconstruction as a high level object is effected by these changes. A full description of the
tau reconstruction in Run II can be found in [111]. For Run II the anti-kT pfJet reconstruction
distance parameter R changed from R = 0.5 (Run I) to R = 0.4 (Run II). Since the pfJets
are only used to seed taus, which are expected to be well within R = 0.3, this change had no
consequences for the tau reconstruction.

For Run II other changes are at the level of the pfCandidate reconstruction. The particle
flow algorithm added the linking of tracks to converted photons. This helps in identifying
the strips, but in a boosted object such as the tau, clusters are easily linked to the wrong
cluster or the track quality was not good enough to build a h± candidate. As a consequence
the tau decay mode building treats all photons with tracks as potential h± candidates, and
an iterative approach chooses the tau decay mode with the highest pT, as before.

Also concerning the photon conversion the fixed strip size of 0.05 × 0.2 in η − φ, is relaxed
to allow, if one conversion electron enters the strip, an additional electron outside the strip is
allowed to be combined into a γ. This recombination allows to modify the strip window as a
function of pT(e/γ):

∆η(pT) = 0.20 ·
( pT

GeV

)−0.66
(4.2)

∆φ(pT) = 0.35 ·
( pT

GeV

)−0.71
(4.3)

With these changes the MVA discriminators were retrained.

4.6. Performance of the Tau Reconstruction Algorithm at High pT

The performance of the tau algorithm can be viewed from several sides. On the one hand the
efficiency and fake probability determine signal and non signal events that can be observed. On
the other hand the efficiency and the fake probability are indicators for some misreconstruction
effects. Another important quantity is the energy scale of the tau reconstruction. As can
be seen in the previous Section 4.4 the reconstructed energy can be affected by the choice of
pfCandidates for the τhad candidate.

4.6.1. Tau Reconstruction Efficiency

The performance of the high pT taus can be evaluated with the simulation up to very high
tau pT. For a comparison with data two final states are available: Z → ττ which allow the
probing of taus up to 100 GeV, and tt̄ events which allow the probing of the tau efficiency up
to 200 GeV [111, 4]. These studies show that the tau identification is working well and all the
effects are modelled in the detector, as far as they are known.

As an example for the comparison between data and simulation the efficiency results from the
tag and probe measurement of Z → ττ events are given in Figure 4.13. As one can see, the
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Figure 4.13.: The efficiency of the tau lepton using Z → ττ events evaluated on data and
simulation [4]. The left plot shows the cut-based isolation efficiency, while the
right plot shows the MVA-based isolation efficiency.

reach of the tag and probe method is limited. But no significant deviation between data and
simulation can be seen.

The events with the highest tau pT at CMS are recorded in the tau+Emiss
T channel, which is

the final state of this analysis. In order to understand the behaviour of the tau identification
efficiency and fake probability simulation studies were made. As a reference sample here a Z ′

sample with MZ ′ = 2.5TeV is used. The efficiency includes the decay mode reconstruction
and the isolation.

The result can be seen in the left plots of Figures 4.14-4.16 where the efficiency is shown as a
function of various quantities. One can see that the efficiency w.r.t. the tau pT (Figure 4.14)
is constant. This contains a lot of information. If the decay mode reconstruction did not pick
up all pfCandidates created in the detector, one would see a drop of efficiency for higher pT,
because the left over pfCandidates would enter the isolation cone and therefore the isolation
would fail. If the decay mode picks up too many pfCandidates, the fake probability, would rise
for larger pT. For the evaluation of the fake probability a QCD sample is used. The results
can be seen in the right plots of Figures 4.14-4.16. The efficiency and fake probability for the
MVA discriminator is shown in Figure A.2-A.4 in the appendix.

One can also see in Figure 4.14 (right) that the fake probability is steeply falling for pT <

200GeV and then reaches a plateau. This is the expected behaviour since for high pT jets the
number of particles and therefore the number of charged hadrons rises with the QCD jet pT.
But above roughly 200 GeV the probability to get a jet with a low number of charged hadrons
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Figure 4.14.: The tau identification efficiencies (left) and fake probability (right) for high pT
taus as a function of pT.

stays the same, thus the fake probability does not change by orders of magnitude anymore.

In Figure 4.15 one can see the dependence of the efficiency on the number of vertices, which
is a measure of the pileup in the detector. A detailed description of pileup simulation will be
given in Section 7.2.1. For the cut-based isolation one can see a slight increase of the efficiency
towards a higher number of vertices. This can be explained, if the pileup adds energy to
the strips of the tau decay the strips can pass the decay mode whereas they could not pass
the decay mode without the pileup. The effect is small and the fake probability is relatively
flat w.r.t. the number of vertices, compared to the pT dependence. Therefore no additional
changes are made.

In Figure 4.16 the η dependence is shown. For the cut-based isolation one can clearly see the
structure of the ECAL in the efficiency plot. The fake probability is reasonable flat.

For 13 TeV the MVA tau identification performance is similar to the 8 TeV performance. The
performance of the isolation is shown in Figure 4.17 for the pT dependence. One can see that
the identification efficiency for the cut-based isolation has a pT dependence and the MVA
discriminators show only a slight dependence. The increase of the efficiency for the cut-based
discriminator is not visible if the two prong decay mode is not allowed in the isolated tau. The
increase is therefore expected to be the effect of the more efficient decay mode finding. For a
detailed discussion of this see [115]. The fake rate for the MVA based isolation discriminator
is about one order of magnitude lower as for the cut-based discriminator at high pT.

In summary the tau identification could be extended to high pT taus. The efficiency is flat
with respect to the pT of the τhad. The dependence on other key variables like η or the number
or the number of vertices is understood. For the 8 TeV analysis the choice between the cut-
and MVA-based isolation discriminator can not be based on the performance comparison of
simulation with data. Therefore cut-based isolation will be used in the following for all results.
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Figure 4.15.: The tau identification efficiencies (left) and fake probability (right) for high pT
taus as a function of the number of vertices.
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Figure 4.16.: The tau identification efficiencies (left) and fake probability (right) for high pT
taus as a function of η.

In order to check the behaviour of the MVA isolation discriminator key results will also be
provided with this discriminator.

For the 13 TeV analysis the contribution from fakes in the signal region is much higher.
Therefore the medium MVA isolation discriminator is used, which checked with the 8 TeV
analysis to provide similar results.
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Figure 4.17.: Efficiency for the used isolations and the fake probability. The efficiency and
fake rate is estimated with W events. The left side shows the cut-based isolation
discriminators and the right side shows the MVA-based isolation. The efficiency
of the cut-based isolation shows an increase w.r.t. the τhad pT. This is due to
the increase of the decay mode efficiency.
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4.6.2. Tau Energy Scale

The tau energy scale, meaning the detector response to the τhad, is an important quantity. The
intrinsic nature of the decaying tau reduces the information one can gain about the undecayed
tau, especially the energy of the tau can not be reconstructed without further information from
the underlying physics process. A precise energy measurement of the hadronic decay products
is important in order to have a good description of the τhad from simulation and therefore a
good agreement between data and simulation is crucial. Two sources should be considered to
determine the energy scale uncertainty.

First the uncertainty of the τhad components, which are measured with different parts of the
detector and thus have a different scale uncertainty. By components, here the detector mea-
surements of tracks and the calorimeter clusters are meant. Since the tau decays into multiple
particles with lower energy, e.g. one prong with two π0, the scale of the subcomponents is
understood better than that for a single particle with the same energy e.g. an e or µ, which is
understood well. A τhad with pT = 1TeV for example can have components with not more than
500 GeV energy. Additionally, the charged pions can be measured in several detector parts. If
one assumes roughly the known uncertainties for the detector components one can combine
these uncertainties to an uncertainty on the τhad pT. The result is that the sale uncertainty
from the measurements of the subcomponents is in the order of 0.1% of the τhad pT.

This leaves the second uncertainty for the τhad scale. If not all the decay products of the τhad

are included in the τhad candidate, a systematic offset for the τhad reconstruction would be
observed. The nature of such an offset can have different effects. If the energy response has an
offset w.r.t. the generator, this would not be problematic, since the offset can be corrected for.
In light of the tau neutrino in the decay this correction does not even have to occur, since the
full decay energy can never be reconstructed. Only the correct description of the tau response
is crucial. An effect that cannot be corrected for is for example a non linear energy response,
as seen in Figure 4.5 (right) for the old τhad reconstruction as described in Section 4.3. For an
energy response that is 15% off at 200 GeV and 20% off at 400 GeV, the same reconstructed pT
can be associated with different generated pT. Therefore, a flat energy response is important.
Studies so far showed, that the energy response shows no dependence on pT at high pT. This
can be checked with data up to a pT ≈ 200GeV. The energy response was checked with Z→ ττ

and tt̄ events, as detailed in [4, 111]. The scale in the Z→ ττ events was measured comparing
various templates of the reconstructed invariant mass of all visible Z→ τhadµ + Emiss

T decays
and using the visible mass of the hadronic tau decays Mτhad . The resulting corrections showed
that the τhad energy response is well simulated. For aW ′ like signal the energy response of taus
with high pT is important. In order to test the energy response in data the jet reconstruction
can be used, from which we know the energy scale at a 1-3% level to the highest energies. The
ratio of the τhad energy to the jet energy, normalized to the τhad energy can provide a good
measure if a systematic divergence occurs. This value is shown in Figure 4.18. One can see
that the jet pT is by construction almost always above the τhad pT. For the lower pT region
the jet reconstruction can be up to 100% higher than the τhad pT due to additional activity
in the events. For higher pT taus this difference gets smaller. But one can also see, that the
τhad energy and jet energy differ for individual τhad candidates and the τhad reconstruction
provides the more precise energy reconstruction.

In Figure 4.19 (left) the mean of the distributions from Figure 4.18 is shown. On the left
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simulation simulation

Figure 4.18.: The plots show the ratio of the jet and τhad pT difference to the τhad pT (130 6
pT/GeV < 140 and 200 6 pT/GeV < 240).

simulation

 [GeV]

Figure 4.19.: The lower plots show the mean of the distributions in Figure 4.19 in the left
plot and on the right the difference of data and simulation of the value in the left
plot.
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the mean shows that for low pT τhad s the jet pT largely over-estimates the τhad pT. This
is expected, since constant offsets in the jet energy from pileup and other activity in the
events lead to a larger relative offset at low pT. The error bars correspond to the RMS of the
distribution, which is not defined for a single event and therefore the one event error is set
to zero. In Figure 4.19 (right) the difference between simulation and data of the left plot is
shown. This difference suffers from low event numbers at high pT, but the difference can be
found to be of the order of 2-3%, confirming the low pT energy measurements [4, 111].

Since on data the τhad energy scale can only be probed up to roughly 800 GeV the flatness of
the energy response has to be shown with the simulation. This is shown in the appendix in
Figure A.5 for the SM W boson background and various signal mass points. This shows that
the τhad reconstruction has an offset of 5% that is flat up to 1.5 TeV. The highest data event
is around 600 GeV. This offset is not corrected for since it does not depend on pT and the
absolute energy scale of the τhad does not allow more conclusions about the τ pT.

For the Run II reconstruction, the background is simulated with more events and more detailed
study of the τhad energy response can be done. In Figure 4.20 various energy response
differences are shown. In the left plot the difference between the reconstructed and generated
τhad is displayed in blue. As can be seen, the τhad response is reasonably flat at high pT, but
shows a slightly rising structure from τhad pT = 80GeV where the difference is roughly 10%
to nearly no difference for a τhad pT at the TeV scale. For a τhad pT below 80 GeV the energy
response has a large energy dependence. This is due to the trigger threshold, which requires a
reconstructed τhad with more than 80 GeV. In red the same is shown for the jet response. One
can see, that the jet largely over estimates the τhad pT at low energies up to a τhad pT of roughly
200 GeV where the reconstruction agrees with the simulated τhad energy. Above 200 GeV the
jet energy response raises again w.r.t. the generated pT and has a 2% offset at 2 TeV. In the
right plot finally the difference between jet reconstruction and τhad reconstruction is shown.
For low pT one can see a large, expected energy difference between jet and τhad pT. For higher
τhad pT the energy measurements of the jet and τhad agree on the 1-2% level.
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the tau reconstruction and the jet reconstruction (left), and the ratio of jet to
tau reconstruction (right).
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On data the difference between jet energy and τhad energy reconstruction is shown in Fig-
ure 4.21. While in the left plot the full selection described in Section 8.4 is applied, on
the right plot only the preselection8 is applied. This means no kinematic signal requirements
are used. One can see that for most energy regions there is no difference between data and
simulation. For the preselection plot a structure in the data energy response can be seen at
300-500 GeV. This is due to jets faking taus where the energy response is different. These
events also lead to a large spread in the energy difference distributions, represented by the
growing RMS of the data distribution.
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Figure 4.21.: Tau response shown in comparison with the jet response in data and simulation.
This comparison is done for the events selected for the analysis as described in
Section 8.4. In the left plot the full signal selection is applied and in the right
plot only the one tau passing the trigger and identification is required.

Two effects can influence the results of this method. First it is possible, that one component
is not reconstructed at all. This is suppressed by the fact that we can measure the one pion
in different detector components. The simulation of jets could also be not accurate. This is
anticipated in the jet reconstruction and the data to simulation differences are estimated
with several physics processes. These differences between data and simulation for the jet
reconstructions are small. The second effect is the influence of fake taus on the measurement.
This can be suppressed by using a tighter working point of the isolation. Tighter working
points have been checked and no difference to the τhad- jet difference has been observed. This
difference is 2%, thus compatible with the τhad scale uncertainty estimated by the tau POG,
which is 3% [111, 112]. An inefficiency in the τhad reconstruction would also show up in the
τhad isolation efficiency and fake probability. Since the τhad isolation has low thresholds for
additional particles next to the τhad, the taus would fail the isolation requirement.

8Required are trigger, and one isolated τhad within the pT and η acceptance.
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5. Reconstruction of Other Objects

The main work during this thesis was focused to provide a good tau reconstruction. But in
the analysis other physics objects are needed as well. In this chapter, the relevant objects will
be introduced in the following sections.

5.1. Electron

For this thesis electrons are relevant as a discrimination against taus and in the context of the
mono-lepton searches. As it is not the main focus of this thesis only an overview of the most
important ideas is provided.

The electron reconstruction in the CMS detector [116] is driven by two aspects. The CMS
tracker has a very high accuracy and large tracking volume and the ECAL has a very good
energy resolution. For the identification algorithm this results in an approach from two sides.
The tracks are reconstructed using a Kalman Filter and a Gaussian Sum Filter (GSF) method.
The Kalman Filter is the standard track reconstruction algorithm in CMS where the GSF is
a modification of the Kalman Filter, which takes into account the radiation of bremsstrahlung
in the high magnetic field and relatively dense tracker. The tracks are an important input for
the discrimination of electrons against photons, but also help with the cluster assignment in
the ECAL. The other approach for the electron reconstruction is the reconstruction of cluster
shape in the ECAL.

In the ECAL an electron shower is contained to 97% in a 5 × 5 crystal array, but due to the
bending of the electron in the magnetic field and the continuous photon radiation a spread of
the ECAL clusters in the φ direction is expected. These so called superclusters (SC) are built
differently, depending on the ECAL shape in the barrel and endcap sections.

As a complementary approach to this clustering also a pfCluster ansatz is used where, regard-
less of the cluster shape ECAL clusters are built around a seed cells. Only cells that are above
the noise level are used. With this approach energy deposits in a single crystal can be shared
between two clusters, if the cluster shape or matched tracks indicate this.

The tracks and clusters are then combined using geometrical and resolution properties of
the tracks and the clusters. All GSF tracks are linked with SCs, and for electrons, that are
only seeded by a track, the pfCluster is used. The seeding of electrons in the ECAL can be
challenging for instance in the transition region between barrel and endcap (1.442 < |ηSC| <

1.56), therefore this region is treated differently by some identification algorithms.

For the discrimination of electrons against other particles two different sets of cuts were used
in this thesis. The cut-based identification, which aims to provide a general identifications
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5. Reconstruction of Other Objects

Quantity cut value
(|η| < 1.442) (1.56 < |η| < 2.5)

SC ET > 35 GeV 35 GeV
|∆ηin| 0.005 0.007
|∆φin| 0.06 0.06
σiηiη - 0.03
E2x5/E5x5 0.94 or E1x5/E5x5 > 0.83 -
EM + Had iso. 2GeV + ρ · 0.28+ 0.03 · ET 2.5GeV + ρ · 0.28+ 0.03 · (ET − 50GeV) (ET >50 GeV)

or 2.5GeV + ρ · 0.28 (ET <50)

H/E 0.05 0.05
tracker iso. 5 GeV 5 GeV
exp. lost hits 6 1 6 1
|d0| 0.02 cm 0.05 cm

Table 5.1.: The table summarizes the Selection criteria for the HEEP identification, as they
were optimized for Run I (HEEP 4.1).

of all electrons, but it is mainly tuned for electrons with pT < 100GeV, and the HEEP1

identification, which was developed to provide an efficient identification of electrons with a
pT > 100GeV. While the cut-based identification is used in the τ+Emiss

T analysis to veto
additional electrons in the event, the HEEP identification is used for electrons with pT >

100GeV in the context of the non resonant search. While for the HEEP identification only one
working point exists, the cut-based isolation has several working points, which correspond to
different identification efficiencies. For the τ+Emiss

T analysis the "veto" working point is used,
while for the non resonant search, the "loose" working point has been used.

The values for the two discriminators are listed in Table 5.1 and 5.2 for Run I and Run II. The
values for the two identifications are very similar and can be summarized in three categories.

The shape variables are geometric criteria, where the width of the signal in the ECAL crystals
in η and φ is evaluated (|∆ηin| and |∆φin|), as well as the spread in the ECAL (σiηiη). The
ratio of the core energy to the surrounding energy (E2x5/E5x5 and E1x5/E5x5) also helps to
identify electrons.

For the isolation two approaches are used. Where the HEEP identification uses ECAL and
HCAL measurements directly, the cut-based identification uses pfCandidates to compute the
isolation. For both isolations a ∆R < 0.4 cone is used (for Run II the cone was reduced to 0.3
for the cut-based isolation) where the electron itself is excluded from the isolation quantity.
The pfIsolation is corrected for pileup:

pfIsorel =

( ∑
∆R<0.4

pT(h) +
∑

∆R<0.4

pT(γ) +max(0,
∑

∆R<0.4

pT(h
0) − ρ ·Aeff)

)
/ET. (5.1)

The ρ correction is similar to the ∆β correction for the taus. Here ρ is the mean energy per
area of the event and Aeff is the effective area of an electron. The area definition originates
from the jet pileup subtraction and is described in [117]. The effective area is η dependent

1High Energy Electron Positron

58



5.1. Electron

and represents the usual size of an electron in this region of the detector. For the HEEP
identification a single effective area (0.28) is used. One other isolation variable is the ratio
of HCAL energy over ECAL energy (H/E), where high values indicate that the object is a
charged hadron.

The photon variables like the expected, but lost, hits in the Pixel or the vertex probability
are meant to discriminate electrons from photons. This is important, since the probability for
photons to convert in the CMS tracker is 70% [118]. The expected lost hits variable checks,
if a hit is expected in the innermost pixel layers, but not recorded, which rejects most of
the photons. In addition for Run II a conversion veto was implemented, which checks if
a converted photon was reconstructed, using this specific electron. The vertex cuts of the
distance to the primary vertex in z direction (|dz|), as well as in the transverse plane (|d0|)
is larger for converted photons than for electrons. But this also rejects electrons from pileup
interactions. In Run I also the association to a vertex was checked separately. A reconstruction
quality cut that is only used in the cut-based identification is the comparability of the track
momentum measurement with the energy measurement. In order to not be affected by the
worsening momentum resolution with higher pT from bremsstrahlung and track reconstruction
the difference of the inverse quantities is used (|1/E− 1/p|).

The electron reconstruction is highly efficient (> 95%) and a little better in the barrel region
(|η| < 1.479) than in the endcap region (1.479 < |η| < 2.5). The transition region2 1.442 <
|ηSC| < 1.56 is not used in the HEEP identification, to suppress misidentification of jets as
electrons [119].

2Since for the HEEP reconstruction the direction of the SC is more important than the direction measured by
the combined object, the η definitions of the endcap and barrel region is slightly different.
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8 TeV cut values
(|η| < 1.479) (1.479 < |η| < 2.5)

working point Veto Loose Veto Loose
|∆ηin| < 0.007 0.007 0.01 0.009
|∆φin| < 0.8 0.15 0.7 0.1
σiηiη < 0.01 0.01 0.03 0.03
H/E < 0.15 0.12 - 0.1
pfIsorel < 0.15 0.15 0.15 0.15
|1/E− 1/p|GeV < - 0.05 - 0.05
exp. lost hits <= - 1 - 1
vertex fit prob < - 0.000001 - 0.000001
|d0|/ cm < 0.04 0.02 0.04 0.02
|dz|/ cm < 0.2 0.2 0.2 0.2

13 TeV cut values
(|η| < 1.479) (1.479 < |η| < 2.5)

working point Veto Veto
|∆ηin| < 0.0152 0.0113
|∆φin| < 0.216 0.237
σiηiη < 0.0114 0.0352
H/E < 0.181 0.116
pfIsorel < 0.126 0.144
|1/E− 1/p|GeV < 0.207 0.174
exp. lost hits <= 2 3
conversion veto yes yes
|d0|/ cm < 0.0564 0.222
|dz|/ cm < 0.472 0.921

Table 5.2.: Cut-based identification values as used for the Run I and Run II analysis. The
"veto" working point is used for the τ+Emiss

T analysis and the "loose" working point
is used for the generalized limits of the e+ Emiss

T final state.
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5.2. Muon

The muon reconstruction in CMS is driven by the high magnetic field. Since muons are
minimum ionizing particles for a large part of the energies covered by the CMS detector,
muons leave the detector without fatal interactions3. This allows the measurement of muons
only as tracks. In general the bending of the muon in the magnetic field is described by:

pT = q · r× B (5.2)

For a good muon resolution a large radius and a high magnetic field is needed. For CMS
the magnetic field of 3.8 T provides a high curvature, even for high pT muons. The muon
identification therefore mainly requires quality criteria on the track fit. The fit uses a Kalman
Filter and is done independently in the tracker and in the muon system. The used tight muon
identification has the following requirements. The muon has to have a pT >20 GeV and be
within the muon systems acceptance of (|η| < 2.4). For the muon trigger the range is |η| < 2.1

for Run I. This is extended for Run II to |η| < 2.4. The muon has to be reconstructed in the
muon system and in the tracker, with at least one hit in the pixel system and two matched
muon stations and one muon segment. To guarantee a good resolution at least five hits in the
tracker are required. In order to not include cosmic or pileup muons, the transverse impact
parameter with respect to the beamspot has to be less than 0.2 cm, and the longitudinal
distance of the tracker track w.r.t. the primary vertex has to be dz < 5mm. In order to avoid
ambiguities the muon is also required to be used by the particle flow algorithm as muon.

For non high pT muons the χ2/ndof of the track fit is required to be smaller than ten.
For high pT muons (only used for pT >200 GeV) the track fit is modified. Three dedicated
algorithms are used additionally for high pT muons [120]. For high pT muons there is a non
negligible chance of showering in the iron of the magnetic return yoke. Therefore the tracks
are refitted with the tracker plus first muon station (TPFMS) algorithm, which only uses the
information from the tracker and the innermost muon station for the pT measurement. The
second algorithm is called picky. The idea is to find muon chambers with high occupancy and
tag them as electromagnetic showers. For all hits in this chamber only those are picked for the
muon, that have a low χ2/ndof. The third algorithm is the dynamically truncated algorithm
and is only used for Run II. It either stops the Kalman-Filter algorithm in the first station
where the energy loss is above a threshold, or skips the station if the next station is within
the expectation.

Between these three algorithms and the standard muon reconstruction (tracker, tracker +
muon system) the fit with the highest track probability is chosen. Fits where the error on
the track ∆pT/pT is larger than 25% are ignored. If all fits have a worse resolution, the
threshold is raised by 15%. For a detailed implementation see [121]. For the high pT muon
identification the selection is applied on the chosen track, and the resolution is required to
have a ∆pT/pT < 30%.

For the muon isolation there are two choices, either a relative tracker based isolation isotk =
(

∑
tracks with ∆R<0.3

pT(track))/pT, has to be smaller than 10%. This is used only for high pT

3Muons can hit a nucleus of the detector material, and collide inelastically.
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5. Reconstruction of Other Objects

muons where ionisation deposits or showers from the muon could change the calorimeter mea-
surement. The second choice uses the particle flow information, isopf = (

∑
∆R<0.4

pT(h
±
no pu)+

max(0,
∑

∆R<0.4

pT(h
0) +

∑
∆R<0.4

pT(γ) − 0.5
∑

∆R<0.4

pT(h
±
pu)))/pT. Here the charged hadrons

are separated into hardrons from pileup interactions and hard interactions with the association
to the primary vertex.

5.3. Jet

Hadronically decaying particles form jets in the detector. For the analyses presented here jets
are not a direct observable, but many aspects like tau reconstruction and Emiss

T depend on the
building of jets. Since the LHC is a hadron collider a good description of the hadronic activity
in the detector is crucial. There are various jet algorithms that cluster the measurements in
the detector to represent these hadronic decays [122]. In CMS the particle flow candidates are
clustered with various algorithms [123, 124]. The standard algorithm is the anti-kT algorithm
where the key component is the distance definition between two candidates:

dij = min(k
−2
Ti , k

−2
Tj )

∆R2ij

R
. (5.3)

The kT is the transverse momentum of the protojet or the candidate, that is considered to be
joint to the protojet. R is the distance parameter. It is set to 0.5 in Run I and to 0.4 in Run
II. The algorithm starts with a seed and clusters objects i and j, which are closest to this seed
and not too far away to the seed, combines these objects and calculates the next distance. The
distance ∆Rij is defined as before. The algorithm stops, when all objects have been clustered.
If the distance to the beam defined as di,B = k−2

Ti is larger than dij, the object i is discarded.

The advantage of the anti-kT algorithm with respect to e.g. the kT algorithm - where not the
inverse of the squared kT is used, but k2T - is that the clustered jets are collinear and infrared
save. Collinear save means that the algorithm is not affected by collinear splitting of the hard
partons, and infrared save means that soft QCD radiation is inside the defined distance cone.

One benefit of a modern detector and computing framework is the ability to calibrate the
energy response of the raw data after the data was already reconstructed. In CMS there are
different momentum correction levels that are obtained using different types of measurements.
They are separated in offset corrections (L1), corrections depending on η and pT (L2 and L3).

The L1 offset has evolved at CMS to reduce the effect of "in time" and out "of time" pileup,
for details on pileup see Section 7.2.1. The offset correction is an additive correction, which
is dependent on the mean energy deposit per area ρ in the event, η and the area of the jet in
the detector. Further details can be found in [124].

The L2 and L3 corrections are obtained from simulation. Observed values are corrected to
correspond to the true pT as expected in the simulated events as best as possible. In addition
to these corrections, dijet, Z→ µµ/ee and γ+jets events are employed to correct for data and
simulation differences. These correction factors aim to remove differences in the balance of
one jet to another (dijet), or the response of the ECAL or muon system with respect to the
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5.4. Missing Transverse Energy

rest of the detector (Z→ µµ/ee and γ+jets events). These differences are below 4% in pT for
|η| < 3.

This jet energy calibration decreases the jet energy scale uncertainty as well as the jet energy
resolution.

The calibration and reconstruction of jets in the CMS detector has reached a high precision
where the uncertainty on the jet pT is at the 1% level for central jets, as shown in Figure 5.1.
For forward jets the uncertainty increases slightly to 2− 3%.

< <

Figure 5.1.: The uncertainties of the jet energy calibration (JEC) for 8 TeV [124]

5.4. Missing Transverse Energy

In proton-proton collisions the longitudinal momentum of the partons is unknown, but the
initial transverse momentum is negligible. Therefore the transverse momenta are conserved in
the hard interaction, and the missing transverse momentum (Emiss

T ) can be calculated. It is a
measure for the particles that leave the detector undetected. In the standard model only the
neutrinos contribute to this Emiss

T .

Technically the Emiss
T is defined as the modulus of the negative vectorial sum of the transverse

momenta of all pfCandidates:

Emiss
T = |−

∑
~pT|. (5.4)

Historically a calorimeter based ~ET was used, therefore the abbreviation Emiss
T was kept. Per

definition the azimuthal angle (θ or η) of the missing energy is not relevant, but the polar angle
of the missing energy with respect to other particles in the detector is well defined and provides
information that can be used. For that purpose ~pmiss

T will be used, defined as ~pmiss
T = −

∑
~pT.

The jet energy corrections are also transferred to Emiss
T , which is usually referred to as type-I

corrected Emiss
T :
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~pmiss
T = ~pmiss

T, raw +
∑
i

~prawT,i −
∑
i

~pcorr
T,i −

∑
i

~ORC
i , (5.5)

where ~pmiss
T, raw is the uncorrected ~pmiss

T , ~prawT is the uncorrected jet pT, ~pcorr
T is the fully

corrected jet pT, and ~ORC
i is the average offset due to pileup, as obtained with a Random

Cone method. For further details see [124]. The sum runs over all jets with pT,corr > 10GeV
in the event.

It should be noted here that since the analyses considered in this thesis have multiple particles
that produce missing energy in an event. For all events only one lepton is in the final state.
Therefore the Emiss

T will largely only reflect the pT of the one lepton. Hence, Emiss
T is also a

measure for the additional activity in the event for this analysis.
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The reconstruction and analysis of the recorded CMS data needs a development framework.
The work flow of such a framework is more or less always the same. The huge amount of data
collected by CMS is broken down in several steps to allow an analysis. For this thesis two
different frameworks were used and largely developed during the course of this thesis.

The 8 TeV tau analysis will be described first, and then the 8 TeV dark matter and 13 TeV tau
analysis framework will be outlined.

6.1. 8 TeV Analysis Framework

For the 8 TeV tau analysis the existing n-Tupleizer framework [125] was used on top of the AOD
(Analysis Object Data) output of the CMS SoftWare (CMSSW). The main CMSSW version
was 5.3.15. The previously existing n-Tupleizer was modified and rewritten for my master
thesis and this analysis. The output format is a native ROOT [126] tree. The event size could
be reduced from AOD with 400 KB/event to an n-tuple with 2 KB/event1. The speed2 of the
analysis is 1.6 ms/event. While this produces very small files and a fast analysis, the coding
structure is not very flexible. All information is stored as a tuple of strings, integers, floats or
doubles. While no other data type is needed, the cross reference is not easy. The information
is ordered by indices, and one additional particle or a change in the ordering poses problems
for versioning the analysis. In addition to this a C++ class file had to be updated for each
version, which proofed to be error-prune. The analysis then used ROOT to fill histograms,
smaller trees and other ROOT data formats.

6.2. 13 TeV Analysis Framework

In parallel to the ROOT n-Tupleizer, the MUSiC [127] group has used a similar tool, which
used a more flexible implementation of the PXL library [128] output. Within this library it
is possible to store particles and add arbitrary datatypes. String are used as keys to these
objects. The more elegant solution had drawbacks in terms of size (15 KB/event) and speed3

(8.8 ms/event). Nevertheless, this more flexible solution was chosen to be the starting point of
a unified analysis framework "Three A Physics Analysis Software" (TAPAS) [129]. One of the
many advantages is the object identifications or handling of systematic uncertainties, which
are implemented once and can be used by various analysis groups. The file size could be reduced

1The reference numbers in this chapter are calculated using the tt̄ events from powheg.
2All computing speed measurements is evaluated on an AMD FX-6100 Processor.
3The speed was evaluated on 8 TeV data with the latest version of the analyser.
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to 12 KB/event at a speed of 4.2 ms/event. This has to be compared with the miniAOD format,
which was introduced in CMSSW 6.X and contains all information which analyses needs,
at 35 KB/event. The final 13 TeV analysis used CMSSW 7.6.3 with the miniAOD version
RunIIFall15MiniAODv2. One of the other advantages of the TAPAS framework is that nearly
the same code for the 8 TeV and the 13 TeV analysis can be used. The time to convert the
CMS data into an analysable format was reduced from roughly one month to the order of 1-2
days. In a parallel effort the tools that accompany the analysis could be unified and shared
within the work group.

As the documentation and description of algorithms can often not transport the full extend of
the used programs the best description is often found in the source code of the program itself.
For CMSSW this is available at [130] with the previously stated versions available as tags. For
the analysis the source code is also published. The Run I analysis at [131] and for the Run II
analysis at [132].
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For this thesis two data sets were analysed. They can be separated into Run I and Run II
data. As the analyses are very similar for both data sets, the general analysis strategy will be
introduced in this chapter with the Run I data. For the Run II analysis the analysis will be
described in Chapter 8. In order to reduce the repetition, the focus of the Run II presentation
will be the improvements and differences with respect to the Run I analysis. One of the aspects
that will be described in detail for both analysis is the data driven estimation of the QCD jet
background, since substantial changes were made for the Run II analysis. For both Chapters
the structure will be similar: First the data recording conditions, simulations and selections
will be introduced and then the data driven estimate will be described. At the end of each
chapter the final distribution of the τ+ Emiss

T final state in MT will be provided with the full
background prediction.

7.1. Dataset of pp Collisions Recorded in 2012

The Run I analysis is done with 19.71 fb−1 of
√
s = 8 TeV proton-proton collision data collected

with the CMS detector in the year 2012. As described in Section 7.3, the jet and Emiss
T trigger

is used1. The data has to pass a certification process to insure that all detector components
have worked properly during the recording of the data. The latest certified dataset is used.
It is the so called ReReco from 22nd of January 20132, which contains the latest calibrations,
reconstructions and detector alignments known at that time.

7.2. Process Simulation

Many different samples, produced with MC generators, are used in this analysis to simulate
the SM and signal processes.

Since the samples are produced with a number of events which does not match the integrated
luminosity of the used collision data, the samples have to be weighted by a factor

w =
σ · L
NMC

(7.1)

1

HLT_MonoCentralPFJet80_PFMETnoMu95_NHEF0p95_v* and
HLT_MonoCentralPFJet80_PFMETnoMu105_NHEF0p95_v*

2With the certified data sets as provided in the Cert_190456-208686_8TeV_22Jan2013ReReco_Collisions12_JSON
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where σ is the full cross section for the process, L is the integrated luminosity of the used
collision data and NMC the number of generated events.

At the time of the analysis most generators operate at LO, but for all used processes the
inclusive (N)NLO cross sections are known. For the main W-boson background, these higher
order correction were evaluated differentially as a function of the boson mass. This will be
described in Section 7.2.3. As described before, the hard interactions have to be matched with
a parton shower simulation. For the samples, pythia 6.426 [27] was used. The parton shower
and underlying event parametrizations were tuned with a portion of the 7 TeV data. The
used tune is Z2∗[133]. It is modifies the description of the underlying event response and
the multiparton iterations to match the data. The shower parameters were not modified
with respect to previous tunes determined at the Tevatron. The hadronized events are then
processed by a detector simulation in order to simulate the response of individual detector
components. For the simulation of the detector response GEANT4 [134] was used.

Since pythia 6 has only a rudimentary implementation of the tau decay, the dedicated library
TAUOLA [135] is used to simulate the decay. As noted in Section 4.1, the tau lepton has
a long enough lifetime that it even may not decay before reaching the instrumented part
of the detector. Therefore an interplay between TAUOLA, pythia and GEANT is used.
Taus with a flight distance of 10 mm or more are processed by GEANT, which simulates
the effect of the magnetic field and possible interactions with the material. If the tau has
no hard interaction, the decay of the tau is simulated by TAUOLA and hadronized with
pythia is then positioned at the end of the flight route, and processed further with GEANT.
If GEANT simulates an inelastic scattering of the tau with the detector material, the decay
and further detector responses are handled by GEANT. So far the simulation has reached an
enormous precision and in particular all high pT tau effects are described by it.

7.2.1. Pileup Simulation

At the high instantaneous luminosity of the LHC more than one proton-proton interaction
occurs at each bunch crossing resulting in multiple interactions per event. These additional
interactions are called pileup. The characterising variable for pileup is the number of vertices
per event since each interaction per event should lead to at least one additional vertex.
The number of interactions (and therefore number of vertices) per event depends on the
instantaneous luminosity of the LHC at the interaction point and changes with time. The
average number of pileup interactions per event is NPU ≈ 20. Most of these interactions are
QCD processes with a low momentum transfer. These have to be considered in the simulation
since many event and object features like the missing transverse energy and the tau isolation
could be affected by pileup. The pileup is simulated by adding minimum bias3 events to all
simulated processes where the distribution of the number of interactions per event represents
the distribution expected to occur in real data for a specific run period. Minimum bias events
are generated to represent the average interaction at the LHC and are dominated by soft QCD
processes. The pileup scenario used for all samples in this analysis is S10. Since the number of

3The term minimum bias originates from the trigger logic of colliders. Minimum bias triggers are usually
random triggers that record an event with no requirements, except an expected bunch crossing. To simulate
minimum bias events all SM processes enter the same generator sample. Due to the different expected cross
sections minimum bias events are dominated by QCD processes.
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pileup events changes continuously with rising luminosity, but the samples are generated for a
whole run period, a procedure called pileup reweighting is used to adapt the distribution of the
number of pileup interactions per event to the current value [136]. The difference between the
abundance of a specific number of interactions per event in simulation and in the current data
distribution is used to generate weights for each event depending on its expected interactions.
These weights are used to reweight all simulated distributions. The number of pileup events in
data could also be measured, using the number of reconstructed vertices. This would introduce
a potential systematic, if the vertex reconstruction efficiency is different in data and simulation.
The number of pileup events is instead calculated from the instantaneous luminosity and the
total inelastic proton-proton cross section.

7.2.2. Background Samples

All SM processes which can lead to an experimental signature similar to the one of a W ′

boson have to be considered as a possible source of background events. The main source of
background is the off-shell, high mass region of the SM W-boson leading to the same diagram
as a W ′-boson decay. Other backgrounds are due to QCD multijet processes, tt̄ and single
top production, dibosons and Drell-Yan (DY) events. One disadvantage of a final state with
only one measurable particle in the detector is the limited number of selections one can apply
to purify the signal. This also limits the possibilities to estimate the background from control
regions. The W-boson process as the leading background cannot be estimated from data,
because no signal free control region is constructable. Therefore, this analysis relies heavily
on the simulation of this background and much emphasis was directed to get the best possible
simulation of W-boson events. The background estimation of the multijet and Z → νnu +
jets processes will be done with a data driven approach and is described in Section 7.5.

The following sources of background are included (The full overview of sample names, cross
section and event numbers can be seen in Table A.1 in the appendix):

• W →`ν (` = e, µ, τ) The simulation of the main W background is split into two regions.
The low energy region which is described with events generated with MadGraph at LO
and the high mass samples, which are generated with pythia. The low energy region
describes the events withMW < 200GeV, the samples are divided in bins of pT(W). The
pT bins are 0-50 GeV, 50-70 GeV, 70-100 GeV, 100-180 GeV and 180 GeV to infinity. Here
MadGraph was chosen, because additional jets are simulated at tree level, hence a better
description is given. For the high mass events the description of additional jets is not as
important, hence the simpler pythia simulation can be used. The high mass samples
are binned in p̂T. p̂T is a quantity used in the core of the pythia simulation, which is
defined as the transverse momentum in the rest frame of the hard interaction [27]4. The
used bins are p̂T from 100 GeV to 500 GeV and 500 GeV to infinity, which can be roughly
translated to the W-mass with m ≈ 2p̂T.

• Top pair and single top production is another potential source of high pT leptons and
Emiss

T , and has to be considered as a background process. All the samples have been
produced with powheg.

4While it is a well defined quantity in the pythia generator, the choice this quantity was not wise. A generator
independent quantity like the invariant mass of the process would have been a better choice.
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• DY decays to taus (generated with pythia) are a source for background events if one
tau is not identified and the energy enough to fake a sufficient amount of Emiss

T . The
other DY decay channels only contribute to the signal with a high pT recoil jet faking
a tau. Therefore MadGraph is used to describe these events. Here pT (Z) bins are
used to divide the samples. They are 0-50 GeV, 50-70 GeV, 70-100 GeV, 100-180 GeV
and 180 GeV to infinity. The pythia tau sample is used to describe the high mass region
in Z-mass bins of 100-200 GeV, 200-400 GeV, 400-800 GeV, 800-1000 GeV and 1000 GeV
to infinity.

• Diboson processes (WW, WZ, ZZ) with W/Z decaying to anything are generated with
pythia. To improve the statistics at high mass, samples with p̂T > 500GeV are produced
additionally.

• QCD multijet processes are an important source of background since they have the
highest production cross section at the LHC and a jet can fake a HPS tau. The samples
are generated with pythia.

• Z→ νν +jet events also provide a background, if the jet fakes a τhad. The samples are
generated with MadGraph and are divided by the pT (Z) at generator level. The used
bins are 70-100 GeV and 100 GeV to infinity. The lower momentum events would not be
seen in the detector.

All samples have been generated in leading order except for the top samples which have been
generated in next-to leading order. The DY and top samples are scaled to next-to-next-to
leading order QCD corrected cross sections by an energy independent correction factor and
the Diboson samples are scaled to next-to leading order QCD cross sections. The QCD samples
cannot be scaled to higher order corrections since the theoretical and statistical uncertainties
are too large to make this approach sensible. The QCD jet processes (QCD multijet and
Z → νν +jet) are not used for the background determination from QCD processes which is
done by a data driven method instead (see Section 7.5). They are used only for cross checks
of this method. All inclusive higher order cross sections are taken from [137].

7.2.3. Higher Order Corrections for SM W

The higher order corrections of the pp→W → τν +jets process can have a significant impact
on the differential distributions. Not only the QCD corrections from higher order calculations
can change the differential distributions but also the electroweak corrections can become large
due to their large Sudakov logarithms. Up to now, no method was found which allows
the matrix element level combination of QCD and electroweak corrections with reasonable
expense. Therefore, the corrections are calculated individually and are then combined. As
the differential parameter the invariant mass of the W-boson process was used, because it
is a generator independent, well defined quantity. Since the combination of the QCD and
electroweak corrections should be combined on matrix element level, which is not done so
far, a method has been developed to combine both corrections [138, 139]. The corrections are

70



7.2. Process Simulation

combined additively (
[
dσ
dM

]
QCD ⊕ EW) or factorized (

[
dσ
dM

]
QCD ⊗ EW):[

dσ

dM

]
QCD ⊕ EW

=

[
dσ

dM

]
QCD

+

[
dσ

dM

]
EW

−

[
dσ

dM

]
LO

(7.2)

[
dσ

dM

]
QCD ⊗ EW

=

([
dσ
dM

]
QCD[

dσ
dM

]
LO

)
×
[
dσ

dM

]
EW

(7.3)

The additive approach assumes that the electroweak corrections except final state radiations
have an additive nature and the same correction needs to be added for all orders of QCD cor-
rections, while the factorized approach assumes that the higher order electroweak corrections
are the same for all orders of QCD. Following the recommendation from [139], the additive
approach is used for combining the corrections, and the difference to the factorial approach is
used as an uncertainty.

The NNLO QCD differential cross section for the SM W can be calculated with different
programs such as FEWZ [140] and DYNNLO [141]. While in the latest FEWZ version
(3.1b2), the NLO EW correction for the neutral Drell-Yan process is implemented, these
corrections are not implemented for the W-Boson production.

The NLO EW differential cross section can be calculated with separate programs such as
Horace [142] and MCSanc [39]. The NLO prediction of the recent Horrace version 3.1
and MCSanc 1.01 disagree for high invariant masses, but this is a wrong implementation of
Horrace and could be resolved by a correction to the Horrace code5. A comparison is
shown in Figure 7.1(left). For taus (and also for electrons) the reconstruction of the other
objects in the detector is also of interest, because, for example, the radiated photons will be
reconstructed as part of the tau (or electron). Hence photons that are in a ∆R < 0.1 cone
around the tau are recombined. The impact of these recombinations is shown in Figure 7.1
(right). The tendency is that the about 2% higher NLO EW cross section is due to the infrared
safe tau measurement in the detector. A wider cone had no significant effect on the cross
section.

For the neutral Drell-Yan process (pp → Z/γ → ll) an interesting higher order electroweak
effect occurs due to an additional initial state. In the past only the QCD contributions where
taken into account when PDFs where studied. Since the PDF calculations have reached a high
accuracy also the electroweak interactions in the proton became of interest. For the ll final
state a t-channel diagram with two photons in the initial state is possible. This diagram is not
negligible for high η leptons with a high invariant ll-mass, and depends heavily on the QED
modelling of the PDFs. For the charged Drell-Yan process the contribution is expected to be
small since no tree diagram lν production is possible.

In Figure 7.2 the ratio of the (N)NLO to the LO differential cross section is shown. For the
high invariant mass region the two figures visualize the effect of the PDF on this region. For
the left Figure the LO cross section is calculated with the LO PDF set "CTEQ6L1" as it is
also used for the pythia simulations. In the right plot of Figure 7.2 the LO cross section is
calculated with a NNLO PDF set "CT10nnlo". As one can see the curved structure at high
masses is manly due to a difference in the PDF description of the events at high Mτν. The
corrections are also large around the W-boson peak, which is due to the difference of LO to

5The correction was obtained after a private discussion with the authors.
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Figure 7.1.: A comparison of different NLO EW cross sections for different NLO programs
(left) and the impact of tau recombination in the calorimeter (right). The dots
represent the numerical difference and the line shows a linear fit to the difference.

NLO diagrams, where more production channels and initial and final state radiation can shift
the position of the W-boson peak in the distribution. However, this shift does not have a large
effect for the used high mass regions. For the NLO electroweak corrections the photon induced
processes where also considered using the NNPDF set "NNLPDF 2.3 NNLO αs QED".

As we have seen in Figure 2.4 the prediction from different PDF groups for high x is not
consistent at the moment. This can have a large influence on the background and signal
prediction. A large improvement for this final state is the evolution of the DGLAP equations
at NNLO, because high Q2 events can be described in detail.

7.2.4. Signal Samples

In order to determine the selection efficiency of the analysis for the various W ′ models
considered in this analysis, many signal samples have been produced. The SSM samples
are generated with PYTHIA in a mass range between 300 GeV and 4 TeV and the NUGIM
samples are generated with MadGraph in the mass range between 1 TeV and 3.4 TeV for
the mixing angle parameters sin2 θE = 0.031, 0.04, 0.05, 0.1, 0.2, 0.3. The cross sections for the
different samples can be seen in Table A.2. All samples are produced in LO with the PDF
set "CTEQ6L1" [143], and for the SSM samples cross sections in NNLO QCD have been
calculated [144].
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7.3. The Trigger

There are several triggers that can be used to search for a τ+Emiss
T final state. The signal can

be separated into two physics objects in the detector, Emiss
T and τ. For the 2012 operations

there are two possible approaches to trigger the signal: Trigger the individual objects or use
a combination of both objects to trigger. For triggering the individual objects in the events
only a Emiss

T trigger is usable, since a single tau trigger would have a too high trigger rate. The
alternative is a cross trigger, which combines τhad and Emiss

T in the HLT. This was developed
before the start of this thesis and ran for the 2012 data taking period. But the trigger has had
an inefficiency for high pT taus (phad

T > 100GeV), which is documented in [14]. Therefore three
triggers will be tested for the use in this analysis. Fist the situation of the tau+Emiss

T trigger
will be stated, then the Emiss

T trigger will be tested, and finally the a jet+Emiss
T trigger will be

presented. The jet+Emiss
T trigger is the best choice for this analysis, given the not working

tau+Emiss
T trigger.

7.3.1. The Tau + Emiss
T Trigger

A dedicated trigger for the tau + Emiss
T final state was developed for the charged Higgs search,

where the tau lepton has a much lower phad
T and is not balanced with Emiss

T . Due to a mistake
in the configuration, the track of the tau had to have a momentum uncertainty 0.5 times smaller
than the uncertainty measured in the calorimeter. As a consequence, the trigger efficiency
above 100 GeV dropped to zero. The trigger was studied in detail in [14].
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7.3.2. The Emiss
T Trigger

There are two main Emiss
T triggers in CMS. The calorimeter based Emiss

T trigger with a threshold
of 120 GeV on HLT level and the pfEmiss

T trigger with a threshold of 150 GeV on HLT level.
To validate the trigger turn on the working cross trigger was used. The results can be seen
in Figure 7.3. The trigger efficiency is defined as the number of evens in a specific Emiss

T bin
passing the Emiss

T trigger, divided by the number of events passing the tau-Emiss
T cross trigger.

The errors and efficiencies shown for the data points are estimated using Clopper-Pearson
confidence intervals. For the simulation this is not possible, because weighted events are used.
The shown errors are estimated using binomial statistics as implemented in ROOT [126]. In
order to get a correction function for the simulation a Gauss error function was fitted:

a

2
(1+ Erf(

x− b

c
√
2
)) (7.4)

The fit depends on the error estimated with the statistical approach. For weighted events the
binomial approach is correct for high efficiencies, while the gaussian error is correct for low
efficiencies. Therefore the fit was performed using both methods. The fit to the gaussian
efficiency estimation has a better agreement at high Emiss

T to the data fit and reflecting the
statistical uncertainties at high Emiss

T . For these distributions the minimal requirement was
one well reconstructed tau, see 7.4. The Emiss

T is offline pfEmiss
T with type I correction. The fit

results are in the appendix Table A.3. The plots show that even with a higher threshold of
150 GeV the pfEmiss

T , the turn on is steeper and flat above ∼200 GeV.

[GeV] [GeV]

Figure 7.3.: The Emiss
T trigger turn on curve for calorimeter based Emiss

T (left) and
pfEmiss

T (right). The turn on was measured with the tau Emiss
T trigger (tau pT >

35GeV and pfEmiss
T > 70GeV), which has a much lower threshold in Emiss

T and
therefore can be seen as independent.

7.3.3. The Jet + Emiss
T Trigger

An interesting trigger for this analysis is the HLT_MonoCentralPFJet80_PFMETnoMu95_NHEF0p95_
v* and the later version HLT_MonoCentralPFJet80_PFMETnoMu105_NHEF0p95_v*. The trigger
components can be broken down to at least one jet with pT > 80GeV and Emiss

T > 95GeV
(105 GeV in the later runs). The L1 seed is L1_ETM40. Both the jet and the Emiss

T are
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reconstructed in the HLT, using the pfCandidates. The jet has to be central (|η| < 2.6) and
with a pT above 80 GeV. In order to avoid beam halo effects or other unphysical effects the
neutral energy fraction in the jet is constrained to be less than 0.95. The Emiss

T is reconstructed
without taking muon candidates into account.

The trigger can be used for triggering taus, since none of the constrains on the jet would
constrain a tau. Every tau is constructed from a jet the jet could be used as a reference
object.

This trigger has several advantages with respect to the Emiss
T triggered events. The Emiss

T thresh-
old is much lower, and the additional requirement on a central jet (|η| < 3) does not bias
the selection, since the τhad can also be reconstructed as a jet and a fixed ratio between
τhad pT and Emiss

T is expected in the signals, and therefore is required as a selection criteria,
see Section 7.4. The disadvantage is that an independent validation of the trigger is difficult.
One can see the different turn on thresholds for the three described triggers for pT and Emiss

T in
Figure 7.4, which is evaluated on simulated events. The jet-Emiss

T cross trigger has the lowest
threshold in tau phad

T . The turn on in the tau phad
T and Emiss

T is due to the correlation with
the jet cut off of 80 GeV. In the Emiss

T distribution the tau-Emiss
T cross trigger has the lowest

threshold. In order to avoid turn on effects the jet-Emiss
T cross trigger is used in combination

with a jet pT > 100GeV and Emiss
T > 140GeV.
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Figure 7.4.: Jet-Emiss
T trigger turn on is shown for simulated events. For the simulation

W events were considered and the Emiss
T > 140GeV cut was applied for all events

in the jet and tau phad
T plot, vice versa for the jet pT > 100GeV cut. The plots

show the efficiency for Emiss
T tau phad

T , jet pT from left to right.
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7.4. Event Selection

7.4.1. General Event Selection

The recorded events are required to fulfil a few general event criteria, which ensure the correct
reconstruction of the events. As discussed before the trigger requires at HLT at least one jet
with pT > 80GeV and Emiss

T > 105GeV. This sets the offline thresholds for the analysis to at
least one jet with pT > 100GeV and Emiss

T > 140GeV.

To connect the jet with the expected tau in the event, exactly one tau with a τhad pT > 80GeV
and |η| < 2.3 is required to be in the event. The tau phad

T can be reduced with respect to the
jet pT, because hadronically decayed taus are reconstructed as a subset of the jet constituents.
The selection will not be 100% efficient, but the already contained phase space is not further
unnecessarily reduced. For additional, taus used as veto, the phad

T can be reduced to 50 GeV,
where an the identification efficiency and miss identification rate are acceptable. The taus
have to fulfil several identification requirements: The decay mode reconstruction has to have
provided a valid decay mode, including the two prong decay mode. The electron rejection has
to pass the loose MVA based identification working point6. The muon rejection has to pass the
loose cut-based working point7 and as isolation requirement the loose cut-based identification8

was used. In order to have a comparison to the MVA based isolation, some results are also
given for the medium MVA-based working point9. But since this is the first search for a W ′

signal in this channel and the isolation is an important discriminator against background, the
cut-based isolation is preferred to the MVA-based isolation. This is done for the cut-based
isolation all input parameters are well controlled and a MVA output for high pT taus could
have an unforeseen behaviour.

To further reduce electroweak background, a veto on events containing muons, that fulfil the
(non high pT, tight) identification and are isolated with isopf < 12%. Also events with
electrons that fulfil the veto working point are rejected. For both leptons the minimal allowed
pT is 25 GeV and the η region is according to the detector coverage |η| < 2.4 for muons and
|η| < 2.5 for electrons.

This selection should be enough to guarantee a good reconstruction of all events. But since the
detector does not behave like a MC generator some additional requirements are recommended
that ensure no electronic noise or reconstruction effect enters in the analysed events. These
filters where mainly developed to reduce events with large Emiss

T . These filters are [145]:

• The CSC tight beam halo filter which reduces events, where collisions, which occur
before the detector produce a beam halo in the detector. They can be detected with the
CSCs.

• The HB HE noise filter reduces events, where unusual noise rates in the HCAL were
detected without any additional activity in the events.

6againstElectronLooseMVA5
7againstMuonLoose3
8byLooseCombinedIsolationDeltaBetaCorr3Hits
9byMediumIsolationMVA3newDMwLT
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• The HCAL laser filter reduces events, where the HCAL calibration laser fired during
the data recording.

• The ECAL dead cell trigger primitive filter reduces events, where ECAL crystals,
that are removed from the reconstruction due to problems in the readout, are hit.

• The Tracking failure filter reduces events, where no tracks but large calorimeter
deposits where observed.

• The Bad EE Supercrystal filter reduces, where some 5×5 crystal regions give anoma-
lously high energies.

• The ECAL laser correction filter reduces events, where for some crystals unusually
large transparency corrections were observed.

• The Additional tracking filter reduces events, where aborted track reconstruction and
coherent tracker noise is caught.

While the list is quite long, the final state of tau+Emiss
T is not affected by these kinds of events.

One additional requirement is kept from the past which has no effect in the conditions of the
2012 data taking: Events are required to have at least one vertex. For events which have on
average 20 vertices, this is no constraint.

7.4.2. Kinematic Event Selection

In order to select W ′ boson like events, the topology of the signal has to be evaluated. The
kinematic distribution ofW ′-boson events, is indistinguishable from aW-boson event produced
off shell with a high mass. For the lepton channels the only objects visible in the detector are the
leptons. All neutrinos contribute to the Emiss

T in the event. For a hadronic tau decay this leaves
basically a mono-jet signature with the jet tagged as tau. The event is still balanced in tau
and Emiss

T allowing to exploit the two body kinematics. A distribution of the transverse mass
on generator level and for reconstructed events is shown in Figure 2.5 and 7.5. The transverse
mass is defined as in equation 2.20. One can see in Figure 7.5 that the visible part of the tau
combined with Emiss

T does not have a peak structure. In contrast to previous generator plots
Figure 7.5, the effect of the trigger threshold can be seen.

Two quantities can be used to further exploit the back-to-back, two body kinematics of the
final state: The azimuthal angle between Emiss

T and the reconstructed τhad (∆φ(τhad, Emiss
T ))

and the ratio of the energies phad
T /Emiss

T . The two body kinematics can be used even with two
neutrinos in the final state since the only detectable object in a signal event should be the τhad.
In principal, these quantities are heavily correlated with MT and are not needed to achieve
clear signal separation at high MT. But they provide a reduction of two types of events: The
background contamination from di-jet events is largely reduced with the phad

T /Emiss
T selection.

This ensures that the object with the largest pT in the event is the τhad. For di-jet and Drell-
Yan events an increase with rising phad

T /Emiss
T is expected. On the other hand, if the phad

T is
small and the Emiss

T is large, the source of the Emiss
T is not the τhad. The angle between Emiss

T and
the lepton is heavily effected by the boost of the initial heavy particle. The W-boson events
with high W-pT are affected more severely by a correct QCD description. These events can
have a high MT if the Emiss

T is shifted by the recoil jet, wrongly identified as τhad.
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Figure 7.5.: The plot shows that the generated and reconstructed W ′ signals agree up to the
highest energies. No Jacobian peak is visible and the signal shape is a flat, almost
rectangular distribution, between zero and the W ′ mass. The low MT side is
reduced due to the trigger threshold.

As signal selection the following selections are chosen:

• 0.7 < phad
T /Emiss

T < 1.5

• ∆φ(τhad, Emiss
T ) > 2.4

These selections where chosen on the basis of the selection of the previously existing W ′ →
e/µν analysis [6]. As the tau + Emiss

T final state suffers a higher background from miss
reconstructed objects the lower threshold of phad

T /Emiss
T and ∆φ(τhad, Emiss

T ) is raised. The
effect of this selection on the signal and background was checked and found to reduce the
background efficiently, while not too constraining on the specific signal.

Additional studies using additional selections with quantities involving the leading jet (not
identified as tau) showed no significant improvement.

The kinematic distributions for phad
T /Emiss

T and ∆φ(τhad, Emiss
T ) are shown in Figure 7.6. The

distributions show that the background describes the data well. The systematic uncertainties
are evaluated bin to bin and are described in Section 9.1. For the shown distribution the cut on
the other shown quantity is applied. One can see the signal has clear peaks at phad

T /Emiss
T ≈ 1

and ∆φ(τhad, Emiss
T ) ≈ π. In the low phad

T /Emiss
T region one can see that the contribution from

missidentified taus is high. For large phad
T /Emiss

T the events are completely described by QCD
jets, which are evaluated from data as described in Section 7.5. For the ∆φ(τhad, Emiss

T )
distribution a surprisingly good description of the data by the background is given, as the
angle between τhad and Emiss

T is influenced by the modelling of the additional activity in the
event. For the high W mass pythia sample this means that no jets are calculated on matrix
element level, but the description is parametrised by the tune of the generator.

The signal efficiencies for SSM W ′ are shown in Figure 7.7 for different W ′ masses and various
stages in the analysis. Where in the left plot all efficiencies are calculated with respect to the
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Figure 7.6.: In the plots the simulated backgrounds are shown for the kinematic distributions
for phad

T /Emiss
T (left) and ∆φ(τhad, Emiss

T ) (right). The QCD multijet background
is estimated from data, see Section 7.5. For the plots all events with the full signal
selection except the shown value is applied. The bin width in the ratio plot is
increased with respect to the bin width in the upper plot in order to show the
ratio only for bins with at least one expected events.

number of simulated events, in the right plot the efficiencies are calculated with respect to
various stages.

• trigger and offline threshold: events, which have at least one jet with pT > 100GeV
and Emiss

T > 140GeV

• isolation: events, which have one isolated tau with pT > 80GeV and |η| < 2.3. Events
with additional taus are vetoed if they have a τhad pT > 50GeV

• kinematics: events, which passed the kinematic cuts.

The trigger efficiency shows a rising flank up to 2 TeV, due to the signal peak moving towards
higher MT. Above 2 TeV the signal starts to be produced off shell, shifting the spectrum
towards lower MT. The isolation shows a large drop in efficiency to about 20%, while a MT
threshold of 200 GeV does not effect the signal. The kinematic selection is about 80% efficient
w.r.t. events passing the isolation criteria. The behaviour is similar to the electron and muon
channel, where the geometric acceptance (pT and η) rises with the W ′ mass up to 2 TeV
(pink curve) and then off-shell production of W ′ shifts the events towards lower energies, thus
reducing the geometric acceptance.

The main dependence of the efficiency is the tau pT. Therefore, the efficiency is shown in
Figure 7.8, as a function of generator level tau pT.

Even when the most events where the taus are faked by a jet are described with a data-driven
method, not all backgrounds can be described using this method. The kinematics of e.g. a
tt̄ is too different from a multijet background to be described by the same method. For all
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Figure 7.7.: The SSM signal efficiency for various stages in the analysis, binned in W ′

mass. The left plot shows the absolute efficiency including the hadronic branching
faction. The right plot shows the efficiencies relative to different selections. The
efficiency for the trigger, offline selection and tau isolation (red) is similar to
the efficiency for the trigger, offline selection, tau isolation and MT > 200GeV
(magenta) in the left plot.

electroweak backgrounds the description from simulation is used, except for the Z → νν +
jets background, because the data driven method can describe it. Therefore Figure 7.9 shows
the taus matched to their originating fermions obtained from the generator information. The
figure shows the used cut-based (left) and the MVA based isolation (right). For the used
cut-based isolation the wrongly reconstructed taus contribute up to 40% at low MT, but their
contribution falls steeply with increasing MT down to 1 TeV where the fake contribution is at
the 1% level. For the evaluation of the MT distribution we therefore have to keep in mind
that wrongly identified taus are not only described by the QCD jet contribution, but also by
the simulation. For high MT the expected contribution from jets faking taus is only given by
the QCD jet background.

Additional kinematic distributions are shown in the appendix A.3.

A summary of all selection criteria can be found in Table 7.1 to provide a unified collection of
all selections in a compact from.
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7. Tau Analysis at 8 TeV
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Figure 7.8.: The signal efficiencies depending on the visible generator level tau pT.
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Figure 7.9.: For the background that is used from simulation the origin of the tau was
evaluated, depending on MT. Each MT bin is normalized to represent the tau
origin as a fraction. The left plot shows the loose cut-based, while the right plot
shows the MVA isolation as control distribution.
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7.4. Event Selection

Name Value
General event properties

acceptance for τ |η| < 2.3 and pT > 80GeV,
veto events with additional taus with pT > 50GeV

good vertex Ndofvtx > 4, zvtx < 24 cm,
(x2vtx + y2vtx) < 4cm

2

event filter Emiss
T and general event filters

Trigger
Trigger HLT_MonoCentralPFJet80_PFMETnoMu105_NHEF0p95_v*

HLT_MonoCentralPFJet80_PFMETnoMu95_NHEF0p95_v*
offline thresholds Emiss

T > 140GeV and lead jet pT > 100GeV
tau-ID

decay mode found one decay mode compatible with a τhad (new incl. two prong)

QCD discriminant loose cut-based isolation or
medium MVA-based isolation for control plots

electron discriminant loose MVA based
muon discriminant loose cut based

Kinematic
just one good τ true

pτ
T

Emiss
T

0.7 <
pτ

T
Emiss

T
< 1.5

∆φ(phad
T , Emiss

T ) ∆φ(phad
T , Emiss

T ) > 2.4
Lepton Veto No well identified muons or electrons

Table 7.1.: All selections for this analysis.
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7. Tau Analysis at 8 TeV

7.5. Determination of the Multijet Background from Data

Since processes where QCD jets are wrongly identified as tau jets are an important source of
background for this analysis, a reliable method to estimate this contribution is needed. As was
said before, the simulation prediction cannot be used, due to important, but unknown higher
order corrections and insufficient statistics. Therefore, a data-driven approach is used instead.
A so called “ABCD method” is used which yields a QCD jet sample for the final distributions
where the shape and the normalisation is derived from data. An overview of the method is
shown in Figure 7.10 which is explained in detail in the following two sections. The basic idea
is that a tight-to-loose ratio can be measured from control regions C and D. The ratio uses
tightly isolated taus and loosely isolated taus to provide an estimate of the fake probability.
It is then used to scale the non isolated events to the isolated ones. All selection criteria listed
in Table 7.1 are applied on the events used in this method except phad

T /Emiss
T , ∆φ(phad

T , Emiss
T )

and tau isolation. This method is used to describe QCD multijet events as well as Z + jets
events with Z→ νν since the fake probability only depends on the recoiling jet. In the regions
A, C and D contributions from processes not derived from data, but described by simulation,
mainly W +jets, tt̄, DY and diboson processes, are subtracted from the data to avoid double
counting. Since the tau isolation is evaluated with the cut-based and MVA-based approach,
this method is performed with both. The MVA approach is shown to provide a comparison
and validate this isolation method for high pT taus. The numbers are only quoted for the cut-
based isolation, because the difference between the approaches is small.

In the following we will first discuss the template sample A and then the tight-to-loose ratio
in regions C and D.

C
o
n
tr
o
l

isolated
non-
isolated

Figure 7.10.: Sketch of the ABCD method. Region A is used to obtain a QCD template
sample, region C and D is used to determine the normalisation and region B
is the signal region. The variable to distinguish the control and signal region is
phad

T
Emiss

T
. The region with phad

T
Emiss

T
> 1.5 is the control region, while the region with

phad
T

Emiss
T

< 1.5 is the signal region.
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7.5. Determination of the Multijet Background from Data

7.5.1. The QCD Jet Template Sample (Shape)

The first step of the ABCD method is to generate a template sample A from data which is
dominated by QCD jet processes but includes as many selection steps as possible to min-
imise the effect of missing selections on the normalisation and shape of this sample. In this
implementation of the method all selections are applied except for the tau isolation which
is inverted. While in the regular event selection an isolated tau is required, this template
sample should not contain such isolated tau leptons but instead at least one non-isolated tau
candidate. Since the isolation selection is the main suppression against QCD jet processes,
this inversion of the selection enhances the QCD jet contribution to this template sample.
The remaining contamination of the other background processes (mainly W +jets, tt̄) to
this sample is removed by subtracting their contribution as determined from simulation. The
distribution of non-isolated events is shown in Figure 7.11 (left) for MT and phad

T /Emiss
T in the

region A (for higher phad
T /Emiss

T also for region C). The simulated background is only shown
for the weak processes. The difference between these backgrounds and the data is therefore
an estimate of the QCD jet contribution. The resulting distribution is a sample dominated
by QCD jet processes, gained from data. Figure 7.11 (right) shows the MT distribution from
region A. The subtracted contamination amounts in region A to approximately 30%. The
largest contamination is from boosted W → lν events. The second largest contribution to
the contamination are the processes with top production. Due to the different kinematics one
cannot use this method to evaluate the shape of these contributions.

R
e
g
io
n
A

R
e
g
io
n
C

Region A

Figure 7.11.: The phad
T /Emiss

T distribution in the signal region with inverted isolation for the
taus (region A and C). On the right the resulting MT distribution in A is shown.
The QCD jet simulation (multijet and Z → νν) is not plotted to only show the
subtracted background (coloured) and the data.
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7. Tau Analysis at 8 TeV

7.5.2. Tight-To-Loose Ratio (Normalization)

In order to scale the non isolated region A to the isolated signal region B, a tight-to-loose ratio
approach is used. The tight-to-loose ratio can be interpreted as a probability for a QCD jet
to pass the isolation.

This probability is derived from a disjoint, signal free regions C and D, which are separated
from the signal events by using the events with phad

T
Emiss

T
> 1.5. The set of all taus passing these

selections and failing the isolation is called the “loose” tau sample while the sample which is
yield from all taus passing the isolation criterion is called the “tight” sample.

The tight-to-loose ratio is derived out of this sample which is defined as

RTL =
isolated taus

non isolated taus =
D

C

The contribution from electroweak processes (W, Top, DY and VV) are subtracted, using the
description from simulation. The number of events are (cut-based isolation):

C:
data︷ ︸︸ ︷
15642−

simulation︷ ︸︸ ︷
1803.0 = 13839.0 (7.5)

D:
data︷︸︸︷
120 −

simulation︷︸︸︷
29.0 = 91.0 (7.6)

⇒RTL = 0.0066(1± 12% (stat.)) (7.7)

The ratio can be further evaluated in different tau components such as 1h1γ or 3h0γ. This is
done to correct for a potential bias in the chosen phase space. Especially the fake probability
could be different for gluon and for quark jets. This difference can be compensated with the use
of the decay mode as a final state. Other parametrizations (e.g. η, phad

T and Emiss
T dependent)

have been evaluated and did not show a behaviour that was non trivial. This does not mean
the fake probability does not depend on phad

T , but a flat parametrisation was reasonable
for the signal region, since only high pT taus are used. This will be discussed in the next
Section 7.5.3.

The tau components show a strong influence on the tight-to-loose ratio as shown in Figure 7.12.
The largest ratio is in the one hadron and one photon bin (1h±1γ). Many QCD jets have this
final state. The tau reconstruction has an energy ordering for the components. Therefore a
1h±1γ jet will have a high energetic hadron and photon, which is very tau like. For additional
tau components the information to compute the tau properties increases thus the tight-to-
loose rate drops. The fake probability for the tau with the components of 3h±1γ is much
higher than the other τhad final states. This on the one had due to the difference between
the tau components and the decay mode. The decay mode in to 3h±1π0 is not used in the
reconstruction, hence taus with the constituents 3h±1γ are the rare cases where the 1γ is
added to one of the charged hadrons.

The grey bands show the estimation of the systematic effect from the phad
T /Emiss

T threshold.
The ratio is evaluated several times with changed phad

T /Emiss
T thresholds and upper bounds.

The lower thresholds were changed from 1.5 to 1.55, 1.6 and 1.7, where the upper bound is
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7.5. Determination of the Multijet Background from Data

loosened from 4 to phad
T /Emiss

T < 8, 10 and 20. Since a dependence on this threshold should not
effect the result it reflects the systematic influence on the ratio. Shown are the minimal and
maximal values from these variations. The point in each bin represents the mean.

Private Work Private Work

Figure 7.12.: The ratio of tight to loose taus w.r.t. the tau pfCandiates is shown for several
selections. In the left plot the cut-based isolation is shown. In the right plot the
MVA-based is shown for comparison. The shaded areas correspond to the shift
due to the variation of the phad

T /Emiss
T threshold.

The obtained ratio represents the probability for one jet to fake one tau. To take into account
multiple jets the ratio has to be applied for each jet according to the following formula:

Revent
TL =

∑
k

(
P(jetk faking τ) ∗

∏
i!=k

(1− P(jeti faking τ))

)
(7.8)

where P(jetk faking τ) depends on the decay mode of the jet.

The dependence of Revent
TL on other variables is also checked and is listed in the following

section. The expected phad
T dependence is small, because the trigger threshold is relatively

high and the fake probability has reached its minimum.

7.5.3. Crosschecks of Fake Probability

This QCD background estimation is crosschecked with several changes to the setup of the
method. The first method is an evaluation of the tight-to-loose ratio using the QCD simulation,
another uses a dataset collected with the Emiss

T trigger. Other parametrisation of the fake
probability are also checked.

The result from simulation is shown in Figure 7.13. The black line represents the used data
driven estimate described in the previous two sections. The coloured areas represent the
prediction from isolated simulation, split in Z → νν and QCD multijet. One can clearly see
that the QCD multijet background does not have enough events to give an accurate description.
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7. Tau Analysis at 8 TeV

The grey line corresponds to the non isolated simulated events (Z → νν and QCD multijet)
scaled with a tight-to-loose ratio evaluated like on data, but with the simulation as input.
The tight-to-loose ratio on simulation has a large statistical uncertainty of ≈ 70% due to an
insufficient number of isolated events.

The shape of the distribution can be confirmed. Within the simulation uncertainty the correct
order of magnitude can also be confirmed.

Private Work Private Work

Figure 7.13.: The resulting QCD contributing in the signal region for two isolations, loose
cut-based left and medium MVA right. As can be seen the direct contribution
from QCD simulation is only from a few events. The distributions from scaled
QCD agree reasonably with the data driven estimation.

The fake probability was also evaluated using the Emiss
T triggered dataset. The tight-to-loose ra-

tio is RE
miss
T

TL = 0.0052(1±34% (stat.)) for loose cut-based isolation and RE
miss
T

TL = 0.001(1±103%
(stat.)) for medium MVA isolation, which can be compared to Rsinglebin

TL = 0.0066(1 ± 12%
(stat.)). The large error of the cut-based isolation RE

miss
T

TL is due to 8(data) − 5.16(simulation)
events in the isolated region D. The calculated ratios can confirm the order of magnitude even
if they have a large uncertainty.

In Figure 7.14 a comparison between the two triggers is shown for theMT distribution weighted
with RTL . For the Emiss

T trigger the statistical evaluation in several decay mode bins was not
possible, due to low event rates in the isolated events with phad

T /Emiss
T > 1.5.

Another cross check is to use a single bin to evaluate the tight-to-loose ratio and not bins in
tau decay modes as shown in Figure 7.15 (left). The result (red line) agrees almost with the
QCD jet prediction evaluated in bins of tau components. The same is true for the tight-to-loose
ratio evaluated in terms of tau phad

T . Both tau phad
T binned and single binned tight-to-loose

ratio have similar errors as estimated for the reference QCD jet prediction.

Other isolation working points were also calculated using this method. For all working points
a reasonable QCD jet prediction could be calculated.
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7.5. Determination of the Multijet Background from Data

[GeV] [GeV]

Figure 7.14.: Tight-to-loose result with Emiss
T triggered events. For loose cut-based isolation

(left) and medium MVA (right)

Private Work

 [GeV]TM
200 400 600 800 1000 1200 1400 1600

re
la

tiv
e 

sy
st

em
at

ic

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

Figure 7.15.: If the fake probability is evaluated in a single bin (red curve) and as a function
of tau phad

T (green curve), the prediction agrees with the prediction from the decay
mode binned fake probability almost within 20% uncertainty (left). Relative
systematic shift in the MT distribution from the shifts in Figure 7.12 for the
loose isolation (right).

The systematic variation shown in Figure 7.12 could in principle have an effect on the MT
distribution, if the jet composition would change with MT, but this is not expected. Shown in
Figure 7.15 is the systematic shift for the upper and lower point of the grey area in Figure 7.12.
The systematic shift is about 17% and flat with MT. In addition to this the statistical error
for the tight-to-loose ratio is about 10%.
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7. Tau Analysis at 8 TeV

Combining these two results and summarising the various tests with the tight-to-loose ratio
a systematic uncertainty of 20% on the decay mode dependent RTL is used. In order to
incorporate a potentially wrong fake probability in the simulation, the subtracted simulation
is varied by 20% and the bin by bin result is used as a systematic uncertainty.
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7.6. Full Background Prediction and Final Distributions

7.6. Full Background Prediction and Final Distributions

The number of QCD jet events after the full selection derived by the previously presented
ABCD method is NQCD = 620 for loose cut-based isolation.

Adding this contribution of QCD jet processes to the contribution of background events derived
from simulation results in the final distributions of this search. The spectrum as well as
the cumulative distribution of the transverse mass which is used for the statistical analysis
in Section 10.2 can be seen in Figure 7.16. The Figure shows the loose cut-based isolation
(left) as well as the medium MVA-based isolation (right) for comparison. Both isolation
discriminators provide similar results. For the MVA-based isolation the tighter working point
(medium instead of loose) has a similar signal efficiency, but a lower background prediction.
The total number of all background events which includes the contribution from simulation
as well as the contribution from the QCD data-driven method above a certain MT threshold
can be seen in Table 7.3 and 7.2 together with their uncertainty for cut-based and MVA
isolation, respectively. The QCD jets include jets from invisible Z decays. No excess of data
above the Standard Model prediction can be seen which exceeds the overall uncertainty. For
both isolations the largest difference is at 600-800 GeV where less events are observed than
predicted by the background. For higher MT the number of expected and observed events is
compatible again. In the tau+Emiss

T channel no signal is expected that could explain a local
underfluctuation of events. As can be seen in the statistical analysis the fluctuation is less than
2σ. For a plot, where above the shown MT all events are integrated, see Figure 7.17. The
reasonable agreement between data and background for both isolations can be interpreted as
a confirmation that the MVA-based isolation has no unexpected dependencies.

The calculation of the systematic uncertainties on the number of predicted background events
will be described in Section 9.1. The distributions for phad

T and Emiss
T are shown in Figure A.6.

The charge separated distributions for MT and tau phad
T are shown in Figure A.7.

The statistical interpretation derived from these distributions can be found in Chapter 10 in
combination with the Run II limits. The Run II analysis will be discussed first in the following
Chapter 8. This will highlight the difference to the 8 TeV analysis and based on the knowledge
acquired by this first implementation of the analysis.

Mmin
T /GeV Diboson DY Top QCD jet W Background Data MW ′

2.2 TeV 1 TeV
200 10 10 54 620 1400 2080± 34 2000 55 2000
400 2.3 2.9 7.6 150 230 397.9± 5.5 360 50 1500
800 0.064 0.072 0 3.6 7.4 11.15± 0.49 10 32 230
1000 0.0091 0.027 0 1.1 1.9 3.06± 0.19 4 25 25
1200 0.0031 0.016 0 0.32 0.61 0.944± 0.095 1 19 1.1
1400 0.0011 0.0076 0 0.13 0.18 0.323± 0.046 0 12 0.45

Table 7.2.: Summary of simulated background samples with data driven QCD for loose cut-
based isolation for the Run I analysis. The events are integrated above the Mmin

T
threshold in the row. The errors include the statistical and systematic uncertainties
as defined in Section 9.1.
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Figure 7.16.: Final MT distribution with full background prediction. The left plot shows the
MT spectrum for the loose cut-based isolation, while the right is for the medium
MVA isolation. The QCD background contribution is taken from the ABCD
method described previously. Good agreement between data and simulation can
be seen over the full spectrum. The background is described well and no evidence
for a W ′ boson occurs in the data.
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Figure 7.17.: FinalMT distribution with full background prediction. The events are integrated
above the MT threshold on the x-axis. The left plot shows the MT spectrum for
the loose cut-based isolation, while the right is for the medium MVA isolation.
Good agreement within the uncertainties between data and simulation can be
seen over the full spectrum. The background is described well and no evidence
for a W ′ boson occurs in the data.
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7.6. Full Background Prediction and Final Distributions

Mmin
T /GeV Diboson DY Top QCD jet W Background Data MW ′

2.2 TeV 1 TeV
200 9.5 7.7 40 360 1100 1496± 32 1500 54 2000
400 2.4 1.4 5.3 84 190 285.5± 4.4 260 49 1500
600 0.60 0.34 0 9.4 26 36.4± 1.0 26 39 700
800 0.063 0.071 0 1.8 6.1 8.05± 0.39 8 31 210
1000 0.0076 0.023 0 0.58 1.6 2.17± 0.12 3 24 21
1200 0.0025 0.014 0 0.17 0.51 0.697± 0.062 1 18 1.1
1400 0.0011 0.0084 0 0.083 0.16 0.257± 0.036 0 12 0.45

Table 7.3.: Summary of simulated background samples with data driven QCD for medium
MVA isolation for the Run I analysis. The events are integrated above the Mmin

T
threshold in the row. The errors include the statistical and systematic uncertainties
as defined in Section 9.1.
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8. Tau Analysis at 13 TeV

Before the statistical interpretation of the Run I results will be given, the analysis of the Run
II data is described. This analysis is by nature very similar to the Run I analysis. Due to the
nature of the data taking period the Run II analysis could be build on the experiences gained
from the fist τ+Emiss

T analysis. Therefore some aspects of the analysis could be extended. The
following description will be on the differences to the Run I analysis or describe another aspect
of a specific problem to provide a deeper understanding of the analysis. One part, which is
changed drastically is the data driven estimate, hence a full description of this aspect will be
provided in Section 8.5.

8.1. Data Set of pp Collisions Recorded in 2015

This analysis is done with the Run II data, with 2.3 fb−1 of
√
s = 13 TeV proton-proton collision

data collected with the CMS detector in the year 2015 with 25 ns bunch spacing. As trigger
the dedicated single tau plus Emiss

T trigger1 is used. The last certified dataset is used from the
16th December 20152.

8.2. Monte Carlo Simulation

The processes used as background for this search are the same as for the Run I analysis.
The used samples are all in the latest production campaign for the 2015 simulation3. One
of the main differences is the use of pythia 8 instead of pythia 6 for the hadronisation
and simulation of the underlying event. Also during the first long shutdown of the LHC the
NLO calculation which was previously only available in POWHEG was also implemented in
MadGraph in a generic way. In addition to the use of MINIAOD the simulation of pileup
has also changed4. pythia 8 is used to simulate the minimum bias events for the pileup
mixing. The distribution of additional interactions was adjusted to fit the recorded data,
hence only a small modification due to the used subset of the data was needed, compared
to Run I. The average number of pileup interactions per event in the 25 ns bunch spacing
scenario is NPU ≈ 10. The influence of previous and subsequent collisions is larger, due to
the higher frequency. This effect could be averted by adjusting the object identifications as
described previously in Section 5.

1HLT_LooseIsoPFTau50_Trk30_eta2p1_MET80_JetIdCleaned_v*
2Cert_13TeV_16Dec2015ReReco_Collisions15_25ns_JSON
3The production is tagged as RunIIFall15MiniAODv2-PU25nsData2015v1_76X_mcRun2_asymptotic_v12
4The version of the pileup scenario is 2015_25ns_Startup_PoissonOOTPU
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8. Tau Analysis at 13 TeV

8.2.1. Background Samples

For the division into physics backgrounds the same processes were used as for the Run I
analysis. For the simulation the developments of the generators were included. The pythia
high mass tails were produced in pythia 8, which made it possible to divide these samples not
in p̂T but in the invariant mass of the W-boson. This has the advantage that the transition
between different generators is well defined. Also the mass separations were only produced
with a lower mass threshold, and no upper threshold. While potentially some generated events
are not used it is possible to check the behaviour of the individual samples. For the non W
background the number of processes generated at NLO also increased, such that the high mass
DY, all top and diboson processes are at NLO.

The full overview of sample names, used cross sections and event numbers can be seen in
Table A.4 in the appendix. The used generator can be read from the name.

For the NNLO QCD and NLO electroweak differential cross section correction of the pp →
W → τν process the same approach was used as for the 8 TeV analysis. In Figure 8.1 for both
combinations (additive and multiplicative) are shown at the 13 TeV centre of mass energy. For
the 13 TeV k-factor the effect of different particles on the NLO EW cross section can be seen in
Figure 8.2. One can clearly see that the electroweak corrections for muons are the strongest,
while for electrons and taus the effect is at the 1-2% level. This is due to the reconstruction of
the objects. While electrons and taus are reconstructed in the calorimeters, where additional
photons radiated as final state radiation would be combined with the hard particle, muons are
reconstructed as tracks and radiated photons change the invariant mass of the W-boson under
investigation here.
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Figure 8.1.: k-factors for the additive and factorial combination of NNLO QCD and NLO EW
corrections for the pp→W → τν process.
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8.2. Monte Carlo Simulation
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Figure 8.2.: The difference of the electroweak corrections for the pp→W → τν process with
respect to different final state leptons. On the left the ratio of NLO to LO cross
section can be seen and on the right the ratios of different final state leptons as
indicated in the legend.

8.2.2. Signal Samples

In order to determine the selection efficiency of the analysis for the various W ′ models
considered in this analysis, many signal samples have been produced. The SSM samples
are generated with pythia in a mass range between 0.5 TeV and 5.8 TeV. The cross sections
for the different samples can be seen in Table A.2 in the appendix. All samples are produced
in LO with the PDF set CTEQ6L1 [143], and for the SSM samples cross sections in NNLO
QCD have been calculated [144].

8.2.3. Reweighting of Signal Samples

Since the production of signal samples needs time and resources, not all samples were generated
and processed with the full detector simulation. In order to reduce the computing time the
samples with a different total width of the W ′ were studied on generator level. The samples for
different width were simulated with MadGraph for various coupling strength. The connection
between the coupling strength and the width of a W ′ boson is shown in Equation 2.17. The
effect on the invariant mass distribution is a sharpening (gW ′ < 1) or broadening (gW ′ > 1)
of the peak of the distribution, see Figure 8.3. The peak position at the invariant mass as
shown in Figure 8.3 (left) is independent of the coupling. The narrow coupling gW ′/g = 0.01
appears to have a smaller cross section, because the bin width of 10 GeV is broader than the
peak.

In order to evaluate the shape changes of these different widths, the transverse mass of
the undecayed tau and neutrino is used instead of the transverse mass calculated from the
tau decay, denoted Mτν

T . The tau decay is not included, since MadGraph does not take
the polarization of the tau into account and further processing with pythia would produce
decayed taus, but also cause dependencies on effects like underlying event and initial state
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Figure 8.3.: The invariant mass distribution for tau and neutrino on generator level for
various coupling constants, resulting in different widths is shown on the left. The
transverse mass distribution for different width is shown on the right.

radiation description. This Mτν
T can then be used to weight the reconstructed events in

the final distribution to obtain a reconstructed MT distribution for a different W ′ width.
The weight and the resulting MT distribution can be seen in Figure 8.4. Since each event in
the final distribution is weighted, the detector response is conserved. The used weights are
shown in Figure 8.4(left). The effect on the reconstructed MT is shown in Figure 8.4(right).
One can see that a broadening of the W ′ width decreases the signal strength, because the MT
distribution is shifted to lower values, which are not triggered. The sharpening of the signal
does not affect the final distribution as much as it would affect an event from a W ′ → e/µν

decay, since the resonant peak is smeared over all lower MT values due to the additional
neutrino from the τ decay.

98



8.3. Tau + Emiss
T Trigger

[GeV]
500 1000 1500 2000 2500

w
ei

gh
t /

 (1
0 

G
eV

)

0

0.5

1

1.5

2

2.5

3

3.5

4
(13 TeV)

CMS
private Work

=3
W

/g
W'

g

=1
W

/g
W'

g

=0.01
W

/g
W'

g

 [GeV]TM

500 1000 1500 2000 2500 3000

E
ve

nt
s/

(5
0 

G
eV

)

1

10

210

W' M=2 TeV g=0.01

W' M=2 TeV g=3

W' M=2 TeV g=1

W' M=2 TeV

(13 TeV)

CMS
Private Work

Figure 8.4.: The weight of different coupling constants with respect to MT is shown on the
left. The reweighted reconstructed signal MT distribution is shown on the right.
The right plot is not normalized to the number of generated events.

8.3. Tau + Emiss
T Trigger

In contrast to the Run I analysis the tau + Emiss
T trigger5 could be used in the full dataset. It

was unprescaled during the complete data taking in 2015.

In contrast to the Run I analysis an evaluation of the trigger efficiency of data and simulation
was performed. The distributions are shown in Figure 8.5. To obtain this data and simulation
efficiency the trigger efficiency was evaluated individually for the two trigger legs, tau and
Emiss

T . As preselection for the trigger evaluation is one isolated tau with a leading charged
hadron phad

T lager than 50 GeV has to be in each event.

For the tau leg6 an additional selection is that the offline Emiss
T is larger than 170 GeV, the

tau has |η| < 2.1. The data also has to be triggered by another trigger, because it would not
have been recorded. For this the pfEmiss

T trigger7 was used. The resulting efficiency is shown
in Figure 8.5(left). The obvious, but important thing to note here is that in contrast to the
Run I data the tau trigger is fully efficient for high pT τ

had events. The trigger efficiency does
not reach 100%, because the Emiss

T leg of the trigger is not fully efficient at 120 GeV, but if this
would be raised to 200 GeV, not enough tau events would have been triggered to provide a
meaningful efficiency.

For the Emiss
T leg the tau is required to have a pT > 80GeV. The tau trigger8 was used and

the results are in Figure 8.5(right). This single tau trigger is prescaled during data taking.
This means that not every time the trigger fired the event is recorded, but every n-th time
with n > 1. The prescale factor n changes during the data recording and is adjusted to the

5HLT_LooseIsoPFTau50_Trk30_eta2p1_MET80_JetIdCleaned_v*
6LooseIsoPFTau50_Trk30_eta2p1
7HLT_PFMET_* the threshold changed over run
8LooseIsoPFTau50_Trk30_eta2p1_v*
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8. Tau Analysis at 13 TeV

instantaneous luminosity. The tun on of the distribution is very broad, but no inefficiency
at high Emiss

T could be observed. The broadness of the Emiss
T is not desirable, but can not be

changed. If the offline threshold would be raised to only use the fully efficient part of this trigger
e.g. Emiss

T > 200GeV only roughly 10 events would have entered the final distribution. As the
description of the data by the simulation is reasonable well, the modelling of the simulation is
used. The offline Emiss

T threshold is set to 120 GeV. As offline threshold for the tau 80 GeV is
used.

tau

Private Work

Figure 8.5.: The plots show the trigger efficiency for the tau (left), triggered by a Emiss
T trigger

with pfEmiss
T > 170GeV. The right plot shows the efficiency of the Emiss

T leg of the
tau + Emiss

T , evaluated with the prescaled single tau trigger.
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8.4. Event Selection

The Run II selection follows the same lines as the Run I analysis. The main difference
with respect to 8 TeV is the use of the MVA discriminator. The phad

T /Emiss
T selection was

symmetrized around one.

The threshold for the τhad pT and Emiss
T can be kept or even lowered. The leading tau has

to have a pT > 80GeV, where the Emiss
T has to be larger than 120 GeV. Due to the trigger

requirement, the tau has to be in a range of |η| < 2.1. For the tau identification the HPS tau is
required to pass the decay mode reconstruction including the two prong decays, the retrained
loose electron discriminator9, the loose muon discriminator10 and the medium MVA-based
discriminator 11.

The used kinematic selection is with the symmetric phad
T /Emiss

T boundaries:

0.7 < phad
T /Emiss

T < 1.3 (8.1)
∆φ(τhad, Emiss

T ) > 2.4 (8.2)

As veto against light leptons the same identification working points are used as in the Run I
analysis. These identification criteria are updated to compensate for the Run II conditions.
The phad

T and η constrains are kept12. For details see Section 5.1 and 5.2. From the event
filters the same reconstruction effects are caught to suppress artificially created Emiss

T . The
individual codes where updated and details can be found at [146].

The distributions for phad
T /Emiss

T and ∆φ(τhad, Emiss
T ) are shown in Figure 8.6. The distributions

show that the background estimation describes the data distributions well. The systematic
uncertainties are evaluated bin by bin and are described in Section 9.1.

In contrast to the Run I distribution the background of the phad
T /Emiss

T is shifted to lower values.
This is due to the different trigger, while it is more efficient for the tau leg, the Emiss

T leg is
not as efficient. As can be seen by comparing Figure 8.6 to the Run I Figure 7.6, the signal
is not effected by this. For the ∆φ(τhad, Emiss

T ) distribution the lower trigger thresholds can
also be seen. For low ∆φ(τhad, Emiss

T ) a rise in events is observed, which are dominated by
boostedW events, where the τhad and Emiss

T is expected to point in the same direction. Another
change with respect to the Run I analysis is that the data driven fake probability is no longer
estimated in the hight phad

T /Emiss
T region, as will be described in Section 8.5.

The signal efficiencies for SSM W ′ are shown in Figure 8.7. The efficiencies are shown for
different W ′ masses and various stages in the analysis. In the both plots all efficiencies are
calculated with respect to the number of simulated events. While in the right plot the efficiency
is plotted as a funciton of the W ′ mass, int the right plot the efficiencies are calculated as a
function of to MT. The used stages are:

• One reconstructed tau: events which fired the trigger and the event has at least one
tau with pT > 80GeV and Emiss

T > 120GeV.
9againstElectronLooseMVA6

10againstMuonLoose3
11byMediumIsolationMVArun2v1DBnewDMwLT
12For both leptons the minimal allowed pT is 25 GeV and the η region is according to the detector coverage

|η| < 2.4 for muons and |η| < 2.5 for electrons.
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Figure 8.6.: In the plots the simulated backgrounds are shown for the kinematic distributions
for phad

T /Emiss
T (left) and ∆φ(τhad, Emiss

T ) (right). The QCD multijet background
is estimated from data, see Section 8.5. For the plots all events with the full signal
selection except the shown value is applied.

• preselection: events which have exactly one isolated tau with |η| < 2.3 (veto for
additional taus with pT > 50GeV)

• full selection: events which passed the kinematic cuts as outlined in Equation 8.1
and 8.2.

For Figure 8.7 (left) the efficiency is also provided for events that have a Mmin
T > 400 at

generator level. As expected from Figure 8.7 (right) the efficiency is almost independent from
the W ′ mass for these events.

As for the 8 TeV analysis not all fake taus are described with the data driven approach.
Therefore Figure 8.8 shows the origin of the taus, matched at generator level. Similar to the
cut-based isolation, used for the Run I analysis, the MVA-based isolation has a contribution
of up to 40% from jets faking taus at low MT, but this contribution is reduced to 10% for high
MT events.

The evaluation of the fake contribution from an independent sample allows the systematic
evaluation of the distributions of many variables without a self predicting QCD multijet
background. For the kinematic selections, the distributions for phad

T , Emiss
T , phad

T /Emiss
T and

∆φ(τhad, Emiss
T ) are shown without the selections and with the inverted selections in the

appendix A.5. A comparison of various modifications to the signal selection is also shown
in the appendix A.5.

All selections are collected in Table 8.1 to provide a unified collection of all selections in a
compact from.
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Private Work

Figure 8.7.: The SSM signal efficiency for various stages in the analysis binned in W ′ mass
(left) and as a function of the MT threshold Mmin

T (right). For the right plot all
events above Mmin

T are integrated.
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Figure 8.8.: For the background that is used from simulation, the origin of the tau was
evaluated, depending on MT. Each MT bin is normalized to represent the tau
origin as a fraction.
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8. Tau Analysis at 13 TeV

Name Value
General event properties

acceptance for τ |η| < 2.3 and phad
T > 50GeV,

leading tau τ |η| < 2.1 and phad
T > 80GeV

good vertex Ndofvtx > 4, zvtx < 24 cm,
(x2vtx + y2vtx) < 4cm

2

event filter Emiss
T and general event filters

Trigger
Trigger at least one loosely isolated τhad with phad

T >50 GeV and |η| < 2.1 and Emiss
T > 80GeV

offline thresholds Emiss
T > 120GeV tau phad

T > 80GeV
tau-ID

decay mode found one decay mode compatible with a τhad (new incl. two prong)
QCD discriminant medium MVA-based isolation

electron discriminant loose MVA based
muon discriminant loose cut based

Kinematic
just one good τ true

phad
T

Emiss
T

0.7 <
phad

T
Emiss

T
< 1.3

∆φ(phad
T , Emiss

T ) ∆φ(phad
T , Emiss

T ) > 2.4
Lepton Veto No well identified muons or electrons

Table 8.1.: All selections for the analysis performed in Run II.
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8.5. Determination of the Multijet Background from Data

As for the Run I analysis the background from QCD jets faking taus is important and can
not be described well by simulation. The production cross section for the QCD background
has risen with respect to the 8 TeV centre of mass energy. This increase is larger in the
processes with gluon initial states than in initial states with quarks, as one would expect
from Figure 2.3. The increase in QCD multijet background is especially noticeable for the low
phad

T tau fakes, where more jets lead to a higher fake contribution and in consequence a larger
phad

T dependence. The method for the estimation of multijet background is changed w.r.t. the
previous analysis, where a kinematic side band was used to evaluate the fake probability. In
the 13 TeV analysis, events with light leptons in the final state (dominantly W-boson events)
are used to evaluate the fake probability. Two reasons led to the change in the method: The
phad

T /Emiss
T sideband with 2.3 fb−1 of data has not enough events to calculate a fake probability

and the advanced analysis framework allows an easy evaluation of electron or muon triggered
data.

For the prediction four regions are used which are depicted in Figure 8.9. The control regions
(C and D), used to evaluate the fake probability are required to have one isolated electron or
muon and a tau candidate, while the signal regions are required to have one tau candidate (A
and B). The regions are divided in isolated tau candidates which pass the QCD jet isolation
criteria13 (regions B and D) and non-isolated tau candidates regions (A and C).

The control region is dominated by boosted W-boson events with an isolated electron or muon.
The e/µ vetos are inverted for this purpose and the pT thresholds raised from 25 GeV to match
the single lepton triggers 14 to 35 GeV and 53 GeV for electrons and muons, respectively. Also
the allowed η region is constrained accordingly.

The signal region with isolated taus (B) contains processes that have fake taus. Since the
simulation description of the isolated taus is used, these backgrounds are subtracted in the
non isolated signal region (A). Figure 8.10 shows the non isolated tau distribution for the
distributions previously shown in Figures 8.6 and the final MT distribution as shown in
Figure 8.16 for the isolated taus. In Figure 8.10 the contribution from Z→ νν+ jets and QCD
events is also plotted from the simulation. These processes will later be predicted by data.
Because the signal region is also defined to contain exactly one isolated tau, the probability
for multiple jets faking a single tau has to be calculated as depicted in Equation 7.8.

As can be seen in Figure 8.10, the description of non isolated events is not perfectly modelled by
the simulation. The largest discrepancy is visible for the non signal region of phad

T /Emiss
T > 1.3

where the LO QCD simulation is not able to model events with a large phad
T for the tau

candidate and a small Emiss
T . To correctly describe this region a more precise higher order

simulation would be needed. The signal region 0.7 < phad
T /Emiss

T < 1.3 is described reasonably
well, even by the simulation. The distribution of the ∆φ(τhad, Emiss

T ), where only events with
0.7 < phad

T /Emiss
T < 1.3 are plotted, is described better by the simulation, but the insufficient

number of generated QCD events is clearly visible. These plots confirm that a data driven
approach to model the jet-tau fakes is important. The last distribution in Figure 8.10 shows
the MT distribution after the kinematic selection for non isolated tau candidates. In contrast
13byMediumIsolationMVArun2v1DBnewDMwLT
14HLT_Ele27_eta2p1_WPLoose_Gsf_v*, HLT_Mu50_v*
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Figure 8.9.: The regions that are used to define the fake probability (C and D) and the regions
that are used to apply the fake probability (A to predict B).

to the Run I analysis a reasonable description by the QCD simulation is possible, but the
number of generated events is insufficient. One can see that the composition of the non-
isolated background depends on MT. While at low MT the QCD background is almost equal
to the boosted W background, the importance of the QCD background is reduced at high MT
and the background fraction described by Z→ νν+ jets is increased.

8.5.1. Evaluation of the Jet-Tau Fake Probability

The distributions in the e/µ final state with isolated (D) and non-isolated (C) events can be
seen in Figure 8.11. The grey hashed coloured background is the fraction of events, where
the tau is matched to a "true" tau at generator level. As expected the fraction of true taus is
larger in the isolated region (D). The W-boson background is treated as the dominating fake
background in this final state, since the fake probability from e/µ is negligible in comparison
with the jet fake probability. The same plots shown separately for events with one e or µ in
Figure A.9 and A.10 in the appendix.

For both the isolated and non-isolated region, one can see that the low and high phad
T region

is not well described by the simulation. The low phad
T region is in both regions dominated by

QCD-jet events, which are only simulated at LO. For the high phad
T region the W process is

dominant, which is also only simulated at LO. The W process is corrected for NNLO QCD
and NLO electroweak effects, but this correction is done as a function of the invariant mass
Mlν. Most of the shown events in Figure 8.11 have an invariant mass close to the W peak.
A correct higher order correction would have to be evaluated as a function of the transverse
momentum of the W. In summary the description of the isolated and non-isolated taus in
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Figure 8.10.: The plots show the non-isolated tau distribution (region A) for the Figures 8.6
and 8.16. The contribution from fake jets is filled with Z → νν and QCD
simulation. For the upper plots the signal selection of ∆φ(τhad, Emiss

T ) > 2.4

is applied for the phad
T /Emiss

T plot and the 0.7 < phad
T /Emiss

T < 1.3 selection is
applied for the ∆φ(τhad, Emiss

T ). For the MT distribution both selections are
applied.
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8. Tau Analysis at 13 TeV

Figure 8.11.: The plots show the tau candidate phad
T distribution of isolated -region D- (left)

and non-isolated events -region C- (right) in the combined eµ control region. The
grey hashed coloured backgrounds are matched to a tau on generator level.

the e/µ plus τhad final state is expected to be rudimentary from the simulation, underling the
importance of a data driven approach.

The tau phad
T distribution with the subtracted events containing a "true" tau can be seen in

Figure 8.12 (left). The plots show the distributions from Figure 8.11 for data and simulation
where the grey hashed area is subtracted. The non-isolated region C has one order of magnitude
more events as the isolated region A, as expected. In the right plot the ratio of both regions are
shown. While the data estimation has a smooth description of the fake probability, simulation
suffers from the statistical fluctuations. A fit to the fake probability with the function ′a/(pT∗
b+ c) + d ′ provides a smooth description, even at high pT. The fake probability evaluated in
data is used. The jet to tau fake probability for taus with phad

T larger than 300 GeV is below
2%. The description of the QCD simulation at low energies is non perturbative and relies
on many aspects such as the parametrization of the Pythia 8 tune. Therefore a non perfect
description is expected.

Since the tau fake probability can have many influences, its dependence on other variables is
checked by binning the fake probability in η and in terms of the decay mode. The various fake
probabilities can be seen in Figure 8.13. The decay mode has the largest impact on the fake
probability. The one prong zero π0 decay mode has a fake probability in the order of 10%.
This seems very high, but it concerns only a very small faction of the background since the
probability for a QCD jet to have only one track and no associated ECAL clusters is very low.
If there are ECAL clusters, the decay mode would have picked them up and the reconstructed
decay mode would be "one prong one π0". In terms of η, as expected, the central regions have
less fakes than the forward region.
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Figure 8.12.: The plots show the distributions from Figure 8.11 for data and simulation, both
with events containing a "true" tau subtracted. On the right the ratio of both
regions are shown, and fitted with the function given in the text.
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Figure 8.13.: The plots show the tau candidate fake probability based on the fit described
previously, on the left phad

T and decay mode dependent, and on the right phad
T

and η dependent. Both plots are evaluated on data events, with truth matched
taus subtracted. The left plot is used as a control distribution.

8.5.2. Comparison and Check of the Fake Probability

In order to see if the prediction from the data driven estimate is able to reproduce the
desired background contributions the method is applied on simulation only. In Figure 8.14 the
simulation for the isolated taus (region B, solid histograms) is plotted with the scaled simulation
from the non isolated taus (region A, black line). To scale the simulation the function shown
as green line in Figure 8.12 (right) is used. The shown values are the control plots phad

T /Emiss
T ,

∆φ(τhad, Emiss
T ) and the distribution of the τhad candidates pT. For the phad

T /Emiss
T distribution

the ∆φ(τhad, Emiss
T ) selection is applied, vice versa. For the phad

T distribution both selections
are required. One can see that the QCD description from simulation suffers from an in-
sufficient number of generated events. The events in the high phad

T /Emiss
T region can not be

described smoothly by simulation. For the ∆φ(τhad, Emiss
T ) and MT distribution the shape

of the backgrounds can be reproduced astoundingly well, even with the requirement that
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8. Tau Analysis at 13 TeV

the simulation should contain exactly one non isolated tau, which is a non trivial quantity
to model. The comparison of isolated events from simulation and non-isolated, weighted
events from simulation shows that the method works and the shape of the distributions can
be reproduced.

Using the fake probability estimated from data the various parametrisations can be compared
in Figure 8.15 the parametrisation in terms of phad

T (Figure 8.12 right), phad
T and decay mode

(Figure 8.13 left) and phad
T and η (Figure 8.13 right) are plotted as lines. The same distributions

as in Figure 8.14 are shown for region B, with the same requirements. The prediction from
simulation as seen in Figure 8.14 is shown as well, to allow an easy comparison. Also shown
is the distribution of the measured data, where the non fake background is subtracted15. The
ratio to the phad

T and η dependent fake probability prediction is shown below the plots. One
can see that for high phad

T /Emiss
T the simulation predicts not as many events as one would

expect. For low phad
T /Emiss

T the agreement is very good. In the ∆φ(τhad, Emiss
T ) distribution,

the region with low event numbers (∆φ(τhad, Emiss
T ) < 2.4) suffers from huge fluctuations. The

expected shape of the control region data can be reproduced nonetheless. The fake probability
estimated as a function of the decay modes can not provide a smooth description for this low
event number region. The fake probability depending on phad

T and depending on phad
T and η

provide almost the same smooth prediction. In the phad
T distribution one can see that they

are slightly disagreeing at high phad
T . Since the description for both is smooth, the η − phad

T
dependent fake probability will be used as it takes into account one additional dependency.

The uncertainty on the phad
T -η dependent fake probability is estimated to be 50% this contains

most of the other parametrisations as indicated in the grey bands in the ratios of Figure 8.15.
The value is chosen conservatively and no additional uncertainty from the variation of the
subtracted background is used.

15In order to have a meaningful uncertainty the uncertainty of the background is set to
√
n.
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8.5. Determination of the Multijet Background from Data
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8. Tau Analysis at 13 TeV

8.6. Full Background Prediction and Final Distributions

The final multijet contribution is 160 ± 80 events. With respect to the total background the
fraction of QCD jet events is roughly 30%. This is the same as for the Run I analysis. This
is only possible with the use of the MVA-based isolation discriminator, which has a lower
fake probability than the cut-based isolation. The cross section of the QCD jet background
increased more than the signal and most other background processes, because with the rise of
the centre of mass energy from

√
s = 8TeV to

√
s = 13TeV the gluon induced processes are

preferred by the PDF16.

The distribution in MT is shown in Figure 8.16. The entries are also given in Table 8.2. As can
be seen in the ratio of Figure 8.16 (left), the data fluctuates around the predicated background.
The biggest discrepancy between background and data is around 650 GeV. This is more
pronounced, viewing the right plot of Figure 8.16, where the events above the MT threshold
on the x-axis are integrated. The local significance of the data above the MT =650 GeV is
−2σ. Compared to the Run I analysis, this deficit is roughly at the same position as in Run
I. Due to the nature of the tau decay no signal could be found, which would produce a deficit
in the MT distribution. Even a destructive interference as discussed in Section 2.3.1 would
not appear as a deficit in data, since events from the W ′ peak would be reconstructed with
lower MT, predicting more events than the SM background. The localisation of the deficit is
interesting, pointing to a correlation between the Run I and Run II background prediction. As
the method for the multijet background changed between the two realizations of the analysis,
therefore the multijet method as source for this deficit is less likely. The for the main W-boson
background the generator for the high mass samples was changed from pythia 6 to pythia 8,
but the programs to estimate the (N)NLO differential cross sections is the same (FEWZ and
MCSanc). Also the PDF set used for the (N)NLO calculations were not changed. This may
be a hint for insufficient theoretical description. It is also possible that the tau identification
despite the performed cross checks has an inefficiency, which is not simulated. The changes
between the Run I and Run II analysis, such as the different isolation and changes to the strip
reconstruction do not support this explanation.

In order to see the difference in the decay modes all kinematic distributions are shown, split
into the reconstuced decay modes in the appendix A.5.

Mmin
T /GeV diboson Z/γ tt̄ multijet W Background Data W’

1 TeV 3 TeV
200 11 29 50 160 380 634± 98 650 1500 6.1
300 5.4 13 20 87 180 305± 53 300 1400 6.1
600 0.33 0.68 0.63 3.1 12 17.0± 3.5 11 660 5.3
900 0.024 0.11 0.20 0.46 2.3 3.14± 0.80 1 110 4.5
1020 0 011 0.11 0.25 1.3 1.66± 0.46 1 28 4.1
1050 0 0.0087 0.11 0.19 1.1 1.44± 0.41 0 21 4.0

Table 8.2.: The event numbers for various backgrounds, signal and data above a given Mmin
T

threshold for the Run II analysis. The errors include the statistical and systematic
uncertainties as evaluated in 9.2.

16This can be seen in Figure 2.3, where with rising Q2, the gluon probability increases more than the quark
probability.
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8.6. Full Background Prediction and Final Distributions
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Figure 8.16.: Final MT plot is shown on the left. In the right plot the events are integrated
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same as published in [3] with a minimal modification of the systematic uncertainty
as described in Section 9.2.
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9. Systematic Uncertainties

In this chapter the systematic uncertainties that are relevant for the final result will be
discussed. The uncertainties are similar in the Run I and Run II analyses. Therefore a
detailed description of the systematic uncertainties for the

√
s = 8TeV data taking period will

be given first, and then the differences to the
√
s = 13TeV data taking period will be given.

9.1. Sources of Systematic Uncertainties at 8 TeV

There are two different types of systematic uncertainties: One type directly changes the
number of events in the final MT distribution by varying scale factors like the uncertainty
on the integrated luminosity or on the object identification efficiencies. This does not alter the
shape of the MT spectrum. The second type has an indirect influence like the uncertainties
on the energy scales and resolutions of the reconstructed objects which can cause bin-to-bin
fluctuations of events in the kinematic distributions. The influences of this second type of
uncertainties on the signal efficiencies and background predictions are calculated by repeating
the analysis with the shifted or smeared energy values of these objects to obtain distorted
final distributions for each uncertainty. The deviation between the original and the distorted
distributions is caused by these second type uncertainties. To obtain the effect of each
uncertainty on the full signal efficiency, the efficiency is recalculated with each of the distorted
distributions.

The following uncertainties are considered in this analysis:

• Tau identification efficiency uncertainty: The uncertainty on the efficiency for the
tau identification was determined by the tau POG to be 6% [147]. This uncertainty
is used to rescale all simulated events in the final distribution. The tau identification
efficiency was estimated with Z events, but no indication for a larger efficiency uncertainty
at high phad

T was found. The uncertainty could also be confirmed with tt̄ events, where
events with phad

T >100 GeV were probed, but the energy resolution of this analysis is
insufficient at high pT [147].

• Tau energy scale uncertainty: The uncertainty on the scale of the tau energy is not
driven by the measurements of the subcomponents of the tau. The main uncertainty on
the tau energy scale is due to missing constituents, not included in the tau reconstruction.
The difference between data and simulation was evaluated using jet and tau reconstruc-
tion algorithms. Details can be found in Section 4. The results where compatible with
the estimated uncertainty of 3% for events with lower phad

T as described in [4].
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9. Systematic Uncertainties

• Jet energy scale uncertainty: The uncertainty on the jet energy scale has been
studied in [148]. The relevant uncertainty varies between 3% and 5%, depending on pT
and η. All jets that are not identified as taus are shifted accordingly.

• Emiss
T uncertainty: Since Emiss

T is a composite object, all components are evaluated and
shifted individually; namely muon and electron energy scale and resolution as well as
unclustered energy scale are taken into account. The muon uncertainty is discussed
in [92], electron uncertainty in [149] and the unclustered energy, which is determined
from energy deposits that do not form a jet of pT < 10GeV have an uncertainty of 10%
on their pT.

• Jet energy resolutions uncertainty: The uncertainty of the jet energy resolution
(JER) [148] dependents on jet pT and η. The energy smearing is done separately for each
of the three components of the momentum vector: The true value of each component is
used as the mean value of a gaussian distribution with the standard deviation being equal
to the initial resolution of this jet increased (or reduced) by the uncertainty. Using these
gaussian distributions, new values of the three components are randomly determined.
This cannot only change the energy of the jet but also its direction, which is important
to model the influence on Emiss

T . This approach is very conservative, but as well will see
the effect on the final distributions is so small, that it is included in the Emiss

T uncertainty.

• Pileup reweighting uncertainty: The uncertainty on the pileup weights arises from
the uncertainty on the distribution of pileup interactions per event in data. The number
of pileup events in data is not identical to the number of vertices in an event and cannot
be measured directly. Instead, it is calculated from the overall proton-proton cross
section (see Section 7.2). The uncertainty on this cross section is taken into account by
recalculating the pileup weights with a second distribution of pileup interactions per event
in data, which is obtained from a slightly different assumption for the cross section [136]:
The first assumption uses a cross section which is gained by extrapolating the value
measured at 7 TeV data to 8 TeV (68 mb). For the second assumption, measurements at
8 TeV are used (69.4 mb). The analysis is repeated with the new weights to obtain the
impact on the final distributions.

• Luminosity uncertainty: The uncertainty on the determined integrated luminosity is
assumed to be 2.6% as stated by [150]. Since the integrated luminosity is used to scale the
simulation distributions, this uncertainty has a direct influence of 2.6% on the number of
background events. The signal efficiency is independent of the integrated luminosity and
therefore this uncertainty has no effect on it, but the limit will be provided as a limit on
the cross section, therefore it effects the signal in the same way as the background.

• QCD data driven method uncertainty: As described in Section 7.5, the relative
uncertainty on the fake probability is estimated to be 20%. The resulting uncertainty on
the number of QCD background events is determined by generating two additional QCD
background samples where for the first one a fake probability enhanced by 20% and for
the second one a fake probability reduced by 20% is used to scale the template sample.
In addition the background samples subtracted in this method are varied by ±20% and
the resulting distribution is added shape dependent as a systematic uncertainty.

• k-factor uncertainty: The W process at hadron colliders can be simulated in all
kinematic distributions up to NNLO in αs, and up to NLO in α. The correction for the
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9.1. Sources of Systematic Uncertainties at 8 TeV

W spectrum is calculated as the additive combination of the higher order effects. The
difference relative to the multiplicative combination is used as an uncertainty.

9.1.1. PDF Uncertainties

To estimate the PDF uncertainty a different approach is used. As shown in Section 2.1.6,
each PDF set has intrinsic systematic uncertainties, which are based on their inputs and
extrapolations. Therefore better extrapolations and more inputs yield in a smaller uncertainty.
One of the outstanding problems at the LHC era of PDF estimation is that different groups
estimate the PDFs and quote uncertainties for their estimations, but their results do not agree
with other groups. An example can be seen in Figure 2.4, where for small and medium range
of the PDF parameter x MMHT14 [46] and NNPDF3.0 [151] disagree by more than 2σ. In
order to estimate the difference between the PDF groups the total uncertainty envelope on
the final state distribution has to be estimated. This is no trivial approach since two different
concepts are used by different groups to estimate the PDFs.

The MC based PDF (NNPDF [151]) uses measurements to train a neural network. As an
output MC events can be provided, that represent the PDF description of the phase space.
This method provides an intrinsic handling of the uncertainties and allows cross checks of the
data, method and underlying theory. The uncertainty on a parameter like the cross section
can be evaluated, using the spread of the MC outputs and constructing a 68% uncertainty
interval.

The hessian based PDFs (CTEQ [152], MMHT/MSTW [46], HERA [153]) use a functional
description of the theory, which is optimized to fit the data. These PDFs provide uncertainties
in the form of n uncorrelated parameters, which are shifted with respect to their uncertainty.
The uncertainty on the cross section can be evaluated from the spread of the fit results, shifted
by these n-parameter uncertainties.

A generation of all events with these different uncertainty PDFs would mean an increase of the
number of generated events by a factor of O(100). Since this is not reasonable a reweighting
of the events is used, where for each event a weight is calculated, using the initially generated
PDF parameters x and Q. The weight then only modifies the initial state of an event. The
hadronisation is unchanged. This method works for leading order backgrounds, as was shown
in [154]. Since the PDF has a strong αs dependence, the αs uncertainty is usually evaluated
at the same time as the PDF uncertainty.

The PDF4LHC working group [155] worked out a recommendation on how to combine these
uncertainties [156]. Their recommendation is to use PDF sets from three independent groups,
including their uncertainties and use the total error envelope as a systematic error on the PDF
estimation. For this analysis the PDF sets CT10, MSTW2008 and NNPDF2.3 were used to
evaluate this envelope as shown in Figure 9.1 (right). The envelope should then contain one
σ of all possible PDF values.
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9. Systematic Uncertainties
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Figure 9.1.: Relative uncertainties on the number of background events in bins of MT for
all uncertainty sources causing a distortion of the spectrum and the uncertainty
arising from the uncertainty on the QCD data-driven method. The entry labelled
“All Syst.” refers to the sum off all uncertainties causing a distortion of the
spectrum. The right plot shows the effect of the three different uncertainty PDF
sets on the MT distribution.

9.1.2. Impact of the Uncertainties on Signal Efficiencies and Background
Prediction

The impact of the different systematic uncertainties which cause bin-to-bin variations on the
MT spectrum of the background processes can be seen in Figure 9.1 as the relative uncertainty
on the number of background events in a certain MT range. The backgrounds follow a steeply
falling distribution with no structure. In order to reduce the effect of insufficient number of
simulated events and other statistical non physical effects the background is fitted with an
exponential:

exp (a+ bx+ cx2) · xd (9.1)

This fit is used for all shifted distributions listed above and the relative uncertainty is shown
in Figure 9.1. One can see that the effects of most uncertainties on the MT spectrum is small.
A significant influence has the tau scale uncertainty, and the tau efficiency uncertainty. The
effect of the jet specific uncertainties (jets are cleaned for taus) has an influence of up to 6%
on the MT spectrum. The k-Factor uncertainty is small for low MT and rises up to 4% at
MT =1.4 TeV. For MT ≈ 200GeV all the uncertainties rise rapidly, because of the trigger
turn on in the MT distribution. The effect of the uncertainty parametrisation on the limit was
checked and a cross section limit with and without the parametrisation of the uncertainties
was calculated, resulting in the same limit on the W ′ mass.

The PDF uncertainties are evaluated as described before, reweighting all events after all signal
selections.

The impact of the uncertainties on the signal is also evaluated following the same procedure.
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9.2. Sources of Systematic Uncertainties at 13 TeV

Since each signal has a different distribution inMT a simple visualisation as for the background
is not possible. Figure 9.2 shows the shifted distributions for the tau energy scale uncertainty,
which is the uncertainty with the largest effect on the signal. One can see that a scale shift
has no influence on the event yield, where the distribution is flat, but on the falling edges at
low and high MT the difference to the central not shifted distribution becomes large. This
reflects the expected effect of an unknown scale. As a result the exact position of the edge
will be masked by high uncertainties. The distributions as shown in Figure 9.2 will enter the
statistical evaluation as described in Section 10.1.
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Figure 9.2.: The effects of the tau scale uncertainty for two exemplary W ′ masses are shown
in this Figure. The shifted distributions are shown in yellow and orange for a shift
of ±1σ. The unshifted distributions are shown in violet.

9.2. Sources of Systematic Uncertainties at 13 TeV

The systematic uncertainties are to a large extent the same as the 8 TeV uncertainties since
no essential parts of the analysis changed. The main changes are the luminosity, which is
measured to a precision of 2.7% [157]. The QCD uncertainty is 30% and new jet energy
corrections were calculated for the smaller jet cone and changed detector. For the higher
centre of mass energy the total inelastic cross section was kept at 69 mb with an uncertainty
of 5%. But for the calculation of the pileup events in an event the smaller bunch spacing and
consequent smaller number of protons per bunch also is taken into account. Also the PDF
uncertainty method changed with respect to Run I procedure. Where previously different
PDF sets were evaluated to get an envelope of the current PDF knowledge the PDF4LHC
working group produced several meta PDF sets, which already combine the spread of the PDF
predictions from various groups [154]. For the Run I analysis the jet energy scale had a larger
influence on the background yield since the isolation was less stringent and the trigger used
the jet pT instead of the tau phad

T as threshold.
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9. Systematic Uncertainties

In contrast to the publication [3] the tau identification uncertainty is not approximated by the
formula 6%+pT ·20%/1TeV. This was the proposal within the tau object working group. The
constant 6% uncertainty originate from the Run I study of Z events, where the uncertainty for
the highest pT objects in this channel is estimated to be smaller than 6%. As the discrimination
against jets, which has the largest influence on the tau identification efficiency, becomes easier
for higher pT taus1, the rise in uncertainty can not be justified. As a consequence the 6% tau
identification uncertainty is kept, which is motivated CMS by measurements.

The resulting uncertainties for the background yield can be seen in Figure 9.3.

In summary the background uncertainties of the Run I analysis are at the order of 10-25%,
depending on the MT. For the Run II analysis the uncertainties for high MT is almost the
same, but the uncertainty for the low MT region (MT < 500GeV) is increased due to a larger
influence of the QCD uncertainty.

Figure 9.3.: Relative uncertainties on the number of background events in bins of MT for
all uncertainty sources causing a distortion of the spectrum and the uncertainty
arising from the uncertainty on the QCD data-driven method.

1For QCD jets the number of constituents rises with the energy of the jet. For high pT jets it is therefore
less likely to be misidentified as a tau. This is represented by the almost constant fake probability shown in
Figure 4.14.
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In order to quantify the compatibility of the data to the expectation one has to use a statistical
measure, which provides a simple but well defined answer for the agreement between data and
expectation. In modern statistics, there are two approaches to quantify the difference between
a measurement and a hypothesis, which are called frequentist and bayesian [15]. The results
of this statistical analysis depend on the initial purpose of the analysis. Here a limit will be
set on a model parameter. For the limit an expected and observed value will be quoted. The
difference of these two values is similar to a significance statement if a parameter estimation
would have been performed.

10.1. General Concepts of Limit Determination

The frequentist and bayesian approaches have a fundamentally different concept for the defi-
nition of probability. For the frequentist statistics probability is interpreted as the frequency
of a result for a repeated experiment. Due to the conceptual similarity of a particle physics
experiment, which often repeats the same measurement, this approach is used widely for the
interpretation of particle physics results. The other approach is the bayesian statistics where
probability is more theoretically defined as the "degree of belief" for a specific experimental
result to occur. While this seems to be more complicated, it allows a simple mathematical
description of the probability for a hypothesis prior to the experiment as a function of the
parameters. This is often referred to as a probability density function (p.d.f.). The problematic
part is that the result can depend on the shape of this p.d.f., which is assumed prior to
the evaluation of the measurements. Nonetheless it allows a natural inclusion of systematic
uncertainties. In the frequentist interpretation a similar implementation can be done. The
mathematical description of this hypothetical experiments is often taken from the bayesian
description and called hybrid calculation, and therefore also a p.d.f. has to be assumed.

Both approaches are used in particle physics and yield similar results. In the past it was agreed
between ATLAS and CMS to use the bayesian approach to set limits for aW ′ result. Therefore
it will also be used here. A complete review of the method can be found in [15]1. Here only the
general concept and the used prior functions will be stated. A review of the common statistical
parameters and their use can be found in [158] which mainly describes the frequentist approach,
but provides a detailed study of the currently used statistical understanding.

The bayesian approach is based on Bayes’ theorem which provides a formula for the general
setup that all given possibilities are in a set S and A and B are subsets of S. The probability
of B being true under the assumption that A is true is the same as A being true under the

1Chapter 38
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assumption that B times the probability for A being true divided by the probability of B being
true:

P(A|B) =
P(B|A)P(A)

P(B)
. (10.1)

Or in an example closer to reality: The probability a hypothesis H is true given the data
(P(H|data)) is the same as the probability that the data can occur given H is true (P(data|H))
times your prior believe in the hypothesis π(H) (e.g. systematic uncertainties) and normalized
to the probability to observe the data (P(data)). The last part can be split up in a sum
or integral because P(B) =

∑
i P(B|Ai)P(Ai), or for our hypothesis data: the probability of

the data (P(data)) is the sum over all possibilities to have the data given, given all possible
hypothesis (P(data|Hi)) times the probability of the hypothesis (π(Hi)).

For models beyond the SM it is common to provide a limit on a model parameter θ. In particle
physics it was agreed that exclusion limits should describe the parameter region, which is
excluded with 95% probability, usually referred to as 95% confidence level (CL)2, though this is
a terminology used by the frequentist interpretation. This means that

∫θ95

0 P(θ|data)dθ = 0.95
sets the model parameter limits θ95 for H. The parameter of interest for most beyond the
SM searches is the signal cross section which can be translated to a number of events. The
probability to measure a data set, given the hypothesis is usually described by a Poisson
likelihood function:

0.95 =

∫θ0.95

0

dθ π(θ) · L′(data|θ) (10.2)

L′(data|θ) =
∫
d~ν LPoisson(data|θ,~ν) · π(~ν) (10.3)

LPoisson(n, s) =
(s+ b)n

n! e−(s+b), (10.4)

where ~ν are the nuisance parameters, meaning parameters that model the uncertainties of
the statistical model. For a counting experiment the parameters of interest are the number
of signal events in the search window s and the number of background events in the search
window b, which can be translated into cross sections.

For this analysis the parameter of interest is the signal cross section σ = θ. This cross section
is evaluated for different physics model parameters. For this search the cross section limit
is determined as a function of the W ′ mass. For the limit a multibin approach is chosen
which subdivides a distribution in a number of bins. In this analysis the MT distribution
is used. The likelihood function is evaluated for each bin separately considering each bin as
a separate channel and combining all bins to derive a limit. This approach takes the shape
of the distribution into account and is more sensitive or at least as sensitive as a single-bin
method.

The prior functions for s and b are assumed to be log-normal distributions given by the
systematic uncertainties (see Section 9.1).

2The baysian equivalent is the credibility level, which serves the same purpose and therefore will also be
abbreviated CL.
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It may be noted here that the quantification of a potential discovery can be calculated in a
similar way.

For the calculations the Higgs combination tool [159] on top of the RooStats [160] package
is used. A detailed description of the statistical details for this analysis can be found in the
thesis by Mark Olschewski [57].

As for the description of the analysis the Run I results will be discussed first, followed by the
Run II results. As before the Run I results will establish the basis of the analysis and for the
Run II results additional results will be shown.

10.2. Limits of the 8 TeV Analysis

The limits will be set on different models. First the limit on a SSM W ′ will be set. The model
is described in Section 2.3.1. This will be followed by the analysis of the NUGIM model, which
is described in Section 2.3.2. As this is a specific model, the result can be compared to several
bounds from previous experiments. The final limit before the Run II result will be a model
unspecific limit, which can be used for the reinterpretation of the measured MT spectrum in
many models with the τ+Emiss

T final state.

10.2.1. Limits in the Sequential Standard Model

The method described before is used to set limits on an additional cross section beyond the SM
contribution arising from processes which lead to similar experimental signatures as a SSMW ′-
boson decay. The limit on the cross section times BR(W ′ → τν) as a function of theW ′ mass is
shown in Figure 10.1: The solid black line shows the limit observed with 20 fb−1 of data while
the dotted lines shows the expected limit. The green and the yellow bands indicate the one
and two sigma intervals of the expected limit. The observed limit shows only a small deviation
from the expected limit and stays within the two sigma band which is due to the fact that no
significant deviation from the SM expectation was seen in data. The largest deviation is at
700 GeV in the MT distribution.

The thin dotted line within a blue uncertainty band is the predicted cross section of a SSM
W ′. The cross section is calculated in NNLO, taken from [144]. All W ′ masses leading to a
theoretical signal cross section higher than the observed cross section limit are excluded. The
intersection between the line of the observed limit and the theoretical prediction indicates the
best mass limit on the W ′-boson derived from this analysis. The SSM W ′ is excluded for
0.3TeV < MW ′ < 2.75TeV at 95% CL in the tau channel.

The low MT region has an under-fluctuations of data events with respect to the background
prediction, leading to a better observed limit w.r.t. the expected forW ′ masses of about 1 TeV.
For high MT a little less events are expected than observed, leading to a higher observed cross
section limit than is expected. The shape of the exclusion limit originates from the shape
of the signal distributions in MT. For low W ′ masses most of the signal is lost, due to the
trigger thresholds, leading to the steep flank of the excluded cross section for MW ′ < 500GeV.
For higher masses the MT distributions of standard model and signal are easier to separate,
providing a better limit. But for W ′ masses above 2.5 TeV the low mass off-shell production

123



10. Results of the Tau + Emiss
T Analysis

of the signal becomes dominant, because the W ′ peak is PDF suppressed. This leads to a rise
in the excluded cross section for very high W ′ masses.

An overview of the limits for the different mass points, yielding the best expected limit are
shown in Table 10.1.
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Figure 10.1.: Cross section limit as a function of the mass of the W ′ boson in the Sequential
Standard Model. All W ′ masses below 2.75 TeV, which corresponds to the
intersection of the dotted theoretical NNLO cross section line and the observed
cross section limit, in the tau channel are excluded at 95 % CL.

10.2.2. Limits on NUGIM Model

Additional to the limit on the SSM W ′, limits are set on the parameter space of the NUGIM
model, see Section 2.3.2. Contrary to the former one, the limits on the NUGIM model
are calculated with leading order signal cross sections since no higher order corrections are
calculated, yet. For each value of the parameter cot θE of the model and each mass value a
separate cross section limit is derived since the signal efficiency depends on this parameter (see
Figure A.8). From these cross section limits, constraints on the mass of the W ′ as a function of
the mixing angle cot θE are derived in the same way as described in the previous section for the
SSM W ′. The cross section limits for the NUGIM model are shown in Figures 10.2, 10.3, 10.4.
The mass limit decreases for increasing values of the parameter cot θE. For high values of cot θE
the width of the W ′ is broad, getting narrower to cot θE = 1, which equals the SSM W ′. The
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M ′
W [TeV] 0.3 0.9 1.1 1.3 1.5

Observed limit [fb] 2000 13 7.3 5.9 5
Expected limit [fb] 1200+370

−340 20+9.3
−5.1 10+4.8

−3 6.9+2.9
−1.9 4.9+2.4

−1.2

M ′
W [TeV] 1.6 1.8 2 2.3 2.5

Observed limit [fb] 4.3 3.6 3.5 2.9 2.7
Expected limit [fb] 3.9+1.9

−0.95 3.1+1.6
−0.67 2.8+1.4

−0.66 2.5+1
−0.52 2.4+1.3

−0.51

M ′
W [TeV] 2.6 2.8 3 3.5

Observed limit [fb] 2.9 3 3.6 6.7
Expected limit [fb] 2.5+0.86

−0.56 2.8+1.2
−0.51 3.2+1.1

−0.69 5.2+2
−0.99

Table 10.1.: Overview of the cross section limit for the different masses of the SSM W ′ boson.
The table shows the cut-based result.

excluded cross section is lower towards smaller values of cot θE due to the more pronounced
peak at high MT.

The signal efficiency and cross section times branching ratio of the last two considered param-
eter points are similar to the SSM W ′ and therefore the resulting mass limits are similar, too.
The limit for cot θE = 1 is MW ′ < 2.7TeV and falls to MW ′ < 2.TeV for cot θE = 5.6 at 95%
CL.

The resulting constraints from these mass exclusion limits on the parameter space can be
seen in Figure 10.5. This search sets significantly better limits than the previous existing
constraints from direct and indirect searches for large cot θE [161, 162, 6] reinterpreted in [62].
These previous constraints are from LHC searches such as W ′ → eν and W ′ → tb which are
obtained similar to this analysis from direct searches for a W ′. The strongest indirect limits
are calculated from the modifications of the SM observations from the mixing with the new
group. The decay modes of the muon µ− → e+e−e− and µ− → γe− would be allowed with a
very small branching fraction. Also the CKM matrix would have a non unitary extension.
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Figure 10.2.: The plots show the limits for cot θE = 5.6 (left) and cot θE = 4.9 (right). For
the first parameter point W ′ masses below 2 TeV are excluded and for the second
parameter point W ′ masses below 2.1 TeV are excluded.
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Figure 10.3.: The plots show the limits for cot θE = 4.4 (left) and cot θE = 3.1 (right). A W ′

mass smaller than 2.2 TeV for the left plot and smaller than 2.4 TeV for the right
plot can be excluded at 95% CL.
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Figure 10.4.: The plots show the limits for cot θE = 2.1 (left) and cot θE = 1.6 (right). For
the first parameter, W ′ masses below 2.5 TeV are excluded and for the second
one W ′ masses below 2.6 TeV are excluded at 95 % CL.
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Figure 10.5.: Excluded parameter space of the NUGIM model. The previous limits are taken
from [161] while the black line indicates the excluded limit derived from this
analysis. Everything inside this line is excluded at 95 % CL.
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10.2.3. Model Unspecific Limit

The multibin approach assumes a certain signal shape in MT. However, new physics processes
yielding a tau + Emiss

T final state could cause an excess of a different shape. To be independent of
models, a single-bin approach compares the number of observed events above a MT threshold,
denoted Mmin

T , with the SM expectation for this MT range. The resulting cross section limit
as a function of Mmin

T is shown in Figure 10.6 and Table 10.2. The reconstruction efficiency
is estimated to be 42% for W ′-boson events satisfying the condition MT > Mmin

T . It may
be noted that the fraction of the signal that satisfies the Mmin

T requirement depends on the
particular model, and is mass-dependent. Since the signal in the detector is only one tau and
the loose back-to-back kinematic requirements only ensure that the activity in addition to the
tau is not too much, the efficiency for events with MT > M

min
T is very model independent. The

systematic uncertainties of a typical W ′ are uesd in the limit. This allows a reinterpretation
in various models by evaluating the signal efficiency, εSignal, for the Mmin

T threshold, defined
as the number of events in the signal region with MT > M

min
T divided by the total number of

generated events: εSignal = NMT>Mmin
T
/Ntotal. A new model is excluded if σnew model(MT >

Mmin
T ) = σtotal · εSignal > σexcluded.

 [GeV]min
TM

400 600 800 1000 1200 1400 1600 1800

 B
 [f

b]
× σ

ef
fe

ct
iv

e 
cr

os
s 

se
ct

io
n 

1

10

Observed limit

Expected limit

 σ 1 ±Expected limit 

σ 2 ±Expected limit 

 (8 TeV)-119.7 fb

CMS

Limits at 95% CL

Figure 10.6.: The plot shows the limit for a given fixed efficiency of 42%, for the given Mmin
T

threshold. A signal with an effective cross section in the MT region above Mmin
T ,

that is below the line is excluded at 95 % CL.
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MT [TeV] 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Observed limit [fb] 25 19 7.9 3.8 1.5 1 0.92
Expected limit [fb] 26+1

−1.9 21+0.89
−2.2 10+1.6

−2.2 4.7+1.7
−1.2 2.4+1.1

−0.77 1.5+0.76
−0.41 1+0.43

−0.25

MT [TeV] 0.9 1 1.1 1.2 1.3 1.4
Observed limit [fb] 0.82 0.75 0.71 0.49 0.49 0.34
Expected limit [fb] 0.73+0.35

−0.19 0.63+0.25
−0.19 0.57+0.15

−0.21 0.48+0.15
−0.13 0.35+0.15

−0.0066 0.35+0.17
−0.006

Table 10.2.: The Table shows the excluded additional cross section in the τ+Emiss
T final state.

The cross section assumes 100% signal above the Mmin
T threshold and therefore is

a limit on σnew model(MT > M
min
T ).

10.3. Summary of Run I

In summary, the first search for an excess in the transverse mass distribution of the tau+Emiss
T chan-

nel has been performed. The data sample was collected with the CMS detector in proton-
proton collisions at

√
s = 8TeV, and corresponds to an integrated luminosity of 19.7 fb−1.

The analysed data contain the events with the highest pT tau ever recorded at a collider up
to now (607 GeV). The reconstruction of the hadronic tau decays has been improved to allow
the measurement of these taus.

No significant excess beyond the SM expectation is observed. An SSM W ′ boson is excluded
in the mass range 0.3TeV < MW ′ < 2.7TeV at 95% confidence level. Within the NUGIM the
lower limit on the W ′-boson mass depends on the coupling constant cot θE and varies from 2.0
to 2.7 TeV at 95% confidence level. A model unspecific limit was also provided, which allows
the reinterpretation of the final state in other models.
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10.4. Limits of the 13 TeV Analysis

The limits on the τ + Emiss
T final state of the Run II data will be in a similar fashion as the

Run I results. First the SSM W ′ limits will be calculated, but instead of directly providing the
limits on the NUGIM model, a limit is set on a generic coupling parameter gW ′ as discussed
in Section 2.3.1. The coupling parameter changes the width of the W ′ signal, resulting in a
modified MT distribution. This generic coupling limit can then be used to obtain limits for
the NUGIM model. The last Run II result will be model unspecific limit.

The results from Run I and Run II will then be combined and a common limit on the SSM
W ′ mass will be set.

10.4.1. Limits in the Sequential Standard Model

As for the Run I analysis a multibin limit is used to set limits on cross section times branching
ratio, depending on the W ′ mass. The limit is shown in Figure 10.7. In contrast to the Run I
limit the signal PDF uncertainty description is shown as a band around the theoretical cross
(thin black line with grey band) section, instead of entering the limit calculation. This is done
to provide a unified limit approach with the e/µ + Emiss

T analysis in CMS. The NNLO cross
section as well as the PDF uncertainties are taken from [163]. All W ′ masses leading to a
theoretical signal cross section higher than the observed cross section limit are excluded. The
intersection of the line of the observed limit (thick solid line) and the theoretical prediction
indicates the best mass limit on the W ′ derived from this analysis. The PDF uncertainty on
the theoretical signal cross section is small and has a negligible effect on the mass limit. The
SSM W ′ is excluded for W ′ masses between 0.5 and 3.3 TeV at 95% CL in the tau channel.

As expected from the MT distribution as shown in Figure 8.16 the observed limit is below the
expected limit (dashed line). This means more signal could be excluded than was expected,
because less high MT data events were observed than expected. The largest deviation in
the MT spectrum is about 650 GeV. This translates to the observed limit, where the signal
distributions enter, to an offset of all W ′ masses larger than 700 GeV. For the highest masses
the effect of the deficit is mitigated since the deficit is only localized.

An overview of the limits for the different mass points are shown in Table 10.3.

10.4.2. Generalized Couplings

The limit on the cross section depends not only on the position of a potential excess, but can
also depend on the width of this excess. In contrast to processes where all final state particles
can be recorded (e.g. ll), for the tau+Emiss

T signal a change in the width results in a change
of the slope of the MT distribution, as shown in Section 8.2.3. One can evaluate the effect of
the width on the resulting limit using reweighted samples. The effect is given with respect to
the ratio of the coupling constant gW ′ to the SM coupling constant gW , and can be seen in
Figure 10.8 for some exemplary W ′ mass points. One can compare these mass points to one
W ′ mass slice in Figure 10.7. Also my be noted that the cross section limit in Figure 10.7 has
a logarithmic cross section scale, while Figure 10.8 has a linear scale.
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Figure 10.7.: Cross section limit as a function of the mass of the W ′ boson in the SSM. All W ′

masses below 3.3 TeV, which corresponds to the intersection of the theoretical
NNLO cross section line and the observed cross section limit, in the tau channel
are excluded at 95 % CL.

Due to the vast number of signal points that have to be scanned, the limit setting method was
reduced from using the full bayesian limit to the use of asymptotic limit, as described in [164].
The resulting limit is worse w.r.t. the bayesian limit by a factor of up to two, as can be seen in
Figure 10.7, where the expected cross section limit for aW ′ with a mass of 3.2 TeV is 12.8+4.8

−3.0 fb
and in Figure 10.8 the expected limit for the same mass point is 20+15

−10 fb. This is expected
for low event numbers. Due to the exponential behaviour of most signal cross sections w.r.t.
resonance mass, this factor does not change much in the signal parameter space.

In order to evaluate the exclusion limit in a two dimensional plane, the shown limits were
parametrized with a second degree polynomial. The theoretical cross section at leading order
is used from the generated MadGraph samples and interpolated linearly on a logarithmic scale
for gW/gW ′ . One can also see in Figure 10.8 that for a small width (gW/gW ′ < 1) no change in
the limit is expected, while there is a steep increase in the excluded cross section for high gW ′

couplings. The excluded cross section as a function of the mass follows the same U-shaped
form as the SSM limits, where at high masses the excluded cross section raises, because more
signal events are produced off shell at low MT.

The two dimensional limit as a function of the intersection is shown in Figure 10.9. The
result shows that for a large coupling (gW ′/gW > 4), a W ′ boson as heavy as 5.4 TeV can
be excluded, while for low couplings of gW ′/gW < 0.5 only a W ′ lighter than 2 TeV can be
excluded.
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MW ′ [ GeV ] 300 500 700 900 1100
Expected limit [fb] 1950+960

−630 460+220
−160 142+69

−44 80+32
−26 48+23

−14

Observed limit [fb] 3900 470 130 51 31
MW ′ [ GeV ] 1200 1400 1600 1800 2000

Expected limit [fb] 42+16
−15 31.3+12.4

−8.9 24.1+10.8
−6.8 20.0+9.5

−5.4 18.2+7.2
−4.6

Observed limit [fb] 25 19 16 13 12
MW ′ [ GeV ] 2100 2300 2500 2700 2900

Expected limit [fb] 16.4+7.8
−4.4 14.4+6.4

−3.0 14.4+5.4
−3.3 13.4+5.9

−2.8 13.4+4.9
−3.2

Observed limit [fb] 12 11 10 10 10
MW ′ [ GeV ] 3000 3200 3400 3600 3800

Expected limit [fb] 12.5+4.5
−2.4 12.8+4.8

−3.0 12.5+5.7
−2.5 12.8+5.1

−2.8 13.2+5.3
−2.9

Observed limit [fb] 10 10 11 11 11
MW ′ [ GeV ] 3900 4200 4800 5200 5800

Expected limit [fb] 13.7+5.4
−2.8 14.1+5.2

−2.9 17.7+7.6
−4.2 21.0+7.9

−4.6 27.1+9.9
−6.6

Observed limit [fb] 11 12 15 17 21

Table 10.3.: Overview of the cross section limit for the different masses of the SSM W ′ boson.
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Figure 10.8.: Cross section limits for two exemplary W ′ masses. The cross section is given as
a function of gW ′/gW .

10.4.3. NUGIM Limit

The same cross section limits used for the generalized couplings can be used to set limits on
the NUGIM model. In order to do this the width of the generalized coupling model has to set
in connection with the NUGIM parameter cot θE. The relevant relation is [62]:

ΓW ′ = ΓSSMW ′ ×
(4+ 1

4) cot2 θE + 8 tan2 θE

12+ 1
4

= ΓSSMW ′ ·
(
gW ′

gW

)2

. (10.5)

Solving this for cot θE provides the NUGIM parameter for each gW ′
gW

value. The functional
dependence is plotted in Figure 10.10 (left). The cross section dependence on the width is is
σ× BR ∝ ΓSSMW ′ /ΓW ′ , which in the generalized parameter space means σW ′ = σSSMW ′ /g2W .

The limit is shown in Figure 10.10 (right). The shown parameter space is for cot θE > 1,
because here the tau channel sets the most stringent bounds. The limit is more stringent
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the data.

for low values of cot θE than the 8 TeV limit, but for high cot θE the limit of the 8 TeV data
is more stringent due to the higher luminosity and the lower background expectation. This
analysis can exclude masses of a new W ′ boson in the NUGIM model depending on cot θE
from 1.6 TeV to 3.3 TeV. This are the strongest limits set in this model.

10.4.4. Model Unspecific Limit

The multibin approach assumes a certain signal shape in MT. However, new physics processes
yielding a tau+Emiss

T final state could cause an excess of a different shape. To be independent
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10. Results of the Tau + Emiss
T Analysis

from specific models, a single-bin approach compares the number of observed events above a
slidingMT threshold, denotedMmin

T , with the SM expectation for thisMT range. The resulting
cross section limit as a function of Mmin

T is shown in Figure 10.11 and Table 10.4. The
reconstruction efficiency is estimated to be about 48% for W ′ events satisfying the condition
MT > M

min
T . It may be noted that the fraction of the signal that satisfies theMmin

T requirement
depends on the particular model, and is mass-dependent. The reconstruction efficiency has an
uncertainty corresponding to that of a typical W ′-like signal at different Mmin

T thresholds. For
a W ′ with a mass of 3 TeV the efficiency, including all acceptance and reconstruction factors,
is 34% of the total W ′ → τν process, where only events with a hadronic tau decay τ→ τhadν
contribute. For the full tau decay this corresponds to 23%. This mass corresponds to the
typical W ′-like signal. The difference between 48% the and 34% efficiency is that the trigger
turn on is not included in the 48% efficiency since only events with MT > 400GeV are probed.
This allows a reinterpretation in various models by evaluating the signal efficiency, εsignal, for
the Mmin

T threshold, defined as the number of events in the signal region with MT > Mmin
T

divided by the total number of generated events: εsignal = NMT>Mmin
T
/Ntotal. If the Mmin

T
threshold is known during generation, it is also possible to use the cross section σ(MT > M

min
T )

directly. The difference between generated and reconstructed MT is small and should not
affect the gained cross section limit more than the provided uncertainties.
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Figure 10.11.: The model unspecific limit shows the limit for a given fixed efficiency of 48%,
for the given Mmin

T threshold. A signal with an effective cross section times its
efficiency in the MT region above Mmin

T , that is below the line is excluded at
95% CL.
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10.5. Summary of Run II

Mmin
T [GeV] 250 300 350 400 450 500

Expected limit [fb] 265+126
−89 176+98

−59 108+54
−38 64+40

−20 46+24
−16 33+18

−10

Observed limit [fb] 248.2 169.2 86.1 56.8 37.7 23.0
Mmin

T [GeV] 550 600 650 700 750 800
Expected limit [fb] 24.3+12.7

−7.7 19.7+10.2
−6.3 15.2+7.8

−4.6 12.9+6.3
−3.7 11.5+5.9

−3.1 10.0+4.4
−2.9

Observed limit [fb] 18.9 12.0 7.7 8.3 6.8 7.1
Mmin

T [GeV] 850 900 950 1000 1050 1100
Expected limit [fb] 8.9+3.2

−2.5 8.0+3.5
−1.7 7.1+3.2

−1.6 7.0+3.5
−1.6 5.7+3.0

−1.4 5.8+1.8
−1.5

Observed limit [fb] 6.4 5.4 5.5 5.4 4.3 4.2

Table 10.4.: The Table shows the excluded additional cross section in the τ+Emiss
T final state.

The cross section assumes 100% signal above the Mmin
T threshold and therefore is

a limit on σnew model(MT > M
min
T ).

10.5. Summary of Run II

A search for an excess in the transverse mass distribution of the τ + Emiss
T channel has been

performed. The analysed events are collected with the CMS detector in proton-proton collisions
with

√
s = 13TeV, corresponding to 2.3 fb−1. No significant excess beyond the SM could be

observed. A SSM W ′ boson could be excluded for masses between 0.5 TeV and3.3TeV with
95% CL. In addition to the SSM, signals with a generalized coupling were also analysed. For
a coupling strength gW ′/gW > 4 a W ′ signal with a mass MW ′ < 5.4TeV can be excluded.
This result can also be used to set limits on the Non Universal Gauge Interaction Model.
Within the NUGIM the lower limit on the W ′-boson mass depends on the coupling constant
cot θE and varies from 1.6 to 3.3 TeV at 95% confidence level. The limit is better w.r.t. the
previous 8 TeV limit for cot θE smaller than 3.8. A model unspecific limit was also provided,
which allows the reinterpretation of the final state in other models.

10.6. Combination of the 8 TeV and 13 TeV Results

The 13 TeV results can be combined with the 8 TeV results. But the excluded cross section
at 13 TeV being higher, one can exclude more of the signal phase space since the signal cross
section also increases. The increase in signal cross section is usually much higher for high
W ′ masses, than the increase of the background cross section. But for low masses the limit
obtained from a lower centre of mass energies can be better. In order to set the limit on a
meaningful quantity the ratio of the excluded cross section to the expected theoretical signal
cross section is used as parameter of interest. This way the different centre of mass energy is
taken into account for. The combination can only be done for the same W ′ mass point. Since
slightly different mass points were generated for the 8 TeV search and the 13 TeV search the
mass points missing at 13 TeV were reweighted, as described in Section 8.2.3 to provide the
missing mass points. The resulting limit is shown in Figure 10.12. One can see that for high
masses the difference between the expected limit for the data at 13 TeV (dashed blue line) and
the combination with the 8 TeV data is very small, while for the W ′ masses below 2 TeV the
limit from the 8 TeV data (dashed red line) is better than the limit from the 13 TeV data. In
the low mass region of MW ′ < 500GeV the limit is driven by the kinematic threshold of the
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10. Results of the Tau + Emiss
T Analysis

analysis, since this is similar at 8 TeV and 13 TeV, the excluded limits are also similar. The
limit on the SSM W ′ mass is at σexcluded/σtheo. = 1 and is 3.3 TeV.
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Figure 10.12.: Limit on the mass of a SSM W ′ using a combination of 8 TeV and 13 TeV
results. The red and blue dashed lines show the observed limit from Run I
and Run II, respectively. The solid line shows the excluded cross section with
respect to the W ′ cross section.
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11. Conclusion of Run I and Run II Tau +
Emiss

T W ′ Analysis
The first search for new physics in the tau+Emiss

T channel was performed. The analysis provided
limits on an additional cross section at the order of 10 fb in the tau+Emiss

T channel. The
obtained limit on the SSM W ′ is the first direct limit on the W ′ mass from the tau final
state and only slightly worse than the electron or muon plus Emiss

T limit, despite the hadronic
final state and the additional neutrino. A comparison to other SSM searches is collected in
Table 11.1.

Analysis obs. mass Limit [TeV]√
s = 8TeV

√
s = 13TeV

CMS/ATLAS CMS/ATLAS
W ′ → τν 2.7/- 3.3/-
W ′ → tb 2.05/1.92 2.38/-
W ′ → eν 3.22/3.08 3.8/4.64
W ′ → µν 2.99/2.83 4.0/4.19
W ′ → qq ′ 2.2/2.45 2.7/2.9
Z ′ → ee 2.67/2.79 3.65/3.18
Z ′ → µµ 2.73/2.53 3.75/2.98
Z ′ → ττ -/2.02 2.1/-

Table 11.1.: LHC limits on the SSM from various final states [165, 166, 167, 168, 6, 169, 170,
171, 172, 173, 174, 119, 175, 176, 177, 178, 179].

One can see that while the W ′ → e/µ + ν final state provides a stronger limit, the W ′ → τν

is in the same mass region as the Z ′ → µµ/ee results. From the W ′ results with hadronic
final states (W ′ → tb and W ′ → qq ′) the W ′ → τν result is by far the strongest limit. The
Z ′ → ττ limit is also far behind the W ′ → τν limit.

One can also see in the published limits that the tau as a final state is not trivial. While for
all other final states ATLAS and CMS calculated limits for

√
s = 8TeV and

√
s = 13TeV, the

Z ′ → ττ was only provided by one of the experiments and for the W ′ → τν no corresponding
ATLAS analysis exist yet.

The NUGIM results show that the W ′ → τν search provides the strongest limit for this model.
The light lepton and the tb final states are not as sensitive to a new gauge boson as this
analysis, despite the higher branching fraction to tb.

The generalized coupling limits show that a relevant signal shape change is only observable
for gW ′/gW > 1. For lower coupling values the change in the coupling limit is mainly due to
the change in the signal cross section.
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11. Conclusion of Run I and Run II Tau + Emiss
T W′ Analysis

The result is also provided as a model unspecific cross section limit. This allows the reinter-
pretation of the limit in all models with this final state.
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12. Generalized Model Independent Non
Resonant Signal Interpretation

In the past the lepton +Emiss
T channel was mainly used to investigate limits on resonant

signatures such as a W ′ like signal. In recent years the interest on non resonant signatures
became apparent e.g. a DM signal as proposed in [80]. While the experimental signature
looks very similar, the region of interest in the MT spectrum is largely different. While a
W ′ resonance is more or less localized - assuming the tail towards low energies is not the
first thing to discover - non resonant signals would appear as a slope deviation with respect
to the background. For contact interaction and EFT DM signals this was investigate as
part of the work for this thesis and published in [6, 57]. Since then the interest in ISR
DM searches has grown, but also the models have evolved. The EFT approach was replaced
by the simplified models, which were studied in several Bachelor and Master theses for the
electron+Emiss

T channel [9, 8, 10, 11, 12, 13]. The simplified model was in turn discovered to
be unitarity violating, as explained in Section 2.4. Taken all the changes on the theory side
a model independent interpretation of the lepton +Emiss

T spectrum would be useful. The main
dependence of the obtained limit is the slope of the signal. The proper use of this slope as a
model parameter in the limit setting will be shown in this chapter. As the light lepton channel
already has three undetected particles it is not sensible to use also the tau channel, where a
forth undetected particle would be added. Therefore only the W decays to electron or muon
are considered. This is visualized in Figure 12.1. One can see that the events from the decayed
tau have about one order of magnitude lower event numbers than the light lepton for high
MT (e.g. at 400 GeV 20 events w.r.t. 200 events). The events are not normalized to a specific
luminosity here. The decayed tau MT distribution shows an increase in event numbers for low
MT, which is not only the kinematic region, where more W-background is expected, but also
not triggerd by the CMS detector.
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12. Generalized Model Independent Non Resonant Signal Interpretation
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Figure 12.1.: The MT distribution of a DM signal (pp → χχlν) shows that the tau decay
process pp → χχτhadνν has substantially less events at high MT than the light
lepton final states.

12.1. Analysis Setup

The used analysis data set is the data collected in Run I. The analysis of the Run I data was
published in two master theses [9, 8] and in the paper [6]. Since these analyses were performed
with different an analysis framework and programs for the electron and the muon channel, the
TAPAS framework, as described in Section 6.2, was used with the 8 TeV configuration.

This allowed the lowering of the trigger thresholds, which is most noticeable for the electron
channel, where the loosely isolated high pT trigger has an online threshold of 80 GeV, which
can be lowered to 35 GeV with harder isolation criteria. For the muons the non isolated trigger
is already at 40 GeV, but this can be lowered to 25 GeV, using the isolated trigger. For both
channels this allows the selection of events at the W peak. Since this is not intended to be a
complete rework of the 8 TeV analysis, but merely a reinterpretation of the results, the QCD
multijet description was not taken from data, but used from the simulation. As shown in
Philipp Millet’s master thesis [8] the description is acceptable after the final selection. The
used samples are the same as for the 8 TeV tau analysis described in Section 7.2. The signal
description is based on the W ′ → e/µ and DM EFT samples, details will be described in
Section 12.3.

12.2. Event Selection
The event selection follows the W ′ 8 TeV summary paper [6], where one electron or muon is
selected as described in Section 5.1 and 5.2. Also the pT/E

miss
T and ∆φ(l, Emiss

T ) selection is
used unchanged to the previous papers. The pT/E

miss
T region is 0.4 < pT/E

miss
T < 1.5 and
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12.2. Event Selection

the ∆φ(l, Emiss
T ) signal region is ∆φ(l, Emiss

T ) > 2.5. The distributions of these variables can
be seen in Figure 12.2 and 12.3. One can see that the leading order description of the QCD
multijet background is not sufficient for high pT/E

miss
T . Especially in the electron channel the

QCD multijet is an important background in this region, but since it will have an influence
only at low MT and it is expected to be one order of magnitude below the W background,
this discrepancy will be noted as understood leading order effect. This will have no effect on
the analysis. One can also see that the simulation can reproduce quantities such as the energy
balance and the angle of the Emiss

T to the leading lepton sufficiently well, even if most of the
simulation is at leading order. At the steeply falling flank of the pT/E

miss
T distribution at low

values one can see a slight difference between data and simulation. In this region the events
have a pT at the trigger threshold and very low Emiss

T . The simulation of the Emiss
T in such

events is sensitive to even small detector effects. The description improves if higher Emiss
T or

a MT threshold is required. In the ∆φ(l, Emiss
T ) distribution as shown in Figure 12.3 one can

see that there is a data to simulation disagreement at ∆φ(l, Emiss
T ) ≈ 1, which is visible in

the muon channel, but not visible in the electron channel. This is due to the different trigger
threshold of the muon trigger (25 GeV) compared to the electron trigger (35 GeV). The lower
threshold also allows for lower values of Emiss

T , which are more sensitive to detector effects.
This disagreement vanishes for higher pT thresholds. The description only influences the first
bins of the MT distribution, which are sufficiently well described for this search. For the muon
selection it is interesting to note that the Drell-Yan background is much higher than in the
electron channel, which is mainly due to the slightly smaller η acceptance, which is |η| < 2.5

for electrons and |η| < 2.1 for muons. This reduced acceptance also reduces the effectiveness
of the second lepton veto.
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Figure 12.2.: The kinematic distributions for pT/E
miss
T for electrons (left) and muons (right).

All selection criteria except pT/E
miss
T are applied.

The pT and Emiss
T plots can be found in the appendix in Figure A.28. The final MT selection is

shown in Figure 12.4. While the electron MT is binned with a 20 GeV width, the muon channel
is binned with a logarithmically increasing bin width, which compensates the muon resolution.
No large discrepancies between data and simulation can be seen in the distributions.
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12. Generalized Model Independent Non Resonant Signal Interpretation

100

101

102

103

104

105

106

107

108

E
v
e
n
ts

/(
0

.0
7

9
 )

W

QCD

t quark

DY

VV

Data

0.5 1.0 1.5 2.0 2.5 3.0

∆φ(e,Emiss
T )

0.4

0.6

0.8

1.0

D
a
ta

/M
C

19.8 fb−1 (8 TeV)

CMS
Private Work

e+Emiss
T

100

101

102

103

104

105

106

107

108

E
v
e
n
ts

/(
0

.0
7

9
 )

W

QCD

t quark

DY

VV

Data

0.5 1.0 1.5 2.0 2.5 3.0

∆φ(µ,Emiss
T )

0.50

0.75

1.00
D

a
ta

/M
C

19.8 fb−1 (8 TeV)

CMS
Private Work

µ+Emiss
T

Figure 12.3.: The kinematic distributions for ∆φ(l, Emiss
T ) for electrons (left) and muons

(right). All selection criteria except ∆φ(l, Emiss
T ) are applied.
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e+ Emiss

T and on the right for µ+ Emiss
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12.3. Signal Parametrization

12.3. Signal Parametrization

The signal events with a non resonant decay in the final state of lepton plus Emiss
T are mainly

characterized by the energy scale given by MT. In order to produce a generalized signal
distribution, we will investigate the kinematic distributions in more detail.

12.3.1. Signal Shapes with Mono-Lepton Final States

In order to have a handle on the signal shape for non resonant models, the known DM models
are investigated. The shape of a non resonant mono-lepton final state is dependent on various
model parameters. For the DM EFT model it was shown in the previous Figure 2.9, that
a strong shape dependence is due to the interference parameter ξ. This insight also holds
for the simplified DM models with a resolved mediator. While for ξ = +1, we can see a
steeply falling distribution, the distributions for ξ = 0 and ξ = −1 have a flatter distribution.
Other parameters such as vector or axial vector coupling or DM mass do not influence the
shape significantly. The only other parameter that has an influence on the shape of the MT
distribution is introduced in the simplified model DM, the mediator mass. This is shown in
Figure 12.5.
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Figure 12.5.: The signal shapes for various mediator masses of the simplified model. The
distributions are evaluated with generator information and normalized to their
integral.

Since these distributions have no peak structure they can be reduced to a single value, the slope
of the distribution. From the DM signal one can also learn more about this slopes extreme
values. The distribution for ξ = −1 is unitarity violating. A realistic model therefore should
not have a much flatter distribution than this.

To use this simple signal shape and reduce it to the only observable parameter the signal MT
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12. Generalized Model Independent Non Resonant Signal Interpretation

distribution is parametrized with a simple exponential function:

f(MT) =

{
0, for MT 6 70GeV
A · e a·MT , for MT > 70GeV

(12.1)

The function is set to zero below 70 GeV to avoid normalization divergences and the nor-
malization is irrelevant, because for all calculations done with the signal only the efficiency
is important, not the absolute number. This cutoff is low if compared to the generator
distributions of the simplified model, but the turn on will be given by the detector acceptance
and the trigger threshold, as can be seen later. The physical observable for these signal shapes
is the slope a.
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Figure 12.6.: In the left plot the parametrization of the simplified model dark matter with an
exponential is shown. The parameter points are chosen such that the maximal
and minimal slope can be seen. In the right plot the parametrization is shown
for a logarithmic evenly spaced set of slopes.

In Figure 12.6 the maximal and minimal slopes of the DM simplified model are shown. The
simple parametrization cannot describe the signal shapes in all detail, but it delivers a good
approximation. One can see that the slope range of interest is (1 · 10−2 − 1 · 10−4)/GeV. The
peak is not described by the parametrization, but since the low MT region is dominated by
the W-boson peak, this should not be a problem. The low MT distribution of the background
also provides a lower bound for the slope. If the slope is smaller than roughly 1 · 10−2/GeV
the signal is no longer visible as additional events at hight MT, but it is completely localized
at the W peak. This would appear as a change of the W-boson cross section at the peak and
therefore would be out of the scope of this analysis.

12.3.2. Detector Response of a Generic Model

Having a generic model poses the question how the detector response can be simulated. The
idea here is to use the detector response of an existing model and calculate event weights that
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12.3. Signal Parametrization

force the generator level MT distribution on the described functional shape. The weights can
then be applied to the events selected for the signal region. This way all detector effects are
simulated by the events and a generic signal shape can be modelled.

As signal input which can be reweighted, there are two kinds of signal available as fully
simulated samples, the EFT DM samples and the W ′ samples. The weights are shown in
Figure 12.7 for the EFT DM samples on the left and for the W ′ samples on the right. One
can see that the weights for the DM samples become large for large MT, which is counter
productive for a falling MT distribution. For the W ′ signal inputs one can see that the largest
weights are in the low MT region and the Jacobian peaks, at the simulated W ′ masses, can be
seen inversely in the weight. Due to the high weights for the DM sample the W ′ signal sample
is used as input for the reweighting.
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Figure 12.7.: Generator level weights for the DM signal points shown in Figure 12.5 (right).
In the left plot the combined EFT DM samples are used as input, while in the
right plot the combined W ′ samples are used as an input. One can see the W ′

peaks of the available samples in the weight.
In Figure 12.8 (left) the fully reconstructed reweighted MT can be seen. The EFT DM samples
do not have enough events to describe the high MT region. For the W ′ reweighted sample the
events describe the shape up to 4 TeV. In the right plot of Figure 12.8 the weighted generic
samples are compared with the weighted simplified model shapes. One can see that the higher
order shapes cannot be described by the simple generic function e.g. a difference at high MT
is visible for a = 7.1 · 10−3/GeV, but the general shape can be reproduced.
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Figure 12.8.: The left plot shows the comparison of the EFT DM reweighted samples w.r.t. the
W ′ reweighted samples. The right plot shows the comparison of the reweighted
samples for the parametrization and the simplified model.

12.4. Uncertainties

The systematic uncertainties use the same inputs as in the publication [6]. The same method
and numbers are used as described in Section 9.1 for the tau+Emiss

T analysis.

For the muon momentum scale a relative uncertainty of 5% × pT/TeV is used, whereas the
resolution uncertainty is assumed to be 3.2%. Both scale and resolution were measured in the
barrel region using cosmic muons [92].

The electron resolution uncertainty is negligible and a scale uncertainty 0.4%(0.8%) is used in
the barrel (endcaps) [149].

Compared to the publication the object specific uncertainties have been reevaluated for the
extended lower transverse mass distribution and other changes to the analysis. For the W
(N)NLO cross section the NNLO in QCD was used and the k-factor is evaluated on the
invariant mass of the lepton and neutrino system instead of the transverse mass, which is a
better defined quantity on generator level. In addition a 5% scale uncertainty is assumed. For
the PDF uncertainty the low MT < 200GeV region is estimated with 5% uncertainty, because
this was not reevaluated. The resulting uncertainties on the background are summarized in
Figure 12.9.

For electrons the largest uncertainty at high MT is the PDF uncertainty, whereas for the
muons the momentum scale has a larger uncertainty.

As uncertainty on the luminosity 2.6% is used [150]. For the signal the uncertainties are
evaluated with the weighted events. As shown for the τ + Emiss

T analysis the resulting signal
uncertainties depend on the signal shape.
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Figure 12.9.: The relative systematic uncertainty on the background event yield as a function
of MT is shown in the left plot for electrons and in the right plot for muons.

12.5. Results

The signal distributions are interpreted using the same multibin approach described in Sec-
tion 10.2. The cross section limit can be seen in Figure 12.10. One can see a dependence
on the slope a. For a steeper signal distribution a less stringent limit can be set. The most
stringent limit is obtained for the most shallow signal (a ≈ 10−3/GeV), but this has to be
considered with care. While it is possible to construct a shallow signal this can be ultra violet
divergent, which means that at high energies ultimately the probability for an interaction is
larger than 1. One has to keep in mind that the PDF suppression of the signal at high MT
is bypassed by the reduction of the signal to a slope a. Nonetheless the distribution could be
shallow up to a point, where other new physics appears1.

Since for many signals the expected signal strength of the e and µ channel is given by the
W-boson decays, one can often use a combined limit of both channels. This is shown in
Figure 12.11. The expected limit is similar in the e and µ channel. One can see that for
signals almost a factor of two in the cross section limit is expected to be gained from the
combination.

These limits can be used to interpret a wide range of non resonant models. As an example the
simplified model for the DM interpretation is shown in Figure 12.12. The limits split in the
electron and muon final states is shown in Figure A.29, in the appendix. It can be compared
to the limits set with with the full simplified DM model. The limit is obtained by fitting the
DM generator level MT distribution, obtaining the slope. The limit of the slope value can be
obtained by the generalized limit. One can see that the shallow distributions for ξ = −1
are described well by this method. The steeply falling distributions for ξ = +1 are not as
well modelled by the generalized limit, but the limit is within the two sigma expectation of

1For resonances we even expect a rise in the cross section up to the peak energy.

147



12. Generalized Model Independent Non Resonant Signal Interpretation

slope a [1/GeV]
3−10 2−10

 B
 [f

b]
× σ

10

210

310

410

510

Bayesian 95% CL

Observed

Expected

 σ 1 ±Expected 

σ 2 ±Expected 

 (8 TeV)-120 fb

CMS
Private Work

)TM.(-ae.A

miss
Te+E

slope a [1/GeV]
3−10 2−10

 B
 [f

b]
× σ

10

210

310

410

510

Bayesian 95% CL

Observed

Expected

 σ 1 ±Expected 

σ 2 ±Expected 

 (8 TeV)-120 fb

CMS
Private Work

)TM.(-ae.A

miss

T
+Eµ

Figure 12.10.: The limit on a generic signal, which is parametrized by the slope of A · e a·MT .
The signal efficiency is assumed to be similar to the DM models.
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Figure 12.11.: The plot shows the combination of the limits in the electron and muon channel.
This can only be used for models, where universality is expected. The limit is
set on a generic signal shape, which is parametrized by the slope of A · e a·MT .
The signal efficiency is assumed to be similar to the DM models.

the expected limit. The obtained limit is the first limit of the simplified model DM for the√
s = 8TeV data. The narrow width approach allows to set a limit of 0.5 TeV on the mediator

mass (0.4 TeV in µ and 1 TeV in e channel) for the steeply falling ξ = +1 signal. For the shallow
signal of ξ = −1, the limit is 1.8 TeV (1.6 TeV in µ and 2 TeV in e channel). The difference
between the electron and muon channel can be seen in Figure 12.10, where the electron limit
is below the expectation and the muon limit is at the expectation value or above.
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Figure 12.12.: The plots show Dark Matter simplified model limits for the combined e/µ

channel. The plots show various ξ parameters ξ = −1 (left) and ξ = 1 (right).
The shown theoretical cross section is plotted for two mediator widths. The
narrow width for ΓMed. =

MMed.

8π and the broad width ΓMed. =
MMed.

3 .

12.6. Conclusion of the Non Resonant Signal Interpretation

From this test of a generalized non resonant limit in the mono-lepton channel one can conclude
that an interpretation in form of a limit on a single parameter is possible. The characterizing
parameter of all models where a W is produced in association with invisible particles is the
slope of the MT distributions. This method is better, compared to the single bin limit, used in
the model unspecific limit, previously provided in [6] and described in Section 10.2.3, because
most of the sensitivity for the limit is gained by the shape of the signal in MT. This limit can
be used for non resonant signals, which have a significant contribution at high MT.

Using this generalized interpretation the first limit on the simplified model DM at
√
s = 8TeV

can be set. The limit is better than the limit obtained with the
√
s = 13TeV data in 2015

where the excluded mediator mass is 0.45 TeV [13]. This is due to the higher luminosity of the
collected 8 TeV data and the lower background cross sections.
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13. Conclusion

To summarize this thesis the fist analysis of the tau+Emiss
T final state was performed. The

most important premise for this analysis is the good reconstruction of the hadronic tau decays
for highly boosted taus. While correct reconstruction of the tau decay modes could not be
realized for these highly collimated objects, a good energy reconstruction could be achieved.
The decay mode reconstruction is efficient to bring out the difference between hadronic tau
jets and QCD jets, allowing a very efficient identification of high pT taus. The event with the
up to date highest reconstructed τhad pT is observed in this analysis (τhad pT =608 GeV).

The search for new physics in this final state also requires a good modelling of the expected
standard model background. Two approaches were used to attain this. The W-background
was modelled with the best theoretical knowledge available. The background from QCD-jets
falsely identified as taus is estimated from a control region. This description of the background
was found to provide a good estimation with low uncertainties. This description was proven
to be sensitive even for non resonant new physics processes. The recoded data show no sign of
a new physics, therefore limits on the W ′ mass can be set. For the sequential standard model
W ′, masses between 0.3 TeV and 3.3 TeV could be excluded. Limits could also be set for a non
universal gauge interaction model, where dependent on the mixing parameter of the model
cot θE a limit on the W ′ mass could be set. The excluded W ′ masses range from 2 TeV for
cot θE = 5.5 to 3.3 TeV for cot θE = 1. These are the strongest limits for this model and the
first direct limits in the tau +Emiss

T final state. These limits rule out the best fit value from the
precision measurements of the standard model, which is mW ′ = 2.8TeV [61]. However, this
best fit estimation was made before the Higgs boson discovery and has a broad minimum. A
non universalW ′ signal may still be in the 3-4 TeV range, but higher values are less favoured by
the standard model precision data. The consequences for the standard model precision data is
very model dependent and otherW ′ models may have no constrain from these measurements.

In the future of the LHC a total recorded luminosity of 3000 fb−1 is planed. For this amount
of data a doubling of limit on the W ′ mass to about 6 TeV is expected at

√
s = 13TeV. If

the centre of mass energy is increased to 14 TeV the expected mass limit is closer to 7 TeV.
In contrast to the e/µ+Emiss

T channel, the τ + Emiss
T channel gains from the high luminosity,

because the signal does not have a peak structure, but is observable as a slope difference in
the MT distribution.

In order to be able to interpret the result in more than one model the model independent
limit is calculated. This allows reinterpretation of any signal distribution in the final state of
τ+ Emiss

T . From the ratio of the data to the expectation also a significance can be calculated,
which corresponds roughly to the difference of the observed limits to the expected limit in
Figures 10.6 and 10.11 in units of σ. This is shown in Figure 13.1. For this plot one has
to note the values are correlated, because all events are summed for MT > M

min
T . One can

see that for the Run I and Run II analysis the most significant deviation of the data from the
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13. Conclusion

standard model expectation is at about 600-750 GeV. The deviation is due to more expected
than observed events, which is not expected by any signal in the τ + Emiss

T final state due to
the τ → τhadν decay. It may be a hint for an incomplete understanding of W → τν process,
or a statistical fluctuation. Since both deviations are less than 2σ a statistical fluctuation may
still be the most likely explanation. A not correctly reconstructed τhad candidate, may also be
the cause of this deviation, but this is disfavoured by the Run I result, where the expectation
for higher Mmin

T values agrees with the observed data. This shows that the analysis can also
be interpreted as a fist measurement of the W → τν distribution for high MT.
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Figure 13.1.: This is a plot of the significance z of the measured data with respect to the
expectation. The significance is given as a function ofMmin

T , where all events with
MT > M

min
T are summed. The z value is the difference of the data measurement

with respect to the expectation, in units of the standard deviation σ.
The possibility to reinterpret the results in a model independent fashion is also transferred to
non resonant excesses in the e/µ + Emiss

T final state. The dynamic development of the dark
matter models did not allow the interpretation of the e/µ + Emiss

T final state distributions in
terms of a future-proof dark matter model. A limit as a function of the signal slope in the MT
distribution is proven to be comparable with a full description of a dark matter model, and
allows a fast reinterpretation of the final state in terms of other models.

In summary a search for signal events were only one of the three final state objects is measurable
in the detector as a hadronic jet is possible with previously unaccieved precision and the
obtained limits can be the strongest constrains for some new physics models. The standard
model still seems to be the best model to describe the l+Emiss

T final state, but only about half
of the LHC accessible W ′ mass is excluded so far.
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A.1. Tau ID Performance

CMS Private Work CMS Private Work CMS Private Work

Figure A.1.: The invariant mass of all pfCandidates in a ∆R < 0.3 cone w.r.t. the visible
tau pT at generator level. The event are normalized for each pT bin. The lines
indicate the mass window constrains where green indicates the minimum mass,
blue the maximum mass before the high pT changes, and red the maximum mass
after the high pT changes.
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Figure A.2.: The tau identification efficiencies (left) and fake probability (right) for high pT
taus as a function of pT.
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Figure A.3.: The tau identification efficiencies (left) and fake probability (right) for high pT
taus as a function of the number of vertices.
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Figure A.4.: The tau identification efficiencies (left) and fake probability (right) for high pT
taus as a function of η.
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Figure A.5.: Tau response for high pT. The tau response in simulation is flat w.r.t. pT.
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A.2. Background and Signal Samples for 8 TeV

Process σ(pb) Events PDF set
WW_TuneZ2star_8TeV_pythia6_tauola 57.1 (NLO) 10110431 CTEQ6LL

WWtoAnything_ptmin500_TuneZ2Star_8TeV-pythia6-tauola 0.005235 (NLO) 1000142 CTEQ6LL
WZ_TuneZ2star_8TeV_pythia6_tauola 32.3 (NLO) 9980283 CTEQ6LL

WZtoAnything_ptmin500_TuneZ2Star_8TeV-pythia6-tauola 0.004345 (NLO) 1000035 CTEQ6LL
ZZ_TuneZ2star_8TeV_pythia6_tauola 8.3 (NLO) 9799908 CTEQ6LL

ZZtoAnything_ptmin500_TuneZ2Star_8TeV-pythia6-tauola 0.0017 (NLO) 1000000 CTEQ6LL
DYJetsToLL_PtZ-50To70_TuneZ2star_8TeV-madgraph-tarball 93.8 (NLO) 4930773 CTEQ6LL
DYJetsToLL_PtZ-70To100_TuneZ2star_8TeV-madgraph-tarball 52.31 (NLO) 1413395 CTEQ6LL

DYJetsToLL_PtZ-100_TuneZ2star_8TeV-madgraph 32.9 (NLO) 2662137 CTEQ6LL
DYJetsToLL_PtZ-180_TuneZ2star_8TeV-madgraph-tarball 4.56 (NLO) 1555476 CTEQ6LL
DYToTauTau_M-100to200_TuneZ2Star_8TeV-pythia6-tauola 34.92 (NLO) 200167 CTEQ6LL
DYToTauTau_M-200to400_TuneZ2Star_8TeV-pythia6-tauola 1.181 (NLO) 100083 CTEQ6LL
DYToTauTau_M-400to800_TuneZ2Star_8TeV-pythia6-tauola 0.08699 (NLO) 100455 CTEQ6LL

DYToTauTau_M_1000_TuneZ2star_8TeV_pythia6_tauola 0.00149 (NLO) 50184 CTEQ6LL
ZJetsToNuNu_PtZ-100_8TeV-madgraph 21.4 (LO) 14267721 CTEQ6LL

ZJetsToNuNu_PtZ-70To100_8TeV 32.9 (LO) 22331254 CTEQ6LL
TT_CT10_TuneZ2star_8TeV-powheg-tauola 225.197 (NNLO) 21675970 CTEQ10

Tbar_s-channel_TuneZ2star_8TeV-powheg-tauola 1.76 (NNLL) 139974 CTEQ10
Tbar_t-channel_TuneZ2star_8TeV-powheg-tauola 30.7 (NNLL) 1935072 CTEQ10

Tbar_tW-channel-DR_TuneZ2star_8TeV-powheg-tauola 11.1 (NNLL) 493460 CTEQ10
T_s-channel_TuneZ2star_8TeV-powheg-tauola 3.79 (NNLL) 259961 CTEQ10
T_t-channel_TuneZ2star_8TeV-powheg-tauola 56.4 (NNLL) 3748227 CTEQ10

T_tW-channel-DR_TuneZ2star_8TeV-powheg-tauola 11.1 (NNLL) 497658 CTEQ10
WJetsToLNu_TuneZ2Star_8TeV-madgraph-tarball 36703.2 (NLO) 58554908 CTEQ6LL
WJetsToLNu_PtW-100_TuneZ2star_8TeV-madgraph 228.9 (NLO) 12742382 CTEQ6LL

WJetsToLNu_PtW-180_TuneZ2star_8TeV-madgraph-tarball 23.5 (NLO) 9739464 CTEQ6LL
WJetsToLNu_PtW-50To70_TuneZ2star_8TeV-madgraph 811.2 (NLO) 48426604 CTEQ6LL
WJetsToLNu_PtW-70To100_TuneZ2star_8TeV-madgraph 428.9 (NLO) 3248966 CTEQ6LL
WToENu_ptmin100_ptmax500_TuneZ2Star_8TeV-pythia6 1.457 (NLO) 1000206 CTEQ6LL

WToENu_ptmin500_TuneZ2Star_8TeV-pythia6 0.001525 (NLO) 1000366 CTEQ6LL
WToMuNu_ptmin100_ptmax500_TuneZ2Star_8TeV-pythia6 1.457 (NLO) 1000206 CTEQ6LL

WToMuNu_ptmin500_TuneZ2Star_8TeV-pythia6 0.001525 (NLO) 1000366 CTEQ6LL
WToTauNu_ptmin100_ptmax500_TuneZ2Star_8TeV-pythia6-tauola 1.457 (NLO) 1000206 CTEQ6LL

WToTauNu_ptmin500_TuneZ2Star_8TeV-pythia6-tauola 0.001525 (NLO) 1000366 CTEQ6LL

Table A.1.: Summary of simulated background samples
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SSM NUGIM
sin2 θE

0.031 0.04 0.05 0.1 0.2 0.3
MW ′ σLO σNNLO σLO

(in GeV) (pb) (pb) (pb)
300 113.5 153.2 - - - - - -
500 16.48 22.46 - - - - - -
700 4.28 5.782 - - - - - -
900 1.471 1.981 - - - - - -
1000 - - 2.647 1.833 1.342 0.6435 0.6071 0.7494
1100 0.5881 0.7828 - - - - - -
1300 0.2588 0.3408 - - - - - -
1400 - - 0.5810 0.3858 0.2715 0.1181 0.1131 0.142
1500 0.1193 0.1543 - - - - - -
1700 0.05781 0.0727 - - - - - -
1800 - - 0.1932 0.1249 0.0854 0.0326 0.0279 0.0342
1900 0.02958 0.03638 - - - - - -
2000 0.02123 0.02577 0.1231 0.0789 0.0534 0.0191 0.0148 0.0177
2100 0.01547 0.01855 - - - - - -
2200 0.01127 0.01346 0.0822 0.0524 0.0351 0.0119 0.0082 0.0094
2300 0.00839 0.00983 - - - - - -
2400 0.00622 0.00724 0.0571 0.0362 0.0241 0.0077 0.0048 0.0052
2500 0.00473 0.00539 - - - - - -
2600 0.00357 0.00412 0.0410 0.0259 0.0172 0.0053 0.0029 0.0030
2700 0.00269 0.003104 - - - - - -
2800 0.00210 0.00241 0.0301 0.0190 0.0126 0.0037 0.0019 0.0018
2900 0.00165 0.00190 - - - - - -
3000 0.00132 0.00152 0.0227 0.0143 0.0094 0.0027 0.0012 0.0011
3100 0.00106 0.00124 - - - - - -
3200 0.00087 0.0010 - - - - - -
3300 0.00071 0.00085 - - - - - -
3400 0.00060 0.00073 0.0136 0.0085 0.0056 0.0016 0.0006 0.0016
3500 0.00051 0.00063 - - - - - -
3700 0.00037 0.00047 - - - - - -
4000 0.00025 0.00033 - - - - - -

Table A.2.: Signal Monte Carlo samples generated in pythia for SSM W ′ and in MadGraph
for the NUGIM W ′. Cross sections in NNLO are only calculated for the SSM W ′

samples [144].
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a b c χ2/Ndof

calorimeter Emiss
T

simulation (binomial) 1 ± 1.34e-05 159.4 ± 0.1 45.2 ± 0.2 6.5
simulation (gaussian) 0.988 ± 1.34e-05 158.3 ± 0.1 43.6 ± 0.2 1.6

Data 0.996 ± 1.34e-05 163.3 ± 0.1 52.8 ± 0.2 0.6
particle flow Emiss

T
simulation (binomial) 1 ± 1.37e-05 169.1 ± 0.1 29.5 ± 0.1 11.6
simulation (gaussian) 0.986 ± 1.37e-05 168.1 ± 0.1 28.1 ± 0.1 1.2

Data 0.981 ± 1.37e-05 171.9 ± 0.1 31.7 ± 0.1 0.7

Table A.3.: Results from the trigger fits. For the simulation different errors were used.

158



A.3. Additional Kinematic Distributions at 8 TeV

A.3. Additional Kinematic Distributions at 8 TeV

 GeVmiss
TE

200 300 400 500 600 700 800

E
ve

nt
s 

/ 1
0 

 G
eV

1−10

1

10

210

310
W QCD jets
Top DY
VV data
syst uncer.

 = 2.2 TeVW'M

 = 1 TeVW'M

 0.1⋅ = 0.5 TeV W'M

W QCD jets
Top DY
VV data
syst uncer.

 = 2.2 TeVW'M

 = 1 TeVW'M

 0.1⋅ = 0.5 TeV W'M

 (8 TeV)-119.7 fb

CMS
Preliminary

200 300 400 500 600 700 800

M
C

(d
at

a 
-M

C
)

0.4−
0.3−
0.2−
0.1−

0
0.1

0.2

 [GeV]
T

tau p
100 200 300 400 500 600 700 800

E
ve

nt
s 

/ 1
0 

 G
eV

1−10

1

10

210

310
W QCD jets
Top DY
VV data
syst uncer.

 = 2.2 TeVW'M

 = 1 TeVW'M

 0.1⋅ = 0.5 TeV W'M

W QCD jets
Top DY
VV data
syst uncer.

 = 2.2 TeVW'M

 = 1 TeVW'M

 0.1⋅ = 0.5 TeV W'M

 (8 TeV)-119.7 fb

CMS
Preliminary

100 200 300 400 500 600 700 800

M
C

(d
at

a 
-M

C
)

0.4−
0.3−
0.2−
0.1−

0

0.1

Figure A.6.: The Emiss
T and tau pT distributions for the cut-based isolation. For the final event

selection.
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Figure A.7.: The MT and tau pT distributions times the charge of the tau for the cut-based
isolation (top) and MVA isolation (bottom). For the final event selection.
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Figure A.8.: The absolute NUGIM signal efficiency for various stages in the analysis. Each
plot shows another sin2 θE. The efficiencies reflect the changing signal kinematics.
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A.4. Background and Signal Samples for 13 TeV
Process Order (generator) σ(pb) Events

WWTo4Q_13TeV-powheg NLO 54 2000000
WWToLNuQQ_13TeV-powheg NLO 53 8573600
WWTo2L2Nu_13TeV-powheg NLO 12 1979988

WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 NLO 11 14292852
WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8 NLO 3 1232223
WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 NLO 5.5 25704656

WZZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 NLO 0.056 249800
ZZTo2L2Nu_13TeV_powheg_pythia8 NLO 0.75 8556400

ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 NLO 3.4 15029272
ZZTo2Q2Nu_13TeV_amcatnloFXFX_madspin_pythia8 NLO 5 30782664

ZZTo4L_13TeV-amcatnloFXFX-pythia8 NLO 14 10747136
ZZTo4Q_13TeV_amcatnloFXFX_madspin_pythia8 NLO 8.3 30684331

DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 6000 1719818
DYJetsToLL_M-100to200_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 230 1054878
DYJetsToLL_M-200to400_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 7.7 10020
DYJetsToLL_M-400to500_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 0.42 10745
DYJetsToLL_M-500to700_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 0.24 10077
DYJetsToLL_M-700to800_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 0.035 10208
DYJetsToLL_M-800to1000_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 0.03 9916
DYJetsToLL_M-1000to1500_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 0.016 9432
DYJetsToLL_M-1500to2000_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 0.002 9692
DYJetsToLL_M-2000to3000_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 NLO 5.4 · 10−4 9061

DYJetsToLL_M-50_HT-100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 220 2605822
DYJetsToLL_M-50_HT-200to400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 61 962195
DYJetsToLL_M-50_HT-400to600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 8.2 1069003
DYJetsToLL_M-50_HT-600toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 2.5 1031103

TT_TuneCUETP8M1_13TeV-powheg NLO 820 284950787
TT_Mtt-700to1000_TuneCUETP8M1_13TeV-powheg NLO 75 40371857
TT_Mtt-1000toInf_TuneCUETP8M1_13TeV-powheg NLO 20 26964427

TTTT_TuneCUETP8M1_13TeV-amcatnlo-pythia8 NLO 0.009 1210521
TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 NLO 0.2 250307
TTWJetsToQQ_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 NLO 0.41 831847

ST_t-channel_antitop_4f_leptonDecays_13TeV-powheg-pythia8_TuneCUETP8M1 NLO 81 1630900
ST_t-channel_top_4f_leptonDecays_13TeV-powheg-pythia8_TuneCUETP8M1 NLO 220 3299200
ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1 NLO 38 999400

ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1 NLO 38 1000000
WJetsToLNu_HT-100To200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 2000 10168757
WJetsToLNu_HT-200To400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 520 4949568
WJetsToLNu_HT-400To600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 75 1943664
WJetsToLNu_HT-600ToInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 1.90E+01 1041358

WJetsToLNu_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 LO 6.2 · 104 47161328
WToENu_M-3000_TuneCUETP8M1_13TeV-pythia8 LO 2.9 · 10−5 995350
WToENu_M-1000_TuneCUETP8M1_13TeV-pythia8 LO 1.30E-02 998728
WToENu_M-200_TuneCUETP8M1_13TeV-pythia8 LO 6.20E+00 998887
WToENu_M-500_TuneCUETP8M1_13TeV-pythia8 LO 2.10E-01 951250

WToMuNu_M-200_TuneCUETP8M1_13TeV-pythia8 LO 6.20E+00 993140
WToMuNu_M-500_TuneCUETP8M1_13TeV-pythia8 LO 2.10E-01 997511
WToMuNu_M-1000_TuneCUETP8M1_13TeV-pythia8 LO 1.30E-02 992260
WToMuNu_M-3000_TuneCUETP8M1_13TeV-pythia8 LO 2.9 · 10−5 996545
WToTauNu_M-1000_TuneCUETP8M1_13TeV-pythia8 LO 1.30E-02 999316
WToTauNu_M-200_TuneCUETP8M1_13TeV-pythia8 LO 6.20E+00 991772
WToTauNu_M-3000_TuneCUETP8M1_13TeV-pythia8 LO 2.9 · 10−5 994288
WToTauNu_M-500_TuneCUETP8M1_13TeV-pythia8 LO 0.21 950080

Table A.4.: Summary of simulated background samples
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MW ′ σLO σNNLO

(in GeV) (fb) (fb)
1000.0 2698.95 3623.49
1200.0 1275.76 1708.94
1400.0 657.281 877.234
1600.0 360.152 478.175
1800.0 206.473 272.375
2000.0 122.55 160.428
2200.0 74.726 96.957
2400.0 46.5844 59.8134
2600.0 29.5602 37.5096
2800.0 19.0347 23.8523
3000.0 12.4122 15.348
3200.0 8.19516 9.98443
3400.0 5.46747 6.56821
3600.0 3.6865 4.37084
3800.0 2.51575 2.9432
4000.0 1.73367 2.00923
4200.0 1.2108 1.39263
4400.0 0.856493 0.981875
4600.0 0.614759 0.70621
4800.0 0.448711 0.518857
5000.0 0.332268 0.38928
5200.0 0.251457 0.298324
5400.0 0.193004 0.233706
5600.0 0.151284 0.18659
5800.0 0.12029 0.151475

Table A.5.: Signal Monte Carlo samples generated in pythia for SSM W ′. Cross sections in
NNLO are only calculated for the SSM W ′ samples [163].
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A.5. Additional Kinematic Distributions for 13 TeV

Figure A.9.: Same as in Figure 8.11, separated for events with one electron or one muon.
The plots show the tau candidate pT distribution of the isolated events -region
D- in the e control region (left) and µ control region (right). The light coloured
backgrounds are matched to a true tau.
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Figure A.10.: Same as in Figure 8.11, separated for events with one electron or one muon.
The plots show the tau candidate pT distribution of the non-isolated events -
region C- (right plots) in the e control region (left) and µ control region (right).
The light coloured backgrounds are matched to a true tau.
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Figure A.11.: In the left plot the phad
T /Emiss

T distribution as in figure 8.6 is shown with all
backgrounds from simulation. In the right plot the same selection except with
a MT > 400GeV selection. This shows that QCD dijet events can fake the
signature if one of the jets is only partially reconstructed, and the Emiss

T has half
of the jets energy.
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Figure A.12.: In the left plot the phad
T /Emiss

T distribution as in figure 8.6 in linear scale. In the
right plot the ∆φ(τhad, Emiss

T ) plot in linear scale.
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Figure A.13.: In the left plot the Emiss
T distribution in the signal region. In the right plot the

tau pT in the signal region.
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Figure A.14.: Control plots for the full selection without the phad
T /Emiss

T Requirement.
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Control Plots Without the ∆φ(τhad, Emiss
T ) Requirement
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Figure A.15.: Control plots for the full selection without the ∆φ(τhad, Emiss
T ) Requirement.
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Control Plots with the Inverted phad
T /Emiss

T Requirement
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Figure A.16.: Control plots for the full selection with the inverted phad
T /Emiss

T Requirement.
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Control Plots with the Inverted ∆φ(τhad, Emiss
T ) Requirement
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Figure A.17.: Control plots for the full selection with the inverted ∆φ(τhad, Emiss
T ) Require-

ment.
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A.5. Additional Kinematic Distributions for 13 TeV

Control Plots in the Signal Region Split into the Decay Mode

The QCD jets are estimated with the decay mode-pT dependent fake rate, since not considering
the decay mode would lead to wrong predictions in the individual decay modes.
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Figure A.18.: Control plots for the full selection, without the phad
T /Emiss

T requirement, split
into the decay mode. The order is 1Prong 0π0,1Prong 1π0 and 2Prong 0π0 at
the top and 2Prong 1π0 and 3Prong 0π0 in the bottom.
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Figure A.19.: Control plots for the full selection, without the ∆φ(τhad, Emiss
T ) requirement,

split into the decay mode. The order is 1Prong 0π0,1Prong 1π0 and 2Prong 0π0
at the top and 2Prong 1π0 and 3Prong 0π0 in the bottom.

172



A.5. Additional Kinematic Distributions for 13 TeV

10-2

10-1

100

101

102

103

E
v
e
n
ts

/(
2

5
 G

e
V

)

W→lν

W→lν MW<200GeV

multijet
t̄t

Z/γ

Diboson

MW′=1TeV

lumi Uncert

Data

0 200 400 600 800 1000 1200

Emiss
T [GeV]

0.8

1.6

2.4

D
a
ta

/M
C

2.3 fb−1 (13 TeV)

CMS
Private Work τ+Emiss

T

10-2

10-1

100

101

102

103

E
v
e
n
ts

/(
2

5
 G

e
V

)

W→lν

W→lν MW<200GeV

multijet
t̄t

Z/γ

Diboson

MW′=1TeV

lumi Uncert

Data

0 200 400 600 800 1000 1200

Emiss
T [GeV]

0.8

1.6

2.4

D
a
ta

/M
C

2.3 fb−1 (13 TeV)

CMS
Private Work τ+Emiss

T

10-2

10-1

100

101

102

103

E
v
e
n
ts

/(
2

5
 G

e
V

)

W→lν

W→lν MW<200GeV

multijet
t̄t

Z/γ

Diboson

MW′=1TeV

lumi Uncert

Data

0 200 400 600 800 1000 1200

Emiss
T [GeV]

0.8

1.6

2.4
D

a
ta

/M
C

2.3 fb−1 (13 TeV)

CMS
Private Work τ+Emiss

T

10-2

10-1

100

101

102

103

E
v
e
n
ts

/(
2

5
 G

e
V

)

W→lν

W→lν MW<200GeV

multijet
t̄t

Z/γ

Diboson

MW′=1TeV

lumi Uncert

Data

0 200 400 600 800 1000 1200

Emiss
T [GeV]

0.8

1.6

2.4

D
a
ta

/M
C

2.3 fb−1 (13 TeV)

CMS
Private Work τ+Emiss

T

10-2

10-1

100

101

102

103

E
v
e
n
ts

/(
2

5
 G

e
V

)

W→lν

W→lν MW<200GeV

multijet
t̄t

Z/γ

Diboson

MW′=1TeV

lumi Uncert

Data

0 200 400 600 800 1000 1200

Emiss
T [GeV]

0.4

0.8

1.2

1.6

D
a
ta

/M
C

2.3 fb−1 (13 TeV)

CMS
Private Work τ+Emiss

T

Figure A.20.: Control plots for the full selection split into the decay mode. The order is
1Prong 0π0,1Prong 1π0 and 2Prong 0π0 at the top and 2Prong 1π0 and 3Prong
0π0 in the bottom.
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Figure A.21.: Control plots for the full selection split into the decay mode. The order is
1Prong 0π0,1Prong 1π0 and 2Prong 0π0 at the top and 2Prong 1π0 and 3Prong
0π0 in the bottom.
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Figure A.22.: Control plots for the full selection split into the decay mode. The order is
1Prong 0π0,1Prong 1π0 and 2Prong 0π0 at the top and 2Prong 1π0 and 3Prong
0π0 in the bottom.
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Figure A.23.: Plots that compare the selections listed before with the baseline selection.
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A.5. Additional Kinematic Distributions for 13 TeV
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Figure A.24.: All plots for the baseline selection.
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Figure A.25.: Plots for the same selection but with no lepton veto.
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Figure A.26.: Plots for the same selection but with a pT threshold of 10 GeV for the lepton
veto.
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Figure A.27.: Plots for the same selection but with the "old" decay mode, where 2 prongs are
not reconstructed.
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A.6. Additional Plots for the e/µ-Selection
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Figure A.28.: pT (left) and Emiss
T (right) for the final selection, where the upper plots are for

the electron and the lower plots are for the muon channel.
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Figure A.29.: The plots show Dark Matter simplified model limits for the combined e/µ

channel. The plots show various ξ parameters ξ = −1 (left) and ξ = 1 (right).
The shown theoretical cross section is plotted for two mediator widths. The
narrow width for ΓMed. =

MMed.

8π and the broad width ΓMed. =
MMed.

3 .
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