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Abstract

This work presents a microscopic simulation and modeling framework for the state-of-the-art toward-terahertz silicon-germanium (SiGe) heterojunction bipolar transistors (HBTs). To this goal, a stationary deterministic solver based on a spherical harmonics expansion of the coupled system of Boltzmann transport equations for electrons, holes, and phonons has been developed. The simulation results of this in-house deterministic solver, which includes full band structure and high-field effects, are verified against experimental data. To investigate non-equilibrium effects for the carrier-phonon system, the impact of hot longitudinal optical phonons on steady state carrier transport is discussed. Furthermore, the self-consistent and deterministic solution of the coupled set of equations allows to extract the junction temperature by making use of a method based on the simulated DC characteristics. The resultant junction temperature is compared to the value obtained from the temperature profile within the nanoscale device. Good agreement is obtained for the average temperature in the base-emitter junction verifying the analytical approach used to extract the thermal resistance of the device by experiments. In order to obtain a new insight into the underlying mechanisms of hot-carrier degradation in bipolar transistors, a physics-based model based on the distribution functions of both hot electrons and hot holes is introduced. The full-band transport model provides the energy distribution functions of the charge carriers interacting with the passivated Si-H bonds along the oxide interface. The simulation results assert the dominant role of hot holes along the emitter-base spacer oxide interface in the long-term degradation of an npn SiGe HBT under low and high-current conditions at the border of the safe operating area. The interface trap density, which is calculated
by incorporating a reaction-limited model with dispersive reaction rates, explains the time dependence of the interface trap density and the resulting forward-mode leakage base current for different stress bias conditions.
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# List of abbreviations

<table>
<thead>
<tr>
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<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>antibonding</td>
</tr>
<tr>
<td>AI</td>
<td>acceleration integral</td>
</tr>
<tr>
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</tr>
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<td>emitter-base</td>
</tr>
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<td>energy distribution function</td>
</tr>
<tr>
<td>HBT</td>
<td>heterojunction bipolar transistor</td>
</tr>
<tr>
<td>HCD</td>
<td>hot-carrier degradation</td>
</tr>
<tr>
<td>HD</td>
<td>hydrodynamic</td>
</tr>
<tr>
<td>HH</td>
<td>heavy hole</td>
</tr>
<tr>
<td>II</td>
<td>impact ionization</td>
</tr>
<tr>
<td>LH</td>
<td>light hole</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>LO</td>
<td>longitudinal optical</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MM</td>
<td>mixed-mode</td>
</tr>
<tr>
<td>MOSFET</td>
<td>metal-oxide-semiconductor field-effect transistor</td>
</tr>
<tr>
<td>MVE</td>
<td>multiple vibrational excitation</td>
</tr>
<tr>
<td>RSi</td>
<td>relaxed silicon</td>
</tr>
<tr>
<td>SCR</td>
<td>space-charge-region</td>
</tr>
<tr>
<td>SHE</td>
<td>spherical harmonics expansion</td>
</tr>
<tr>
<td>SiGe</td>
<td>silicon-germanium</td>
</tr>
<tr>
<td>SO</td>
<td>split-off</td>
</tr>
<tr>
<td>SOA</td>
<td>safe operating area</td>
</tr>
<tr>
<td>SRH</td>
<td>Shockley-Read-Hall</td>
</tr>
<tr>
<td>STI</td>
<td>shallow trench isolation</td>
</tr>
<tr>
<td>TAT</td>
<td>trap-assisted-tunneling</td>
</tr>
<tr>
<td>TCAD</td>
<td>technology computer-aided design</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 SiGe HBT evolution

The invention of the bipolar junction transistor (BJT) at the Bell laboratories started the solid-state electronics era in 1948. However, in the seventies, the spectacular rise of the metal-oxide-semiconductor field-effect transistors (MOSFETs) removed BJTs from the center of attentions. The desirable properties of MOSFETs allowed them to capture the main market share of semiconductor transistors, specially for all logic circuits, memory and microprocessor chips. Nevertheless, because of superior qualities in terms of high speed, high current density and greater transconductance compared to the MOSFETs, BJTs remained important devices for high-speed design applications and power amplifiers.

To keep competing with MOSFET technologies, a number of trade-offs between contradictory features of bipolar transistors are required. In order to achieve a high value of cut-off frequency, the base width should be as small as possible, whereas decreasing this width has to be stopped, when the emitter-base (EB) space-charge-region (SCR) begins to overlap the collector-base (CB) SCR. Hence, a thinner base width is possible via increasing the doping concentration of the base region with the cost of a reduction in the transistor gain. This compromise between current
gain and the transit time of charge carriers in the base region is the main limiting factor, which determines the maximum achievable cut-off frequency (50 GHz) of a silicon bipolar transistor [1].

The inauguration of silicon-germanium (SiGe) heterojunction bipolar transistor (HBT) in the late eighties [2], as the first successful experience of band gap engineering in silicon, provided an additional degree of freedom leading to vastly improved devices compared to the silicon BJT counterparts. In these transistors, germanium, which has a smaller band gap than silicon, is used in the base region to obtain a reasonable value of current gain with high base doping and reduced base width. As a result, much higher values of cut-off frequency can be achieved with SiGe HBTs. In 2010 and in the framework of the European DOTFIVE project, IHP reported a maximum oscillation frequency, $f_{\text{max}}$, of 500 GHz and a cut-off frequency $f_T$ as high as 350 GHz [3], which was considered as the highest speed SiGe HBT by that time. However, technology computer-aided design (TCAD) simulations show the possibility of designing extremely low noise SiGe HBTs with peak cut-off and maximum oscillation frequencies above 1THz [4]. In recent years, SiGe HBTs are mostly offered commercially in SiGe BiCMOS technology, which combines SiGe bipolar and CMOS transistors in a single integrated circuit. This low cost technology, which benefits from advantages of modern SiGe HBTs, is widely used for high-frequency applications, such as high-speed communication, radar, and THz imaging [5].

1.2 Fundamentals of SiGe HBT

An npn SiGe HBT is made of a heavily n-doped emitter, a p-doped base, and an n-doped collector. In order to reduce the band gap in the base compared to the emitter, a Ge profile is introduced in the base region. The forward-mode device operation refers to the EB junction, which is forward biased ($V_{\text{BE}} > 0$), while the CB junction is reverse biased ($V_{\text{CB}} > 0$). To better understand how a bipolar transistor operates and the corresponding parameters are defined, we consider the energy band diagram of an ideal SiGe HBT with constant doping and graded Ge profiles,
1.2 Fundamentals of SiGe HBT

Figure 1.1: Schematic of a forward-biased SiGe HBT and the corresponding band energy diagram. The dashed line shows the conduction band of a Si BJT counterpart.

which is shown in Fig 1.1. With an external forward bias applied over the EB junction, the potential barrier between emitter and base is reduced and electrons are injected from the emitter into the base. Likewise, holes diffuse from base into the emitter. The injected electrons into the base region diffuse towards the CB junction, where they are accelerated in the direction of the collector due to relatively large electric field associated with the reverse bias at the CB junction.

In the forward biased EB junction, electric field is relatively small and the current is determined by the diffusion of carriers. The collector current in the case of constant doping profiles can be expressed as [6]

\[
I_C = q_e A_E \frac{D_{nB} n_{iB}^2}{W_B N_B} \left( e^{\frac{q_e V_{BE}}{k_B T}} - 1 \right),
\]

(1.1)

where \( q_e \) is the electron charge, \( A_E \) is the emitter area, \( D_{nB} \) is the diffusion coefficient of electrons in the base, \( n_{iB} \) is the intrinsic carrier concentration in the base, \( W_B \) is the base width, \( N_B \) is the doping concentration in the base, \( k_B \) is the Boltz-
mann constant, and $T$ is the homogenous temperature. In a similar approach, the base current is given by [6]

$$I_B = q_e A_E \frac{D_{pE} n_{iE}^2}{W_E N_E} \left( e^{\frac{qE v_{BE}}{k_B T}} - 1 \right),$$

(1.2)

where $D_{pE}$ is the diffusion coefficient of holes in the emitter, $n_{iE}$ is the intrinsic carrier concentration in the emitter, $W_E$ is the emitter width, and $N_E$ is the doping concentration in the emitter. At the first glance, it might be concluded that these currents would decrease by increasing temperature, but this overlooks the critical role of the intrinsic carrier concentration, which is enhanced with increasing temperature. The increment of the collector current by temperature, which is translated to higher dissipated power and, in turn, to further temperature increase, is known as the positive electrothermal feedback in bipolar transistors [7].

Introduction of Ge content into the base leading to a reduction in the potential energy barrier of the conduction band (Fig. 1.1) yields exponentially more electron injection from emitter into the base. Furthermore, a narrower band gap in the base results in a higher intrinsic carrier density, which increases the collector current (Eq. 1.1), whereas it has almost no effect on the base current (Eq. 1.2). On the other hand, it is desired to sweep all of the injected electrons into the collector. However, a small percentage of electrons flowing through the EB junction can recombine with holes, which means more holes have to be supplied from the base terminal. This recombination effect has almost no impact on the collector current, while it increases the base current. Therefore, the current gain, which is given by $\beta = I_C/I_B$, is increased by adding Ge content and reduced by increasing the recombination effects in the base.

1.3 The European DOTSEVEN project

DOTSEVEN was a very ambitious 3.5-year research and development project with the aim of developing SiGe HBT technology, modeling, circuits and systems with maximum oscillation frequencies up to 0.7 THz. Following a successful research
cooperation in the DOTFIVE, which produced the first half-THz SiGe HBTs, the DOTSEVEN project was launched late 2012 by the European Commission. The manufacturability and integration with CMOS as well as the capabilities and benefits of SiGe HBTs with $f_T/f_{\text{max}}$ of 505 GHz/720 GHz were successfully demonstrated during this project [8].

However, a state-of-the-art SiGe HBT suffers from thermal issues and hot-carrier degradation (HCD), which limit safe operating area (SOA) and reliability of these devices. To assist technology development, a reliable physics-based device simulation platform is required to obtain a deep insight into these phenomena in extremely scaled devices. Hence, in the work package #2 of the DOTSEVEN project, advanced simulation tools were provided to support compact modeling and process development.

### 1.4 TCAD and device simulation

TCAD simulation and modeling can be used to investigate the device performance, to identify operating limits and to predict the behavior of the next-generation devices. These capabilities can significantly reduce the time and cost of technology development. In order to simulate SiGe HBTs, the classical TCAD tools like the drift-diffusion (DD) or the hydrodynamic (HD) models are widely used. However, as the device size approaches the nanometer range, transport can be no longer described accurately by the DD or HD models, which fail even in the linear regime and cannot capture hot-carrier and hot-phonon effects [9]. Therefore, the semiconductor Boltzmann transport equations (BTEs), which consider together both real space and momentum space aspects of charge and thermal transport, have to be solved.

To date, stochastic algorithms, such as the Monte Carlo (MC) method, were mostly applied for the solution of the BTEs in semiconductor devices. These methods involve the simulation of the particle trajectories rather than the direct solution of partial differential equations and have many disadvantages compared to the non-
Stochastic solvers [10]. Instead, a direct solution of the BTE based on the spherical harmonics expansion (SHE) method has been pursued for several decades and urged recently a renewed interest in numerical solutions of the BTE due to more powerful computational platforms, which are available.

This thesis work offers a stationary deterministic solver based on a SHE for a coupled system of BTEs for electrons and holes, which is used for device simulation of SiGe HBTs and investigating electrothermal effects and HCD in these devices. This in-house simulation tool has been experimentally verified, enabling the efficient support of the technology development with accurate predictions in the framework of the DOTSEVEN project.

In chapter 2 of this thesis, a coupled system of BTEs for electron and holes and its solution based on the SHE method will be described. This deterministic solver includes full band structure effects, carrier-phonon scattering, impurity scattering, alloy scattering, impact ionization (II), Shockley-Read-Hall (SRH) recombination and band-to-band tunneling (BTBT), the simulation results of which are verified against experimental data. In chapter 3, a deterministic and self-consistent solution of a coupled carrier-phonon system is presented to study self-heating in ultra-scaled bipolar transistors. In Chapter 4, a physics-based model is presented and validated to describe the underlying mechanisms of hot-carrier degradation in bipolar transistors.
Chapter 2

Semi-classical Simulation Framework

This chapter is devoted to describe a coupled system of BTEs for electrons and holes with including full band structure effects, which is solved based on the SHE method. The results of the deterministic solver are used to investigate electrical characteristics of state-of-the-art SiGe HBTs.

2.1 The Boltzmann transport equation

In a classical approach, dynamics of a single electron with a particular position \( \vec{r}(t) \) and momentum \( \vec{p}(t) \) at time \( t \) are described by the Newton’s laws of motion

\[
\frac{d\vec{r}}{dt} = \vec{v}, \quad \frac{d\vec{p}}{dt} = \vec{F},
\]

(2.1)

where \( \vec{F} = -e\vec{E} \) is the force acting on the electron, \( e \) is the elementary charge, and \( \vec{E} \) is the effective electric field. In semiconductors, motion of charge carriers is influenced by the interactions with the crystal lattice potential. The analysis of periodic potentials in a lattice based on quantum mechanics leads to energy bands,
which specify the energies that charge carriers can achieve. The energy of a carrier \( \varepsilon(\vec{k}) \) in a specific energy band is related to the wave vector \( \vec{k} \) of the carrier, and the corresponding carrier group velocity is given by [11]

\[
\vec{v}(\vec{k}) = \frac{1}{\hbar} \nabla_k \varepsilon(\vec{k}),
\]  

(2.2)

where \( \hbar \) is the reduced Planck constant. The energy bands are material properties and can be obtained from sophisticated numerical simulations, which are discussed in more detail for SiGe in Sec. 2.2.

In order to account for a large number of particles, we consider the distribution function \( f(\vec{r}, \vec{k}, t) \) that \( \frac{2}{(2\pi)^3} f(\vec{r}, \vec{k}, t) d^3r d^3k \) gives the number of carriers at a certain time in the phase space volume \( d^3r d^3k \), in which the prefactor \( \frac{2}{(2\pi)^3} \) accounts for the spin degeneracy and the minimum phase space volume. The distribution function would tell us how charge carriers are distributed in \( k \)-space (or energy-space) at fixed position and time, and from this information all of the transport properties can be evaluated. For example, the electron density can be calculated by an integration over the first Brillouin zone (BZ) and summing over all conduction bands [12]

\[
n(\vec{r}, t) = \frac{2}{(2\pi)^3} \sum_C \int_{BZ} f^C(\vec{r}, \vec{k}, t) d^3k,
\]

(2.3)

whereas the hole density is obtained by this summation over the valence bands

\[
p(\vec{r}, t) = \frac{2}{(2\pi)^3} \sum_V \int_{BZ} f^V(\vec{r}, \vec{k}, t) d^3k.
\]

(2.4)

The carrier distribution function can change over time in \( k \)-space and \( r \)-space due to diffusion, drift and collision. Therefore, the time evolution of the distribution function is written as [13]

\[
\frac{\partial f}{\partial t} = \left( \frac{\partial f}{\partial t} \right)_{\text{diffusion}} + \left( \frac{\partial f}{\partial t} \right)_{\text{drift}} + \left( \frac{\partial f}{\partial t} \right)_{\text{collision}}.
\]

(2.5)

Diffusion is caused by any gradient in the carrier concentration. At a fixed state \( \vec{k} \), flow of carriers at time \( t \) from \( \vec{r} \) to \( \vec{r} + dt \vec{v} \) does not change the number of carriers in the new phase space volume at time \( t + dt \), i.e. \( f(\vec{r}, \vec{k}, t) = f(\vec{r} + dt \vec{v}, \vec{k}, t + dt) \).
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Hence, we can write

\[ f(\vec{r}, \vec{k}, t) = f(\vec{r}, \vec{k}, t) + dt \vec{v}(\vec{k}) \cdot \frac{\partial f}{\partial \vec{r}} + dt \frac{\partial f}{\partial t}. \] (2.6)

As a result, the change of the distribution function due to motion of carriers can be given by

\[ \left( \frac{\partial f}{\partial t} \right)_{\text{diffusion}} = -\vec{v}(\vec{k}) \cdot \frac{\partial f}{\partial \vec{r}}. \] (2.7)

Likewise at a fixed position \( \vec{r} \), under the influence of the electric field, the wave vector of the carrier at time \( t \) can evolve from \( \vec{k} \) to \( \vec{k} + dt \partial \vec{k}/\partial t \) at time \( t + dt \). The continuity of the distribution function \( f(\vec{r}, \vec{k}, t) = f(\vec{r}, \vec{k} + dt \partial \vec{k}/\partial t, t + dt) \) can be written as

\[ f(\vec{r}, \vec{k}, t) = f(\vec{r}, \vec{k}, t) + dt \frac{\partial \vec{k}}{\partial t} \cdot \frac{\partial f}{\partial \vec{k}} + dt \frac{\partial f}{\partial t}, \] (2.8)

which leads to

\[ \left( \frac{\partial f}{\partial t} \right)_{\text{drift}} = -\frac{\partial \vec{k}}{\partial t} \cdot \frac{\partial f}{\partial \vec{k}} = -\frac{1}{\hbar} \vec{F} \cdot \frac{\partial f}{\partial \vec{k}}. \] (2.9)

The collision term models the microscopic scattering mechanisms present in the system. We assume that the scattering processes are local and instantaneous, which change the state of the carrier from \( \vec{k} \) to \( \vec{k}' \) with the transition rate \( W(\vec{r}, \vec{k}|\vec{k}') \). The rate of change in the distribution function due to scattering is written as [13]

\[ \left( \frac{\partial f}{\partial t} \right)_{\text{collisions}} = \frac{V_0}{(2\pi)^3} \int_{\text{BZ}} \left[ (1 - f(\vec{r}, \vec{k}, t))W(\vec{r}, \vec{k}|\vec{k}')f(\vec{r}, \vec{k}', t) - (1 - f(\vec{r}, \vec{k}', t))W(\vec{r}, \vec{k}'|\vec{k})f(\vec{r}, \vec{k}, t) \right] d^3k', \] (2.10)

where \( V_0 \) is the system volume, the first term in the integral represents the in-scattering rate at which carriers scatter from an occupied state with the occupation probability \( f(\vec{r}, \vec{k}', t) \) into an unoccupied state with the probability of \( 1 - f(\vec{r}, \vec{k}, t) \), and the second term denotes the corresponding out-scattering rate.

In addition to scattering mechanisms, which can change the distribution function (described in Sec. 2.3), recombination/generation of carriers (Sec. 2.4) and BTBT (Sec. 2.5) can also affect the distribution function. Thus, the final form of the BTE
reads

\[
\frac{\partial f}{\partial t} + \vec{v}(\vec{k}) \cdot \frac{\partial f}{\partial \vec{r}} + \frac{1}{\hbar} \vec{F}(\vec{r}) \cdot \frac{\partial f}{\partial \vec{k}} = \frac{V_0}{(2\pi)^3} \int_{BZ} \left[ (1 - f(\vec{r}, \vec{k}, t))W(\vec{r}, \vec{k}|\vec{k}') f(\vec{r}, \vec{k}', t) - (1 - f(\vec{r}, \vec{k}', t))W(\vec{r}, \vec{k}'|\vec{k}) f(\vec{r}, \vec{k}, t) \right] d^3k'
- \Gamma\{f^e, f^h\} + \mathcal{G}_{BTBT}\{n, p\}
\]  

(2.11)

In this thesis work, we consider the stationary solution of the BTE; therefore, the time derivative and time-dependence of the distribution function are neglected.

## 2.2 Band structure

Discrete energy levels of the atoms, which construct a semiconductor lattice, form near-continuum levels called band energies. The electronic properties of a semiconductor are determined by the highest partially empty band (conduction band) and the lowest partially filled band (valence band). Therefore, only these bands are considered to describe the band structure of a semiconductor. The unoccupied states in the valence band, known as holes, can also accept a new electron, which provide another mechanism for electrons to move and contribute to the current conduction. Hence, to simplify the calculations for the electronic transitions in the almost filled valence band, the concept of holes as positive charge carriers has been introduced.

The electronic band structure of a Si or SiGe, which describes the variation of the kinetic energy with respect to the wave-vector, is commonly calculated with the nonlocal empirical pseudopotential method [14, 15]. However, direct inclusion of the full-band structure into the SHE simulator is practically impossible. Hence, in Sec. 2.2.1, we explain a valley model for the conduction band and a summation model for the valence band, which are used to include full-band effects in our SHE solver.
2.2 Band structure

2.2.1 Band structure modeling for electrons and holes

The band structure close to the conduction band edge can be approximated by ellipsoidal energy surfaces. In the analytical Modena model [16], the conduction band is described by six non-parabolic valleys, in which dispersion relation is given by

\[
\varepsilon(1 + \alpha_n \varepsilon) = \frac{\hbar^2}{2m_{xx}} k_x'^2 + \frac{\hbar^2}{2m_{yy}} k_y'^2 + \frac{\hbar^2}{2m_{zz}} k_z'^2
\]

(2.12)

where \( \alpha_n \) is the non-parabolicity factor, and \( m_{xx}, m_{yy}, \) and \( m_{zz} \) are the effective masses along each direction. In order to simplify SHE of the BTE [17], the elliptical valleys are mapped onto spherical ones by the Herring-Vogt transform [18]

\[
\hat{T}^v = \begin{pmatrix}
\left( \frac{m_{xx}^v}{m_d^v} \right)^{1/2} & 0 & 0 \\
0 & \left( \frac{m_{yy}^v}{m_d^v} \right)^{1/2} & 0 \\
0 & 0 & \left( \frac{m_{zz}^v}{m_d^v} \right)^{1/2}
\end{pmatrix}
\]

(2.13)

where \( m_d^v = \left( m_{xx}^v m_{yy}^v m_{zz}^v \right)^{1/3} \) is the density of states effective mass. The wave vector in the Herring-Vogt transformed momentum space is obtained from

\[
\hat{k}^v = \hat{T}^v \hat{k}^v
\]

(2.14)

where \( \hat{k}^v \) is the wave vector in the original space. As a consequence, the dispersion relation becomes isotropic

\[
\varepsilon(1 + \alpha_n \varepsilon) = \frac{\hbar^2 k^2}{2m_d}
\]

(2.15)

Despite simplicity of this approach, it provides a reasonable approximation only up to an energy of about 1 eV, while charge carriers gain energies up to 4 eV under stress conditions [19]. Thus, to incorporate full-band effects within the framework of the SHE method, we assume an isotropic band structure in the Herring-Vogt transformed momentum space and extract the two first energy-dependent moments of the dispersion relation corresponding to the density of states [15]

\[
Z^v(\varepsilon) = \frac{1}{(2\pi)^3} \int_{BZ} \delta[\varepsilon - \varepsilon^v(\hat{k})] d^3 k
\]

(2.16)
and the average group velocity

\[ v^v(\varepsilon) = \left( \frac{1}{(2\pi)^3} \frac{1}{Z^v(\varepsilon)} \int_{BZ} \delta[\varepsilon - \varepsilon^v(\vec{k})] \left| \vec{v}(\vec{k}) \right|^2 d^3k \right)^{\frac{1}{2}}, \]

from the full-band structure. Fig. 2.1 shows the density of states and group velocity of the conduction and valence bands in relaxed silicon obtained from the empirical pseudopotential method [15].

To consider the anisotropic nature of the conduction band, we adopt a six-valley
model, which consists of three different pairs of valleys in x-, y-, and z-directions and apply the Herring-Vogt transformation [20]. This separation of valleys gives further the possibility of including the impact of Ge content in a simple manner.

For the valence band, we have to consider two degenerate bands, heavy hole (HH) and light hole (LH), and the split-off (SO) band, which is very close to them. Therefore, we consider a summation of the density of states in these three bands and a weighted average of the group velocity given by [12]

\[ v_{\text{val}}(\varepsilon) = \frac{v_{\text{HH}}(\varepsilon)Z_{\text{HH}}(\varepsilon) + v_{\text{LH}}(\varepsilon)Z_{\text{LH}}(\varepsilon) + v_{\text{SO}}(\varepsilon)Z_{\text{SO}}(\varepsilon)}{Z_{\text{HH}}(\varepsilon) + Z_{\text{LH}}(\varepsilon) + Z_{\text{SO}}(\varepsilon)}. \] (2.18)

In our nomenclature, \( v \) denote the valley indices for the conduction band, which is 1 to 6, while for the valence band it refers to band indices, which is 1, because we consider one single band, which is the summation of all three bands as one single band.

### 2.2.2 Band edges

In a semiconductor device, the conduction band minimum, \( E_{c,v} \), and the valence band maximum, \( E_{v} \), are shifted due to doping and Ge content; consequently, these band edges are position-dependent. The band shifts due to Ge content \( x_{\text{Ge}}(\vec{r}) \) in a Si\(_{1-x}\)Ge\(_x\) alloy relative to relaxed Si for the conduction and valence bands, are given by [21]

\[ \Delta E_{c}^{\text{Ge}}(\vec{r}) = -0.196eV \, x_{\text{Ge}}(\vec{r}) + 0.396eV \, x_{\text{Ge}}^2(\vec{r}) \] (2.19)

\[ \Delta E_{v}^{\text{Ge}}(\vec{r}) = 0.7eV \, x_{\text{Ge}}(\vec{r}). \] (2.20)

Furthermore, Si\(_{1-x}\)Ge\(_x\) grown on a relaxed Si substrate is stressed. This effect adds an extra energy shift to the two out-of-plane valleys, which is modeled by

\[ E_{c,v=1}^{\text{Ge}}(\vec{r}) - E_{c,v=2,3}^{\text{Ge}}(\vec{r}) = 0.63eV \, x_{\text{Ge}}(\vec{r}). \] (2.21)
The apparent bandgap narrowing due to doping has been shown to be similar in n-type and p-type silicon and is given by an empirical model [22]

\[
\Delta E_{\text{BGN}}(\vec{r}) = E_0 \left( \ln \frac{N_a(\vec{r}) + N_d(\vec{r})}{N_{\text{Ref}}} + \sqrt{\left( \ln \frac{N_a(\vec{r}) + N_d(\vec{r})}{N_{\text{Ref}}} \right)^2 + 0.5} \right), \tag{2.22}
\]

where \( N_a(\vec{r}) \) and \( N_d(\vec{r}) \) are the position dependent acceptor and donor concentrations, respectively, \( E_0 = 6.92 \text{ meV} \) and \( N_{\text{Ref}} = 1.3 \times 10^{17} \text{ cm}^{-3} \). The same parameters are used to account for bandgap narrowing due to doping in SiGe alloy [23]. The total band energy shifts are expressed as

\[
E_c(\vec{r}) = \Delta E_{c}^{\text{Ge}}(\vec{r}) - \frac{1}{2} \Delta E_{\text{BGN}}(\vec{r}), \tag{2.23}
\]

\[
E_v(\vec{r}) = -E_{g0}(\vec{r}) + \Delta E_{v}^{\text{Ge}}(\vec{r}) + \frac{1}{2} \Delta E_{\text{BGN}}(\vec{r}), \tag{2.24}
\]

where \( E_{g0}(\vec{r}) \) is the band-gap of the intrinsic Si, which is temperature dependent and given by

\[
\frac{E_{g0}(\vec{r})}{1 \text{ eV}} = \begin{cases} 
1.1785 - 9.025 \times 10^{-5} T_L(\vec{r}) - 3.05 \times 10^{-7} \frac{T_L^2(\vec{r})}{K^2} & : 190 \text{ K} \leq T_L(\vec{r}) < 275 \text{ K} \\
1.206 - 2.730 \times 10^{-4} \frac{T_L(\vec{r})}{K} & : 275 \text{ K} \leq T_L(\vec{r}) \end{cases}, \tag{2.25}
\]

in which \( T_L(\vec{r}) \) is the lattice temperature.

### 2.3 Scattering mechanisms

Charge carriers are scattered by various mechanisms in a semiconductor device [24]. They can be scattered by phonons 2.3.1, ionized impurities 2.3.2, alloy disorder in composites 2.3.3, and II 2.3.4. Based on the assumption that scattering events occur instantaneously and only change the wave-vector of the scattered carriers, they are characterized by their respective transition rates calculated with the Fermi’s golden rule as [11]

\[
W^{v',v}(\vec{r},\vec{k}|\vec{k}') = \frac{2\pi}{\hbar} |M^{v',v}(\vec{r},\vec{k}'|\vec{k})|^2 \delta [\varepsilon^{v'}(\vec{k}') - \varepsilon^{v}(\vec{k}) - \varepsilon^{f}(\vec{k}'|\vec{k})], \tag{2.26}
\]
where $M^{v',v}(\vec{r}, \vec{k}' | \vec{k})$ is the matrix element of the interaction and $\epsilon'(\vec{k}' | \vec{k})$ is the transferred energy between two states. Since these transition rates in the general form are very complex, simplified models, which still satisfy fundamental experiments, are used to perform CPU efficient simulations. The scattering rate is calculated as

$$S^v(\vec{r}, \vec{k}) = \frac{V_0}{(2\pi)^3} \sum_{v'} \int_{BZ} W^{v',v}(\vec{r}, \vec{k}' | \vec{k}) d^3 k', \quad (2.27)$$

which is the probability that one carrier scatters via a specific scattering mechanism.

### 2.3.1 Phonon scattering

The constructing atoms of a crystal lattice vibrate around their fixed equilibrium locations at non-zero temperatures. This vibrational motion can be quantized and phonons are the quasiparticles attributed to the different modes of lattice vibrations. The coherent movements of atoms out of their equilibrium positions lead to acoustic phonons, while the out-of-phase movements of them result in optical phonons. These phonons, which carry energy, might scatter carriers and either increase or decrease the energy of them.

By assuming a constant matrix element and a constant energy for each phonon mode, the transition rate for the inelastic interactions with optical and intervalley

<table>
<thead>
<tr>
<th></th>
<th>Si</th>
<th>Ge</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho [g/cm^3]$</td>
<td>2.33</td>
<td>5.32</td>
</tr>
<tr>
<td>$u_1 [cm/s]$</td>
<td>$9.05 \times 10^5$</td>
<td>$5.40 \times 10^5$</td>
</tr>
<tr>
<td>$\kappa/\kappa_0$</td>
<td>11.7</td>
<td>16.0</td>
</tr>
<tr>
<td>$\Xi_e [eV]$</td>
<td>8.90</td>
<td>8.79</td>
</tr>
<tr>
<td>$\Xi_h [eV]$</td>
<td>5.12</td>
<td>7.40</td>
</tr>
<tr>
<td>$a_0 [Å]$</td>
<td>5.43</td>
<td>5.66</td>
</tr>
<tr>
<td>$c_{11} [Mbar]$</td>
<td>1.657</td>
<td>1.285</td>
</tr>
<tr>
<td>$c_{12} [Mbar]$</td>
<td>0.639</td>
<td>0.482</td>
</tr>
</tbody>
</table>

Table 2.1: Material parameters for silicon and germanium
acoustic phonons in SiGe alloy is given by [11]

\[
W_{v',v}^v(r, k' | k) = \left[1 - x_{\text{Ge}}(r)\right] \frac{\pi (D_{\eta}^g)^2}{V_0 \rho \sigma_{\text{Si}} \omega^g_{\eta}} \left[n_{\text{eq}}(\hbar \omega^g_{\eta}, T_L) + \frac{1}{2} \pm \frac{1}{2}\right] \delta \left[\varepsilon^{v'}(k') - \varepsilon^v(k) \pm \hbar \omega^g_{\eta} r(\eta, v', v)\right] \\
+ x_{\text{Ge}}(r) \frac{\pi (D_{\eta}^g)^2}{V_0 \rho \sigma_{\text{Ge}} \omega^g_{\eta}} \left[n_{\text{eq}}(\hbar \omega^g_{\eta}, T_L) + \frac{1}{2} \pm \frac{1}{2}\right] \delta \left[\varepsilon^{v'}(k') - \varepsilon^v(k) \pm \hbar \omega^g_{\eta} r(\eta, v', v)\right],
\]

(2.28)

where \(\rho\) is the mass density (Tab. 2.1), \(D_{\eta}\) is the coupling constant, \(\omega_{\eta}\) is the phonon frequency, \(r\) is the selection rule of the phonon mode \(\eta\) (Tab. 2.2) that in the case of a g-phonon refers to scattering of the electron into the opposite valley on the same principal axis, while in the case of an f-phonon denotes scattering to one of the four equivalent valleys on the principal axes perpendicular to the initial one, and \(n_{\text{eq}}(\hbar \omega_{\eta}, T_L)\) is the equilibrium distribution function of phonons given by the Bose-Einstein statistics

\[
n_{\text{eq}}(\hbar \omega_{\eta}, T_L) = \frac{1}{\exp \left(\frac{\hbar \omega_{\eta}}{k_B T_L}\right) - 1}.
\]

(2.29)

where \(k_B\) is the Boltzmann constant. However, under high electric fields the distribution function of phonons can deviate considerably from the equilibrium value. Hence, we study separately the impact of non-equilibrium phonons on the carrier transport in chapter 3.

The transition rate for intravalley scattering with acoustic phonons in SiGe is given by elastic approximation [13]

\[
W_{v',v}^v(r, k' | k) = \left[1 - x_{\text{Ge}}(r)\right] \frac{2 \pi k_B T_L(r) \langle \Xi_{\text{Si}} \rangle^2}{V_0 \hbar \rho \sigma_{\text{Si}} (u_{\text{Si}})^2} \delta \left[\varepsilon^{v'}(k') - \varepsilon^v(k)\right] \delta_{v',v} \\
+ x_{\text{Ge}}(r) \frac{2 \pi k_B T_L(r) \langle \Xi_{\text{Ge}} \rangle^2}{V_0 \hbar \rho \sigma_{\text{Ge}} (u_{\text{Ge}})^2} \delta \left[\varepsilon^{v'}(k') - \varepsilon^v(k)\right] \delta_{v',v},
\]

(2.30)

where \(\Xi\) is the acoustic deformation potential, and \(u_i\) is the longitudinal sound velocity.
2.3 Scattering mechanisms

2.3.2 Ionized impurity scattering

Impurities, which are foreign atoms in the crystal lattice of semiconductors, have small ionization energies relative to the band gap energy. Hence, they are all ionized at typical operation temperatures. Ionized donors and acceptors are a common example of such impurities in a semiconductor. Coulombic interaction of charge carriers with an ionized impurity deviates the trajectory of these carriers, leading to a change in their momentum. Since the mass of a dopant atom is much larger than that of a charge carrier, energy exchange is negligible during this scattering event.

The transition rate due to ionized impurities is modeled based on the Brooks and Herring approach by neglecting Umklapp and interband processes as [25]

\[
W^{v',v}(\vec{r},\vec{k}'|\vec{k}) = \frac{2\pi e^4 (N_a(\vec{r}) + N_d(\vec{r}))}{V_0 h \kappa(\vec{r}) (\beta_{sc}^2(\vec{r}) + (\vec{k}' - \vec{k})^2)} 2 \delta [\varepsilon^{v'}(\vec{k}') - \varepsilon^v(\vec{k})] \delta_{v',v}, \tag{2.31}
\]

where \(\kappa(\vec{r})\) is the dielectric constant, which is obtained by linear interpolation in a SiGe alloy

\[
\kappa(\vec{r}) = (1 - x_{\text{Ge}}(\vec{r})) \kappa_{\text{Si}} + x_{\text{Ge}}(\vec{r}) \kappa_{\text{Ge}}, \tag{2.32}
\]

in which \(\kappa_{\text{Si}}\) and \(\kappa_{\text{Ge}}\) are the dielectric constants of pure silicon and germanium, respectively, reported in Tab. 2.1, and the inverse screening length \(\beta_{sc}(\vec{r})\) is given

<table>
<thead>
<tr>
<th>Mode</th>
<th>Mode</th>
<th>(D_\eta)</th>
<th>(h\omega_\eta)</th>
<th>(D_\eta)</th>
<th>(h\omega_\eta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta)</td>
<td>(\xi)</td>
<td>(r)</td>
<td>(\text{[10}^8\text{eV/cm]})</td>
<td>(\text{[meV]})</td>
<td>(\text{[10}^8\text{eV/cm]})</td>
</tr>
<tr>
<td>Si</td>
<td>Ge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>TA</td>
<td>g</td>
<td>0.470</td>
<td>12.1</td>
<td>0.479</td>
</tr>
<tr>
<td>2</td>
<td>LA</td>
<td>g</td>
<td>0.740</td>
<td>18.5</td>
<td>0.772</td>
</tr>
<tr>
<td>3</td>
<td>LO</td>
<td>g</td>
<td>10.23</td>
<td>62.0</td>
<td>9.280</td>
</tr>
<tr>
<td>4</td>
<td>TA</td>
<td>f</td>
<td>0.280</td>
<td>19.0</td>
<td>0.283</td>
</tr>
<tr>
<td>5</td>
<td>LA</td>
<td>f</td>
<td>1.860</td>
<td>47.4</td>
<td>1.940</td>
</tr>
<tr>
<td>6</td>
<td>TO</td>
<td>f</td>
<td>1.860</td>
<td>58.6</td>
<td>1.690</td>
</tr>
<tr>
<td>Holes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>9.910</td>
<td>63.3</td>
<td>3.500</td>
</tr>
</tbody>
</table>

Table 2.2: Inelastic carrier-phonon scattering parameters
<table>
<thead>
<tr>
<th>Type</th>
<th>$\mu_{\text{max}}$ [cm$^2$/Vs]</th>
<th>$\mu_{\text{min}}$ [cm$^2$/Vs]</th>
<th>$N_{\text{ref}}$ [cm$^{-3}$]</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>1430</td>
<td>74.5</td>
<td>$8.6 \times 10^{16}$</td>
<td>0.77</td>
</tr>
<tr>
<td>e</td>
<td>1430</td>
<td>200</td>
<td>$5.3 \times 10^{16}$</td>
<td>0.68</td>
</tr>
<tr>
<td>H</td>
<td>480</td>
<td>47.0</td>
<td>$1.7 \times 10^{17}$</td>
<td>0.79</td>
</tr>
<tr>
<td>h</td>
<td>480</td>
<td>122.3</td>
<td>$1.4 \times 10^{17}$</td>
<td>0.70</td>
</tr>
</tbody>
</table>

**Table 2.3:** Mobility parameters of the Caughey-Thomas analytical expression for electrons/holes as majority carriers (E/H) and as minority carriers (e/h) in relaxed silicon at 300 K.

Due to the dependence on the momentum transfer $\vec{k}' - \vec{k}$ in Eq. 2.31, calculation of impurity scattering is computationally demanding. Therefore, we use a transition rate, which is approximated by velocity-randomizing assumption and isotropic-elastic process

$$W_{v',v}^\text{rel},v\text{(r,$\vec{k}'|$,$\vec{k}$)} = \frac{1}{\tau(\varepsilon_v(\vec{k}))} \frac{\delta[\varepsilon_{v'}(\vec{k'}) - \varepsilon_v(\vec{k})]}{V_0 \hbar \kappa(\vec{r}) \beta_{sc}^2(\vec{r}) \Theta_{\text{imp}}(\eta(\varepsilon_v))}.$$  

where the relaxation time $\tau(\varepsilon_v(\vec{k}))$ is calculated by equating scattering rates obtained from Eq. 2.31 and Eq. 2.34. Hence, the approximated transition rate for impurity scattering under relaxation time approximation is expressed as

$$W_{v',v}^\text{rel},v\text{(r,$\vec{k}'|$,$\vec{k}$)} = \frac{4 \pi e^4 (N_a(\vec{r}) + N_d(\vec{r}))}{V_0 \hbar \kappa^2(\vec{r}) \beta_{sc}^4(\vec{r})} \Theta_{\text{imp}}(\eta(\varepsilon_v)) \delta[\varepsilon_{v'}(\vec{k'}) - \varepsilon_v(\vec{k})] \delta_{v',v},$$  

where $\eta(\varepsilon) = 4k^2(\varepsilon)/\beta_{sc}^2$, and the function $\Theta_{\text{imp}}(\eta)$ is introduced as

$$\Theta_{\text{imp}}(\eta) = \begin{cases} \frac{1}{\eta^2} \left[ \ln (1 + \eta) - \frac{n}{1 + \eta} \right] & \text{for } \eta \geq 10^{-8} \\ \frac{1}{2} - \frac{2}{\pi} \eta & \text{for } \eta < 10^{-8} \end{cases}.$$  

Impurity scattering reduces the mobility of charge carriers, specially in highly doped semiconductors. However, the Brooks-Hering approach, which our transition rate is based on (Eq. 2.31), cannot accurately model the mobility at high doping concentrations. Thus, for the final transition rate of impurity scattering, we use...
2.3 Scattering mechanisms

Empirical fit factors as

\[
W^{v',v}(\vec{r},\vec{k}'|\vec{k}) = \xi(N_a(\vec{r}),N_d(\vec{r}))W_{\text{rel}}^{v',v}(\vec{r},\vec{k}'|\vec{k}),
\]  

(2.37)

where the values of the fit factor \( \xi(N_a(\vec{r}),N_d(\vec{r})) \) are selected to reproduce the Caughey-Thomas expressions for the mobility of electrons and holes as both majority and minority carriers in bulk silicon. This expression in general form is given by [26]

\[
\mu(\vec{r}) = \mu_{\text{min}} + \frac{\mu_{\text{max}} - \mu_{\text{min}}}{1 + \left(\frac{N_a(\vec{r}) + N_d(\vec{r})}{N_{\text{ref}}}\right)^{\alpha}},
\]

(2.38)

where the parameters of this model are determined by matching experimental data and reported in Tab. 2.3. Fig. 2.2 shows the simulated mobilities of electrons and holes compared with empirical data obtained from Eq. 2.38. Moreover, the fit factors \( \xi(N_a(\vec{r}),N_d(\vec{r})) \) for different cases are shown in this figure. The same fit factors are used for SiGe material.

2.3.3 Alloy scattering

Randomized disorder in the SiGe alloy gives rise to an additional scattering process. Including intravalley and intervalley scattering, the transition rate of alloy scattering reads [27]

\[
W^{v',v}(\vec{r},\vec{k}'|\vec{k}) = [1 - x_{\text{Ge}}(\vec{r})]x_{\text{Ge}}(\vec{r})\frac{\pi a_{\perp}(x_{\text{Ge}})a_{\parallel}^2U^2}{4V_0\hbar}\delta[\varepsilon^{v'}(\vec{k}') - \varepsilon^v(\vec{k})],
\]

(2.39)

where the alloy scattering potential \( U \) is 0.75 eV for electrons and 0.7 eV for holes, \( a_{\parallel} \) is the lattice constant parallel to the SiGe layer, which is assumed to be the bulk lattice constant of pure Si, \( a_{0,\text{Si}} \), and \( a_{\perp}(x_{\text{Ge}}) \) is the lattice constant in growth direction, which is calculated from [15]

\[
a_{\perp}(x_{\text{Ge}}) = a_0(x_{\text{Ge}})\left[1 - 2\frac{c_{12}(x_{\text{Ge}})}{c_{11}(x_{\text{Ge}})}\frac{a_{0,\text{Si}} - a_0(x_{\text{Ge}})}{a_0(x_{\text{Ge}})}\right],
\]

(2.40)

where \( c_{11}(x_{\text{Ge}}) \) and \( c_{12}(x_{\text{Ge}}) \) are the elastic constants, which are obtained by a linear interpolation of the values for pure Si and Ge (Tab. 2.1), and \( a_0(x_{\text{Ge}}) \) is the lattice
Figure 2.2: Electron (top) and hole (bottom) majority and minority mobilities (solid lines) and their corresponding fit factors (dashed lines).

constant for the bulk Si$_{1-x}$Ge$_x$ alloy given by

$$a_0(x_{Ge}) = a_{0, Si} + 0.200326 \bar{A}_{Ge}(\bar{r}) [1 - x_{Ge}(\bar{r})] + (a_{0, Ge} - a_{0, Si})x_{Ge}^2(\bar{r}).$$  

(2.41)

2.3.4 Impact ionization

One energetic carrier can generate a new pair of electron and hole via II. In the process of II due to primary electrons, one electron with enough energy in the con-
2.4 Shockley-Read-Hall recombination/generation

The transition of an electron from the conduction band to the valence band through one or multiple steps, leading to annihilation of an electron-hole pair, is known as the recombination process, whereas the reverse transition is referred to generation. In a trap-assisted recombination process, described by the SRH recombination model, an electron in the conduction band or a hole in the valence band is trapped via Coulomb forces with another electron in the valence band and loses energy. Consequently, the latter electron gains energy and is transferred to the conduction band resulting in a secondary hole in the valence band. Since three particles are involved in this process, direct evaluation of the transition rate is very difficult and needs different levels of approximation. Therefore, we use a fully energy dependent scattering rate, determined by basic experimental data.

The scattering rate due to II of primary electrons in relaxed silicon is given by [28]

\[
S_{\text{II}}(\varepsilon) = \begin{cases} 
1.49 \times 10^{11} \left( \frac{\varepsilon}{\text{eV}} - 1.128 \right)^3 & \text{for } 1.128 \text{eV} < \varepsilon < 1.750 \text{eV} \\
1.13 \times 10^{12} \left( \frac{\varepsilon}{\text{eV}} - 1.572 \right)^2 & \text{for } 1.750 \text{eV} \leq \varepsilon 
\end{cases}
\]  

(2.42)

and for primary holes is written as

\[
S_{\text{II}}(\varepsilon) = 6 \times 10^{13} \left( \frac{\varepsilon}{\text{eV}} - 1.49 \right)^{3.4}, \text{ for } \varepsilon > 1.49 \text{eV}.
\]  

(2.43)

The final energy of all three carriers after scattering is assumed to be similar as

\[
\varepsilon^{\text{II}}(\varepsilon) = \frac{\varepsilon - E_{\text{gap}}}{3},
\]  

(2.44)

where \(\varepsilon\) is the energy of the primary carrier, and \(E_{\text{gap}}\) is the energy of the band gap. As a result, a transition rate of the form

\[
W^{v',v}(\varepsilon')|\varepsilon) = \frac{S_{\text{II}}(\varepsilon)}{\sum_{v'} Z^v(\varepsilon^{\text{II}}(\varepsilon))} \delta[\varepsilon' - \varepsilon^{\text{II}}(\varepsilon)]
\]  

(2.45)

can reproduce the scattering rates of II.
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Figure 2.3: Energy-band diagram of a depletion region with thermally-induced and trap-assisted-tunneling recombination/generation.

by an energy state within the bandgap of the semiconductor with the corresponding rates of \( R^e_{\text{th}} \) and \( R^h_{\text{th}} \), respectively (Fig. 2.4). This trap state, which is caused by the presence of a guest atom or a structural defect, exchanges energy with carriers via phonons; therefore, this process is known as thermally-induced trap-assisted SRH recombination. In addition, an electron in the conduction band can firstly tunnel through the band gap, and then transit to the trap state \( R^e_{\text{TAT}} \). This field-enhanced recombination process, which is known as trap-assisted-tunneling (TAT), can increase the recombination rate in high electric field domains dramatically. A superposition of these two processes is modeled as a field-enhanced SRH recombination [29], in which the recombination rate is given by

\[
R^{e/h}(\vec{r}, k) = \sigma^{e/h}_T(\vec{r}) \nu^{e/h}_g(k) \tag{2.46}
\]

and the generation rate is obtained from the principle of detailed balance as

\[
G^{e/h}(\vec{r}, k) = \sigma^{e/h}_T(\vec{r}) \nu^{e/h}_g(k) \exp\left(\pm \frac{(E_T(\vec{r}) - \varepsilon)}{k_B T_0}\right) \tag{2.47}
\]

where \( E_T(\vec{r}) \) is the trap state energy level, and \( \sigma^{e/h}_T(\vec{r}) \) is the field-enhanced capture cross section of the traps, which is defined as

\[
\sigma^{e/h}_T(\vec{r}) = \sigma^{e/h}_0 \left(1 + \gamma^{e/h}_{\text{TAT}}(\vec{r})\right) \tag{2.48}
\]
where the field-effect function \( \gamma^{e/h}_{\text{TAT}}(\vec{r}) \) is given by [29]

\[
\gamma^{e/h}_{\text{TAT}}(\vec{r}) = \frac{\Delta E^{e/h}_{\text{TAT}}(\vec{r})}{k_{B}T_{0}} \int_{0}^{1} \exp \left[ \frac{\Delta E^{e/h}_{\text{TAT}}(\vec{r})}{k_{B}T_{0}} u - K^{e/h}_{\text{TAT}}(\vec{r}) u^{3/2} \right] du \tag{2.49}
\]

with

\[
K^{e/h}_{\text{TAT}}(\vec{r}) = \frac{4}{3} \sqrt{\frac{2m^{*}_{e/h} \Delta E^{e/h}_{\text{TAT}}(\vec{r})}{q|E(\vec{r})|}} \tag{2.50}
\]

where the integration intervals \( \Delta E^{e/h}_{\text{TAT}}(\vec{r}) \) are defined based on the electrostatics of the device, as

\[
\Delta E_{e}(\vec{r}) = \begin{cases} 
E_{c}(\vec{r}) + q\phi_{n}(\vec{r}) & \text{for } E_{T}(\vec{r}) \leq -q\phi_{n}(\vec{r}) \\
E_{c}(\vec{r}) - E_{T}(\vec{r}) & \text{for } E_{T}(\vec{r}) > -q\phi_{n}(\vec{r})
\end{cases} \tag{2.51}
\]

and

\[
\Delta E_{h}(\vec{r}) = \begin{cases} 
-q\phi_{p}(\vec{r}) - E_{v}(\vec{r}) & \text{for } E_{T}(\vec{r}) > -q\phi_{p}(\vec{r}) \\
E_{T}(\vec{r}) - E_{v}(\vec{r}) & \text{for } E_{T}(\vec{r}) \leq -q\phi_{p}(\vec{r})
\end{cases} \tag{2.52}
\]

where \( \phi_{n} \) and \( \phi_{p} \) are the local quasi-Fermi levels of electrons and holes, respectively. The required parameters for field-enhanced SRH recombination is obtained from [30], while a scaling factor is used for the total rate to reproduce measurement data. The trap-assisted SRH process can be described by the local occupation probability of the trap states \( f_{T}(\vec{r}) \). Therefore, the rate equation for the occupancy of the trap states is given by

\[
\frac{\partial f_{T}(\vec{r})}{\partial t} = \frac{1}{(2\pi)^{3}} \int \left[ f_{T}(\vec{r}) \left[ R^{h}(\vec{r}, k') f^{h}(\vec{r}, \vec{k}') - G^{e}(\vec{r}, k') \right] + (1 - f_{T}(\vec{r})) \left[ R^{e}(\vec{r}, k') f^{e}(\vec{r}, \vec{k}') - G^{h}(\vec{r}, k') \right] \right] d^{3}k'. \tag{2.53}
\]

In order to include recombination/generation processes, a coupled system of BTEs for electrons and holes (will be introduced in Sec. 2.8) has to be considered. The SRH recombination operators for the BTEs of electrons and holes 2.1 are defined, respectively, as

\[
\Gamma^{e}\{f^{e}, f^{h}\} = N_{T}(\vec{r}) \left[ R^{e}(\vec{r}, k) (1 - f_{T}(\vec{r})) f^{e}(\vec{r}, \vec{k}) - G^{e}(\vec{r}, k) f_{T}(\vec{r}) \right] \tag{2.54}
\]
Table 2.4: Direct and indirect BTBT parameters for two different Ge contents

\[
\Gamma^h \{ f^e, f^h \} = N_T(\vec{r}) \left[ R^h(\vec{r}, k) f_T(\vec{r}, \vec{k}) - G^h(\vec{r}, k) (1 - f_T(\vec{r})) \right] \quad (2.55)
\]

where \( N_T(\vec{r}) \) is the density of trap states.

### 2.5 Band-to-band tunneling

Under very high electric field, an electron in the valence band can directly tunnel through the semiconductor gap and reach to the conduction band. A local model for this phenomena, which is based on the electric field, considers a generated electron-hole pair at the same place. The local generation operator due to both direct and indirect BTBT can be written as [29]

\[
G^{\text{BTBT}} \{ f^e, f^h \} = (G_{\text{dir}} + G_{\text{ind}}) \left( \frac{n_i^2 - n(\vec{r}) p(\vec{r})}{(n(\vec{r}) + n_i(\vec{r}))(p(\vec{r}) + n_i(\vec{r}))} \right) \left( \frac{N_{c/e}(\vec{r}) f_{\text{eq}}^{e/h}(\varepsilon)}{n_0(\vec{r})} \right) \quad (2.56)
\]

where \( n_i(\vec{r}) \) is the intrinsic carrier density, \( N_{c}(\vec{r}) \) and \( N_{e}(\vec{r}) \) are the effective density of states for the conduction and valence bands, respectively, \( n_0(\vec{r}) \) is the density of electrons at thermal equilibrium, and \( f_{\text{eq}}^{e/h} \) is the equilibrium distribution function. The direct and indirect BTBT generation rates can be written as

\[
G_{\text{dir/ind}}(\vec{r}) = A_{\text{dir/ind}} \left( \frac{\vec{E}(\vec{r})}{F_0} \right)^{p_{\text{dir/ind}}} \exp \left( - \frac{B_{\text{dir/ind}}}{|\vec{E}(\vec{r})|} \right) \quad (2.57)
\]

where \( F_0 = 1 \text{ V/cm} \), \( p_{\text{dir}} = 2 \) and \( p_{\text{ind}} = 2.5 \) for the direct and indirect BTBT, respectively, and \( A_{\text{dir/ind}} \) and \( B_{\text{dir/ind}} \) are the Kane factors, which are calculated for the direct and indirect BTBT based on the given germanium content [31]. Tab. 2.4 shows these parameters for two different Ge contents, while it is observed that in our desired range of Ge content (\( X_{\text{Ge}} < 0.3 \)) indirect BTBT is dominant. Further-
more, to match experimental results, a global scaling factor is multiplied to this generation rate.

### 2.6 Spherical harmonics expansion

The SHE method is the most sophisticated approach to solve the BTE in a deterministic manner without stochastic errors. The main idea of this method is to use spherical coordinates for the $k$-space and expand the dependence on the two angles with spherical harmonics, which are defined as

$$Y_{l,m}(\theta, \phi) = \begin{cases} 
  c_{l,m} \cos (m \phi) P_l^m (\cos \theta) & \text{for } m \geq 0 \\
  c_{l,m} \sin (-m \phi) P_l^{-m} (\cos \theta) & \text{for } m < 0
\end{cases}, \quad (2.58)$$

where $\theta$ and $\phi$ are angles in the spherical coordinate system, $l \geq 0$ is the spherical harmonics order and $m$ is the sub-order index, which is bounded by $-l \leq m \leq l$. The normalization factor $c_{l,m}$ is given by

$$c_{l,m} = \begin{cases} 
  \sqrt{\frac{(2l+1)}{4\pi}} & \text{for } m = 0 \\
  \sqrt{\frac{(2l+1)(l-|m|)!}{2\pi(l+|m|)!}} & \text{for } m \neq 0
\end{cases}. \quad (2.59)$$

$P_l^m(x)$ is the associated Legendre polynomials

$$P_l^m(x) = (1 - x^2)^{m/2} \frac{d^m}{dx^m} P_l(x), \quad (2.60)$$

with the Legendre polynomials defined as

$$P_l(x) = \frac{1}{2^l l!} \frac{d^l}{dx^l} (x^2 - 1)^l. \quad (2.61)$$

The spherical harmonics up to first order are obtained as

$$Y_{0,0}(\theta, \phi) = \frac{1}{\sqrt{4\pi}}, \quad (2.62)$$
Y_{1,-1}(\theta, \phi) = \sqrt{\frac{3}{4\pi}} \sin \theta \sin \phi, \quad (2.63)

Y_{1,0}(\theta, \phi) = \sqrt{\frac{3}{4\pi}} \cos \theta, \quad (2.64)

Y_{1,1}(\theta, \phi) = \sqrt{\frac{3}{4\pi}} \sin \theta \cos \phi. \quad (2.65)

The spherical harmonics are orthonormal and form a complete set of basis functions

\[ \int_\pi \theta = 0 \int_{2\pi} \phi = 0 Y_{l,m}(\theta, \phi) Y_{l',m'}(\theta, \phi) \sin \theta d\phi d\theta = \delta_{l,l'} \delta_{m,m'}, \quad (2.66) \]

where the Kronecker delta \( \delta_{l,l'} = 1 \) only if \( l = l' \), otherwise it is equal to zero. A quantity \( X(\theta, \phi) \) is expanded with these basis functions as

\[ X_{l,m} = \oint X(\theta, \phi) Y_{l,m}(\theta, \phi) d\Omega \quad (2.67) \]

and the original quantity can be recovered by a truncated expansion, leading to a finite number of unknowns for the angular dependence, as

\[ X(\theta, \phi) = \sum_{l=0}^{L_{\text{max}}} \sum_{m=-l}^{l} X_{l,m} Y_{l,m}(\theta, \phi), \quad (2.68) \]

where \( L_{\text{max}} \) is the maximum expansion order.

Since it has been demonstrated that expansion of the distribution function on an equienergy surface has many advantages over an expansion with respect to the modulus of the wave-vector [32], we exploit the expansion coefficients for the distribution function on equienergy surfaces given by [12]

\[ f_{l,m}(\vec{r}, \varepsilon) = \frac{1}{(2\pi)^3} \int_{BZ} \delta(\varepsilon - \varepsilon(\vec{k})) Y_{l,m}(\theta, \phi) f^{v}(\vec{r}, \vec{k}) d^3k, \quad (2.69) \]

where the following conventional relation

\[ \frac{1}{(2\pi)^3} d^3k = Z^{v}(\varepsilon) d\varepsilon d\Omega, \quad (2.70) \]
2.6 Spherical harmonics expansion

is used to transform the integral over the $k$-space to an integral over energy. In a similar manner, the BTE is projected onto spherical harmonics

$$\frac{1}{(2\pi)^3} \int_{BZ} \delta(\varepsilon - \varepsilon(\vec{k})) Y_{l,m}(\theta, \phi) \{\text{BTE}\} d^3k,$$  \hspace{1cm} (2.71)

in which the expansion of each term is discussed separately in the following subsections.

2.6.1 Free-streaming operator

The expansion of the diffusion term evaluates to

$$\frac{1}{(2\pi)^3} \int_{BZ} \delta(\varepsilon - \varepsilon(\vec{k})) Y_{l,m}(\theta, \phi) \left[ \vec{v}(\vec{k}) \cdot \nabla_r f(\vec{r}, \vec{k}) \right] d^3k = \nabla_r \cdot \vec{j}_{l,m}(\vec{r}, \varepsilon),$$  \hspace{1cm} (2.72)

where the projected current density $\vec{j}_{l,m}(\vec{r}, \varepsilon)$ is introduced as

$$\vec{j}_{l,m}(\vec{r}, \varepsilon) = \oint \vec{v}(\vec{k}) f(\vec{r}, \vec{k}) Y_{l,m}(\theta, \phi) Z(\varepsilon) d\Omega.$$  \hspace{1cm} (2.73)

The drift term is expanded into spherical harmonics by

$$\frac{1}{(2\pi)^3} \int_{BZ} \delta(\varepsilon - \varepsilon(\vec{k})) Y_{l,m}(\theta, \phi) \left[ \frac{1}{\hbar} \vec{F}(\vec{r}) \cdot \nabla_k f(\vec{r}, \vec{k}) \right] d^3k = \vec{F}(\vec{r}) \cdot \left\{ \frac{\partial j_{l,m}(\vec{r}, \varepsilon)}{\partial \varepsilon} - A_{l,m}(\vec{r}, \varepsilon) \right\},$$  \hspace{1cm} (2.74)

where the drift coefficient is defined as

$$A_{l,m}(\vec{r}, \varepsilon) = \frac{1}{\hbar k} \oint \left( \frac{\partial Y_{l,m}(\theta, \phi)}{\partial \theta} e_\theta + \frac{1}{\sin \theta} \frac{\partial Y_{l,m}(\theta, \phi)}{\partial \phi} e_\phi \right) f(\vec{r}, \vec{k}) d\Omega.$$  \hspace{1cm} (2.75)

2.6.2 Scattering operator

The scattering operator is split into in- and out-scattering terms as

$$S\{f\} = S^{\text{in}}\{f\} - S^{\text{out}}\{f\}.$$  \hspace{1cm} (2.76)
Based on the fact that our transition rates are assumed to be velocity randomizing, i.e. these rates do not depend on the scattering angles and by neglecting the Pauli’s principle, projection of the in- and out-scattering terms yield, respectively [12]

\[
S_{in}^{l,m}(\vec{r}, \varepsilon) = \frac{V_0}{Y_{0,0}} \sum_{v'} \int W^{v',v}(\vec{r}, \varepsilon') f_{0,0}^{v'}(\vec{r}, \varepsilon') Z(\varepsilon) Z(\varepsilon') d\varepsilon',
\]

(2.77)

\[
S_{out}^{l,m}(\vec{r}, \varepsilon) = \frac{V_0}{Y_{0,0}} \sum_{v'} \int W^{v',v}(\vec{r}, \varepsilon') f_{l,m}^{v'}(\vec{r}, \varepsilon) Z(\varepsilon) Z(\varepsilon') d\varepsilon'.
\]

(2.78)

### 2.6.3 Recombination/generation operator

The coupling terms due to recombination and generation in the BTEs of electrons and holes, which are defined in Eq. 2.54 and Eq. 2.54, are projected into spherical harmonics, respectively, as

\[
\Gamma_{e}^{l,m}(\vec{r}, \varepsilon) = N_T(\vec{r}) Z^e(\varepsilon) \left[ R^e(\vec{r}, \varepsilon) (1 - f_T(\vec{r})) f_{l,m}^{e}(\vec{r}, \varepsilon) - \frac{1}{Y_{0,0}} G^e(\vec{r}, \varepsilon) f_T(\vec{r}) \right],
\]

(2.79)

\[
\Gamma_{h}^{l,m}(\vec{r}, \varepsilon) = N_T(\vec{r}) Z^h(\varepsilon) \left[ R^h(\vec{r}, \varepsilon) f_T(\vec{r}) f_{l,m}^{h}(\vec{r}, \varepsilon) - \frac{1}{Y_{0,0}} G^h(\vec{r}, \varepsilon) (1 - f_T(\vec{r})) \right],
\]

(2.80)

where \( f_T(\vec{r}) \) is the solution of the Eq. 2.53, which has to be solved self-consistently.

### 2.7 H-transform

The coupling between the spatial derivative and the derivative w.r.t energy, which are introduced in the projection of the Free-streaming operator, can make instabilities in the solution. To avoid these numerical problems, we use a variable transformation from energy-space to H-space, which is given by

\[
H(\vec{r}) = \begin{cases} 
\varepsilon - e\Psi(\vec{r}) + E_c(\vec{r}) & \text{for electrons} \\
\varepsilon + e\Psi(\vec{r}) - E_v(\vec{r}) & \text{for holes}
\end{cases}
\]

(2.81)
where $\Psi(\vec{r})$ is the electrostatic potential. By using this specific choice of H-transform, projection of the Free-streaming operator simplifies to

$$
\nabla_r \cdot \vec{j}_{l,m}(\vec{r}, \varepsilon) + F(\vec{r}) \cdot \left\{ \frac{\partial j_{l,m}(\vec{r}, \varepsilon)}{\partial \varepsilon} - A_{l,m}(\vec{r}, \varepsilon) \right\} = \nabla_r \cdot \vec{j}_{l,m}(\vec{r}, H) - F(\vec{r}) \cdot A_{l,m}(\vec{r}, H).
$$

(2.82)

As a result, the projection of the Free-streaming operator only contains differentials w.r.t the position. However, it results in a potential-dependent energy grid.

### 2.8 Coupled system of equations

In order to investigate bipolar effects in SiGe HBTs, a coupled system of BTEs for electrons and holes has to be considered. These BTEs for electrons and holes under stationary conditions can be expressed, respectively, as

$$
L^e\{f^e\} = S\{f^e\} + Q\{f^e, f^h\} - \Gamma^e\{f^e, f^h\} + G^e_{\text{BTBT}}\{n, p\},
$$

(2.83)

$$
L^h\{f^h\} = S\{f^h\} + Q\{f^e, f^h\} - \Gamma^h\{f^e, f^h\} + G^h_{\text{BTBT}}\{n, p\},
$$

(2.84)

where $L^{e/h}\{f^{e/h}\}$ is the free-streaming operator, $S\{f^{e/h}\}$ is the scattering operator, which accounts for carrier-phonon scattering, impurity scattering, alloy scattering, and II scattering of primary particles, $Q\{f^{e/h}\}$ is the generation operator of secondary particles due to II, $\Gamma^{e/h}\{f^{e/h}\}$ is the SRH recombination operator, and $G^{e/h}_{\text{BTBT}}\{n, p\}$ is the BTBT generation operator. To obtain the electrostatic potential, the Poisson’s equation has to be solved, which reads [33]

$$
\nabla \cdot (\kappa(\vec{r}) \nabla \psi) = e\{n(\vec{r}) - p(\vec{r}) + N_a(\vec{r}) - N_d(\vec{r}) - C_T(\vec{r})\},
$$

(2.85)

where $C_T(\vec{r})$ is the density of the trapped charges. At the artificial boundaries of the simulation domain, we consider Neumann boundary condition for this equation, which is fulfilled directly as a consequence of the box integration method. For the
terminal contacts, the Dirichlet boundary condition is used, which is given by

$$\psi_{\text{cont}}(\vec{r}) = V_{\text{ap}} + \frac{k_B T \text{Le}}{e} \arcsinh \left( \frac{N_d(\vec{r}) - N_a(\vec{r})}{2n_i(\vec{r})} \right) - \Phi_h(\vec{r}),$$  \hspace{1cm} (2.86)

where $V_{\text{ap}}$ is the applied bias voltage, and $\Phi_h(\vec{r})$ is the workfunction difference relative to relaxed silicon (RSi) defined as

$$\Phi_h(\vec{r}) = \frac{1}{2} \left( - \frac{E_c(\vec{r}) - E_{c,\text{RSi}}}{e} + \frac{E_v(\vec{r}) - E_{v,\text{RSi}}}{e} + k_B T \text{Le}(\vec{r}) \ln \left( \frac{N_v(\vec{r}) N_{v,\text{RSi}}}{N_c(\vec{r}) N_{c,\text{RSi}}} \right) \right).$$  \hspace{1cm} (2.87)

A solution of this Boltzmann-Poisson system is needed and often referred to as self-consistent solution of the BTE.

### 2.9 Boundary condition

The Robin boundary condition for the BTEs defined in Eq. 2.83 and Eq. 2.84, is applied by an interface generation rate, given by

$$\gamma^v(\vec{r}, \vec{k}) = v_r \left[ f^v(\vec{r}, \vec{k}) - f_{eq}^{v/h}(\varepsilon) \right],$$  \hspace{1cm} (2.88)

which is added to the right hand side of these equations for the direct nodes at the terminal contacts. In this manner, the interface recombination velocity $v_r$ determines the number of injected carriers from the terminal contact.

### 2.10 Discretization

To numerically solve the coupled system of equations introduced in Sec. 2.8, they have to be discretized in real- and energy-spaces. The box integration method [34] is employed for discretization of the real space based on a 2-D Delaunay grid. In this method, the surrounding box volume for the direct grid node $i_d$ (shown in Fig. 2.4), which contains all points closest to the corresponding grid node, is used as the unit cell for discretization, and the middle points along the lines between two
neighboring direct nodes are defined as the adjoint nodes. The carrier distribution functions are split into even and odd parts, where the even part defined on the direct grid nodes yields carrier densities, and the odd part assigned to the adjoint nodes yields fluxes, such as the current density.

To discretize the energy-space, an equidistant grid with energy distance $\Delta H$ is used. The total energy range for the $n$-th energy point $H_n$ is defined as $(H_n - \Delta H/2, H_n + \Delta H/2)$. However, if this range includes the valley minimum, the integral over the energy space is calculated from that value. Therefore, the minimum of the total energy at each energy box in general case is given by

$$H_{\text{min}}^n(r) = \min \left\{ H_n + \frac{\Delta H}{2}, \max \left\{ H_n - \frac{\Delta H}{2}, \pm \left( E_{c,v}(r) - q_e \Psi(r) \right) \right\} \right\}, \quad (2.89)$$

where the upper (lower) sign is for electrons (holes). Since $H_{\text{min}}^n(r)$ depends on the electrostatic potential, it has to be updated at each iteration step.

### 2.11 I-V characteristics of SiGe HBTs

In order to validate the results of the SHE solver, we compare simulation results with measurement data from state-of-the-art SiGe HBTs. A 2-D real space struc-
Figure 2.5: Doping concentrations and Ge content profiles of the investigated SiGe HBT along the symmetry axis.

As the first step for the characterization of the device, we obtain the Gummel plot, which is the combined plot of the collector current $I_C$ and base current $I_B$ versus the base-emitter voltage while the collector-base bias is set to zero ($V_{CB} = 0\text{V}$). In order to perform CPU efficient simulations, a third-order SHE with including full band structure effects is used, while higher harmonics do not have a considerable impact on the electrical characteristics. The described band gap narrowing, carrier-phonon scattering, impurity scattering and alloy scattering models with the reported parameters are used in this simulation.
2.11  I-V characteristics of SiGe HBTs
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**Figure 2.6:** Electrostatic potential at $V_{CB} = 0$V along the symmetry axis of the investigated SiGe HBT.

![Carrier density plot](image)

**Figure 2.7:** Electron and hole densities at $V_{BE} = 0.8$ V and $V_{CB} = 0$ V, along the symmetry axis of the SiGe HBT.

Fig. 2.8 represents the Gummel plot for the investigated SiGe HBT compared with measurements. Due to minor uncertainty in the extracted Ge profile, we are allowed to change Ge content by a few percent to reproduce our measured $I_C$ at $T_0 = 300$ K from simulation. Moreover, the peak of the doping concentration at the emitter region is $1.6 \times 10^{21}$ cm$^{-3}$, while the maximum dose that can be electrically activated and used in our numerical simulations is $2 \times 10^{20}$ cm$^{-3}$. However, band
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Figure 2.8: Gummel characteristics of the SiGe HBT in comparison to measurement data. The leakage currents observed for the fresh device are due to packaging and are not taken into account in our simulation.

Figure 2.9: $I_B-V_{CE}$ characteristic at $V_{BE}=0.7V$

gap narrowing might have a bigger parameter proportional to the real value of the doping concentration ($1.6 \times 10^{21}\text{cm}^{-3}$) at the emitter. Therefore, a scaling parameter for the band gap narrowing at the emitter region was defined and used as a calibration parameter to reproduce the measured base current. It is noteworthy that in our simulations, the degeneracy effects due to high doping concentrations in the emitter and collector regions are captured by the modified impurity scattering rate and bandgap narrowing [35, 36].
In a common-emitter configuration, increasing the collector-emitter voltage induces II. The avalanche multiplication of carriers, which happens at $V_{CE} > BV_{CEO}$, makes the II current prominent and reverses the base current direction. Therefore, the base current reversal in $I_B$-$V_{CE}$ characteristic is used as a basis to calibrate the global scaling parameter of the II rates initiated by primary electrons and holes. Fig. 2.9 shows the $I_B$-$V_{CE}$ curve obtained from SHE simulation in comparison to measurement data, which both report $BV_{CEO} = 1.6 \text{ V}$.

If the base-emitter junction is not forward biased, we expect very small number of charge carriers that enter the base and move to the collector. However, increasing $V_{CB}$ can enhance electric field in the collector-base junction leading to tunneling currents. Fig. 2.10 shows the $J_C$-$V_{CB}$ curve at $V_{BE} = 0 \text{ V}$ from 1D SHE simulation compared to measurements. These results show that at $V_{CB} < 0.15 \text{ V}$, TAT has the main share of the tunneling current, whereas for higher $V_{CB}$ the current due to BTBT becomes dominant.
Chapter 3

Electrothermal Effects

3.1 Thermal issues in SiGe HBTs

To continue the trend in frequency performance improvement, SiGe HBTs have to be operated at higher current densities. This inevitable increase in operating current together with continuous lateral and vertical downscaling, leading to stronger internal electric fields, has remarkably increased heat generation inside the devices. Therefore, self-heating effects in bipolar transistors, which cause an increase of the collector current, may lead to thermal instability. This positive current-temperature feedback sets an upper limit on the current density, which limits the SOA of bipolar transistors [37].

In addition, adding germanium to silicon and using shallow/deep trench isolation schemes to reduce the parasitic capacitances [38] result in a large reduction of the thermal conduction, which restricts the spreading of the generated heat. Hence, a deeper insight into the microscopic mechanisms of heat generation and dissipation inside the SiGe HBTs as well as their impact on the electrical characteristics is necessary.

In order to study electrothermal effects in bipolar transistors, a state-of-the-art
3.2 Advanced electrothermal device simulation

High electric fields in semiconductor devices accelerate charge carriers and increase their kinetic energy. Carriers with energies greater than 60 meV scatter mainly with optical phonons, which have a negligible group velocity and cannot participate in heat transport. Instead, optical phonons decay into long wavelength acoustic phonons, which dominate heat transport in semiconductors. However, this decay is relatively slow compared to the carrier-phonon interactions and as a result, a bottleneck for energy dissipation can occur, which leads to a large number of optical phonons in high-field domains. Fig. 3.1 illustrates symbolically the carrier-phonon and phonon-phonon interaction processes with their corresponding scattering time constants [40]. In order to precisely investigate self-heating in nanoscale bipolar transistors, a coupled system of transport equations for carriers and phonons has
to be considered. For this purpose, the coupling term in the phonon equations, which describes carrier-phonon interactions, has to be modeled properly.

In fact, hot carriers do not release their energy to the lattice exactly at the same position where they receive it and they diffuse several mean free paths (10-50 nm) before they lose the energy. Therefore, the so-called Joule-heating term, which is widely used in thermal simulation of bipolar transistors [41], just represents the energy that carriers gain from the electric field and is not appropriate for calculating the spatial distribution of heat generation. To tackle this problem, an advanced hydrodynamic model describing heat generation and transport in submicron silicon devices has been proposed in [42]. However, this approach is still based on a single averaged carrier temperature within the relaxation time approximation and also does not account for the spectral information regarding the emitted phonons.

Since lattice heating is due to inelastic carrier-phonon scattering, which is described in detail by the scattering integral of the BTE, the BTE is the most accurate approach for a comprehensive investigation of the carrier-phonon interactions [43]. The energy loss rate due to inelastic carrier-phonon scattering can be calculated from the corresponding scattering rate as

\[
E_{\text{loss}} = \frac{2V_0}{(2\pi)^6} \sum v \sum v' \sum \eta \int \int \int \frac{\hbar \omega_{\eta} f^{v}(\vec{r}, \vec{k})}{\eta} \left[ W_{\eta,\text{em}}^{v,v}(\vec{r}, \vec{k}|\vec{k}') - W_{\eta,\text{ab}}^{v,v'}(\vec{r}, \vec{k}|\vec{k}') \right] d^3k d^3k',
\]

where \(W_{\eta,\text{em}}^{v,v'}\) and \(W_{\eta,\text{ab}}^{v,v'}\) refer to the transition rate for phonon emission and absorption, respectively. Fig. 3.2 shows the power densities calculated from Joule-heating and energy loss rate due to inelastic phonon scattering along the symmetry axis of the investigated SiGe HBT. In fact, carriers receive energy from the high electric field at the collector-base junction, which can be described by the Joule-heating term, while they lose their energy via net phonon generation deep in the collector region. This result shows the spatial shift that carriers experience before releasing their energy to the lattice and clarifies the importance of longitudinal optical (LO) phonons in carrier-phonon interactions.
In several previous works, the MC method was used to solve the BTE for electrons coupled with heat transport equations. The most elementary approach to consider heat conduction is the Fourier heat equation \[44, 45\], which is not valid in the submicron regime. Raleva et al. \[46\] and Vasileska et al. \[47\] used a system of energy balance equations for both optical and acoustic phonons derived from the corresponding phonon BTEs and coupled them with their electron MC simulator to investigate self-heating in silicon-on-insulator devices. Although this time-efficient approach can model the phonon bottleneck in thermal energy transport by distinguishing between optical and acoustic phonon temperatures, it cannot capture all microscopic features of non-equilibrium phonon transport due to the averaged phonon temperatures. More recently, Nghiêm et al. \[48\] introduced a more detailed electrothermal simulator, which solves the BTE for both electrons and phonons self-consistently while the feedback to the electron system is the effective temperature extracted from the phonon distribution function.

Despite remarkable advances in understanding physics of phonon transport with the aid of the MC method, the stochastic nature of this method can impede the calculation of parameters with very small or slow variations. To overcome this
3.3 BTEs for the coupled carrier-phonon system

problem, the BTE can be solved deterministically based on the SHE method [49]. In this regard, Ramonas et al. [50] have presented recently a deterministic approach for transport and noise calculations in a non-equilibrium bulk electron-phonon system.

In this work, we present a SHE method for the coupled BTEs of carriers and phonons under stationary conditions in a SiGe HBT. Since carriers lose their energy mainly by scattering with LO phonons, we solve phonon BTE only for the LO phonons (Sec. 3.3). In addition, energy balance equations for the averaged phonon temperatures are used and introduced in Sec. 3.4 for the other optical and acoustic phonon modes. The lattice thermal conductivity, which models heat conduction by acoustic phonons, is limited by alloy, impurity and size effects in nanoscale SiGe HBTs [51, 52]. These effects are also captured by analytical models for the lattice thermal conductivity, which are discussed in Sec. 3.5. With this electrothermal device simulator, temperature distribution in the 2-D SiGe HBT is calculated and junction temperature is calibrated to match with measurement data (Sec. 3.6). Consistency of the extracted junction temperature from the simulated DC characteristics with the value obtained from the temperature profile around the EB junction is a verification for the analytical approach used to extract the thermal resistance of the device by experiments (Sec. 3.8). Furthermore, the impacts of hot LO phonons and self-heating on steady-state carrier transport are shown in Sec. 3.7 and Sec. 3.9, respectively.

3.3 BTEs for the coupled carrier-phonon system

To investigate non-equilibrium effects for the carrier-phonon system in bipolar transistors, a coupled set of BTEs for electrons, holes, and phonons, has to be solved self-consistently. Since the projection of the full-band carrier BTE onto spherical harmonics has been discussed in chapter 2, here, we just describe the expansion of the coupling terms in the carrier and phonon BTEs.
3.3.1 Coupling term in carrier BTEs

We consider a non-equilibrium phonon distribution function \( n(\vec{r}, \vec{q}) \), defined on the phonon wave vector \( \vec{q} \), only for LO phonons. For the other phonon modes, equilibrium distribution functions, which are evaluated at averaged phonon temperatures of the optical \( T_{\text{op}}(\vec{r}) \) and acoustic \( T_{\text{ac}}(\vec{r}) \) phonon branches, are assumed. Under these assumptions, the BTE for the carrier distribution function is written as

\[
L\{f\} = Q^{\text{LO}}\{f, n\} + S\{f, T_{\text{op}}, T_{\text{ac}}\},
\]

(3.2)

where \( Q^{\text{LO}}\{f, n\} \) denotes the scattering operator for inelastic interactions of carriers with LO phonons, and \( S\{f, T_{\text{op}}, T_{\text{ac}}\} \) stands for the scattering operator of all other scattering mechanisms. The momentum dependent transition rate for the inelastic carrier-LO phonon scattering is given by

\[
W^{v,v'}(\vec{r}, \vec{k}, \vec{k}', n) = C_0(\vec{r}) \left[ n(\vec{r}, \vec{q}) + \frac{1}{2} \mp \frac{1}{2} \right] \delta(\varepsilon(\vec{k}) - \varepsilon(\vec{k}') \mp \hbar \omega),
\]

(3.3)

where \( C_0(\vec{r}) \) is the interaction constant, and the upper sign refers to phonon absorption and the lower one to phonon emission. After expansion of the phonon distribution function with spherical harmonics, \( n(\vec{r}, \vec{q}) = \sum_{s,p} n_{s,p}(\vec{r}, \vec{q}) Y_{s,p}(\theta, \phi) \), the projection of the in- and out-scattering terms on an equienergy surface for the absorption of LO phonon yields

\[
Q_{\text{in}}^{l,m}(\vec{r}, \varepsilon) = V_0 C_0(\vec{r}) \sum_{v'} \sum_{v,m'} \sum_{s,p} n_{s,p}(\vec{r}, \vec{q}) f_{v',m'}^{v}(\vec{r}, \varepsilon - \hbar \omega) Z(\varepsilon - \hbar \omega) Z(\varepsilon)
\]

\[
\int \int Y_{l,m}(\theta, \phi) Y_{v',m'}(\theta', \phi') Y_{s,p}(\theta, \phi) dY'd\Omega,
\]

(3.4)

\[
Q_{\text{out}}^{l,m}(\vec{r}, \varepsilon) = V_0 C_0(\vec{r}) \sum_{v'} \sum_{v,m'} \sum_{s,p} n_{s,p}(\vec{r}, \vec{q}) f_{v',m'}^{v}(\vec{r}, \varepsilon) Z(\varepsilon + \hbar \omega) Z(\varepsilon)
\]

\[
\int \int Y_{l,m}(\theta, \phi) Y_{v',m'}(\theta', \phi') Y_{s,p}(\theta, \phi) dY'd\Omega.
\]

(3.5)

The spherical coordinates in the \( q \)-space have to be expressed based on the modulus of the wave vector and the angles of the initial and final carrier states by exploit-
ing the momentum conservation rule, $\mathbf{k}' = \mathbf{k} \pm \mathbf{q}$. Therefore, we use the addition theorem for spherical harmonics, which can be reformulated as [53]

$$M(q) = M(\varepsilon, \varepsilon', \theta_{kk'}) = \sum_{i,h} M_i(\varepsilon, \varepsilon') Y_{i,h}(\theta_k, \phi_k) Y_{i,h}(\theta_{k'}, \phi_{k'}), \quad (3.6)$$

in which

$$M_i(\varepsilon, \varepsilon') = 2\pi \int_{-1}^{1} M^\gamma(\varepsilon, \varepsilon', \theta_{kk'}) P_i(\cos \theta_{kk'}) d(\cos \theta_{kk'}). \quad (3.7)$$

As a result, by assuming $M(q) = n_{0,0}(\vec{r}, q)$ for the zero-th spherical harmonic of the phonon distribution function, we obtain

$$Q_{\text{in}}^{l,m}(\vec{r}, \varepsilon) = V_0 C_0(\vec{r}) Y_{0,0} \sum_{\varepsilon'} M_l(\vec{r}, \varepsilon, \varepsilon') f_{l,m}(\vec{r}, \varepsilon - \hbar \omega) Z(\varepsilon - \hbar \omega) Z(\varepsilon), \quad (3.8)$$

$$Q_{\text{out}}^{l,m}(\vec{r}, \varepsilon) = V_0 C_0(\vec{r}) Y_{0,0} \sum_{\varepsilon'} M_0(\vec{r}, \varepsilon, \varepsilon') f_{l,m}(\vec{r}, \varepsilon) Z(\varepsilon + \hbar \omega) Z(\varepsilon), \quad (3.9)$$

where $M_l(\vec{r}, \varepsilon, \varepsilon')$ is expressed as

$$M_l(\vec{r}, \varepsilon, \varepsilon') = 2\pi \int_{-1}^{1} n_{0,0}(\vec{r}, \sqrt{k^2(\varepsilon) + k^2(\varepsilon')} - 2k(\varepsilon)k(\varepsilon') \cos(x)) P_l(x) dx. \quad (3.10)$$

These expansions result in a balance equation for the coefficients of the carrier distribution function, which is discretized over energy and real space as described in 2.10.

### 3.3.2 BTE for LO phonons

The strong carrier-LO phonon scattering can lead to a significant deviation in the distribution function of the LO phonons from the Bose-Einstein distribution function at equilibrium. The kinetic equation for the LO phonons is given by

$$G^e \{ n, f \} + \left( \frac{\partial n}{\partial t} \right)_{\text{col}} = 0, \quad (3.11)$$
where $G^c \{n, f\}$ is the phonon generation term, and $(\frac{\partial n}{\partial t})_{\text{col}}$ represents the phonon-phonon scattering term, which is modeled within the relaxation time approximation as

$$
(\frac{\partial n}{\partial t})_{\text{col}} = \frac{n(\vec{r}, \vec{q}) - n_{\text{eq}}(T_L)}{\tau_{\text{op}}}, \tag{3.12}
$$

where $\tau_{\text{op}}$ is the relaxation time attributed to the interaction between optical and acoustic phonons, and $n_{\text{eq}}(T_L)$ is the equilibrium phonon distribution function evaluated at the lattice temperature $T_L(\vec{r})$. Expansion into spherical harmonics for the phonon-phonon scattering term yields

$$
(\frac{\partial n}{\partial t})^{s,p}_{\text{col}}(\vec{r}, q) = \frac{n_{s,p}(\vec{r}, q) - Y_{0,0}^{-1} \delta_{s,0} \delta_{p,0} n_{\text{eq}}(T_L)}{\tau_{\text{op}}}. \tag{3.13}
$$

The generation term, which models the energy exchange with carriers via either phonon creation (emission) or annihilation (absorption), is given by

$$
G^c \{n, f\} = \frac{2V_0}{(2\pi)^3} \sum_v \int \left[ W^{v,v}_{ab}(\vec{r}, \vec{k}, \vec{q}, n) - W^{v,s}_{em}(\vec{r}, \vec{k}, q, n) \right] f^{v}(\vec{r}, \vec{k}) d^3k. \tag{3.14}
$$

To eliminate the delta function in the transition rate (eq. 3.3), we have to establish a relation between $\varepsilon$ and $q$. In the case of the full-band structure, which is used in this work, we apply the invertible dispersion relation and perform linear interpolation for the modulus of the carrier wave vectors at each energy step $\varepsilon_i$ as

$$
k(\varepsilon) = a_i(\varepsilon - \varepsilon_i) + b_i, \tag{3.15}
$$

$$
k'(\varepsilon') = a'_i(\varepsilon' - (\varepsilon_i \pm \hbar \omega)) + b'_i. \tag{3.16}
$$

Consequently, the spherical expansion for the absorption part of the generation term yields

$$
G^{s,p}_{ab}(\vec{r}, q) = 2V_0 C_0(\vec{r}) \sum_v \sum_{s',p'} \sum_{l,m} \int_{\varepsilon_{\text{min}}}^{\varepsilon} f^{v}_{l,m}(\vec{r}, \varepsilon) Z^{v}(\varepsilon) Z_{ph}(q) I_{l,m,s,p,s',p'}(\vec{r}, \varepsilon, q) d\varepsilon, \tag{3.17}
$$
3.3 BTEs for the coupled carrier-phonon system

![Graph showing the zeroth order harmonic of the LO phonon distribution function along the symmetry axis of the investigated HBT at $V_{BE} = 0.9$ V and $V_{CE} = 1$ V.]

**Figure 3.3:** Zeroth order harmonic of the LO phonon distribution function along the symmetry axis of the investigated HBT at $V_{BE} = 0.9$ V and $V_{CE} = 1$ V.

With

$$I_{l,m,s,p,s',p'}(\vec{r}, \varepsilon, q) = 2\pi \frac{a_i'k'}{kq} n_{s',p'}(\vec{r}, q) P_l \left( \frac{k'^2 - (k^2 + q^2)}{2kq} \right) \int Y_{l,m}(\theta_q, \phi_q) Y_{s,p}(\theta_q, \phi_q) Y_{s',p'}(\theta_q, \phi_q) d\Omega_q,$$

in which $Z_{ph}(q) = q^2/(2\pi)^3$ is the density of states for phonons, and $\varepsilon_{min}$ is determined at each $q$ value from the condition of $|\cos \theta_{kq}| \leq 1$. Similar expressions are obtained for the emission term, which provide a direct solution for the phonon BTE coupled with the BTEs of carriers. Fig. 3.3 shows the zeroth-order harmonic of the LO phonon distribution function along the symmetry axis of the SiGe HBT. The high rate of LO phonon generation in the collector region (Fig. 3.2) leads to a strong deviation in the LO phonon distribution function with respect to the equilibrium value evaluated at the lattice temperature.
3.4 Energy balance equations

Using the first law of thermodynamics, equations of phonon energy conservation can be derived from the corresponding phonon BTEs. These energy balance equations for the optical and acoustic phonon branches are written, respectively, as [54, 46]

\[
\frac{\partial W_{\text{op}}}{\partial t} = \left( \frac{\partial W_{\text{c-op}}}{\partial t} \right)_{\text{col}} - \left( \frac{\partial W_{\text{op-ac}}}{\partial t} \right)_{\text{col}},
\]

\[
\frac{\partial W_{\text{ac}}}{\partial t} = \nabla \cdot (k_{\text{ac}} \nabla T_{\text{ac}}) + \left( \frac{\partial W_{\text{c-ac}}}{\partial t} \right)_{\text{col}} + \left( \frac{\partial W_{\text{op-ac}}}{\partial t} \right)_{\text{col}},
\]

where \( k_{\text{ac}} \) is the lattice thermal conductivity, \( W_{\text{op}} \) and \( W_{\text{ac}} \) are the optical and acoustic phonon energy densities, respectively, which are related to their corresponding temperatures with optical phonon heat capacity \( C_{\text{op}} \), and acoustic phonon heat capacity \( C_{\text{ac}} \), as

\[
dW_{\text{op}} = C_{\text{op}} dT_{\text{op}}, \quad dW_{\text{ac}} = C_{\text{ac}} dT_{\text{ac}}.
\]

The phonon-phonon interaction term, which describes the decay of optical to acoustic phonons, is written in the relaxation time approximation

\[
\left( \frac{\partial W_{\text{op-ac}}}{\partial t} \right)_{\text{col}} = C_{\text{op}} \left( \frac{T_{\text{op}} - T_{\text{ac}}}{\tau_{\text{op}}} \right).
\]

To model heat generation accurately, carrier-phonon interactions are written as the energy loss rate due to inelastic phonon scattering separately for the optical and acoustic modes as

\[
\left( \frac{\partial W_{\text{c-op}}}{\partial t} \right)_{\text{col}} = \frac{2}{(2\pi)^d} \sum_{\nu} \sum_{\eta_{\text{op}}} \int h \omega_{\eta} f^{\nu}(r, \vec{k}) \left[ S_{\eta,\text{em}}^{\nu}(r, \vec{k}, T_{\text{op}}) - S_{\eta,\text{ab}}^{\nu}(r, \vec{k}, T_{\text{op}}) \right] d^3k,
\]

\[
\left( \frac{\partial W_{\text{c-ac}}}{\partial t} \right)_{\text{col}} = \frac{2}{(2\pi)^d} \sum_{\nu} \sum_{\eta_{\text{ac}}} \int h \omega_{\eta} f^{\nu}(r, \vec{k}) \left[ S_{\eta,\text{em}}^{\nu}(r, \vec{k}, T_{\text{ac}}) - S_{\eta,\text{ab}}^{\nu}(r, \vec{k}, T_{\text{ac}}) \right] d^3k.
\]
In this simulation approach, non-equilibrium effects for the other optical phonon modes are described by the average phonon temperature $T_{op}(\vec{r})$. Furthermore, the acoustic phonon temperature $T_{ac}(\vec{r})$ is a good approximation of the lattice temperature [46], which is required for the equilibrium distribution function of the LO phonons in equation (3.12).

### 3.5 Thermal conductivity

Heat conduction in silicon is dominated by acoustic phonon transport and the lattice thermal conductivity is the main parameter that models this effect. Using the relaxation time approximation, an analytical expression for the thermal conductivity can be derived from the BTE of the acoustic phonons. By assumption of a linear dispersion relation for the acoustic phonon modes, $\omega_q = \nu_g q$, and an average group velocity $\nu_g^{-2} = (2/3)c_T^{-2} + (1/3)c_L^{-2}$ based on the sound velocities of the transverse and longitudinal acoustic phonons, $c_T$ and $c_L$, the thermal conductivity is written as [55, 51, 52]:

$$k = \frac{\hbar^2 \nu_A^4}{2\pi^2 k_BT_L^2} \int_0^{\omega_c} \frac{\nu_g}{\tau(q, T_L)} q^4 \frac{\exp(X_q)}{\exp(X_q) - 1} dq,$$

(3.25)

where $X_q = \hbar \nu_g q / k_BT_L$, $\omega_c$ is the phonon cut-off frequency, and $\tau(q, T_L)$ is the total relaxation time for acoustic phonons. The bulk thermal conductivities of pure Si and Ge is calculated by accounting for the umklapp scattering mechanism as $k_{Si} = 148 \text{ Wm}^{-1}\text{K}^{-1}$ and $k_{Ge} = 60 \text{ Wm}^{-1}\text{K}^{-1}$, respectively.

The thermal conductivity of each layer in a semiconductor device is degraded compared to the bulk value due to phonon scattering mechanisms [56], which are illustrated in Fig 3.4. In a SiGe HBT, heat conduction is dramatically reduced due to Ge content, doping profile, and size effects. The thermal conductivity of a SiGe alloy as a function of the Ge mole fraction is given by [57]

$$k_{SiGe}(\vec{r}) = \left[ \frac{1 - x_{Ge}(\vec{r})}{k_{Si}} + \frac{x_{Ge}(\vec{r})}{k_{Ge}} + \left( \frac{1 - x_{Ge}(\vec{r})}{C_k} \right) \frac{x_{Ge}(\vec{r})}{C_k} \right]^{-1},$$

(3.26)
where $C_k = 2.8 \text{ W m}^{-1}\text{K}^{-1}$ is an empirical bowing factor.

A further reduction of the thermal conductivity in doped Si/SiGe is attributed to the enhanced phonon-impurity scattering. The variation of the thermal conductivity as a function of the dopant concentration is modeled using molecular dynamics results as [58]

$$k_{\text{SiGe}, \text{doped}}(\mathbf{r}) = k_{\text{SiGe}}(\mathbf{r}) \frac{A(N_{\text{dop}}(\mathbf{r})/N_{\text{norm}})\alpha}{1 + A(N_{\text{dop}}(\mathbf{r})/N_{\text{norm}})\alpha},$$

(3.27)

where $N_{\text{dop}}(\mathbf{r})$ is the doping concentration, $N_{\text{norm}} = 10^{20} \text{ cm}^{-3}$, and the fitting parameters are obtained as $A = 0.74186$, $\alpha = 0.7411$ for boron, and $A = 1.698$, $\alpha = 0.8251$ for arsenic.

The heat propagation through narrow layers is also degraded due to phonon-boundary scattering. Therefore, the thermal conductivity of a narrow layer of width $W$, with the assumptions that the $x$-axis is perpendicular to the main heat flow and the confining surfaces of the layer are located at $x = 0$ and $x = W$, is given by [59]

$$k_{\text{ac}}(\mathbf{r}) = k_{\text{SiGe,doped}}(\mathbf{r}) \int_0^{\pi/2} \frac{3}{2} \sin^3 \theta \left[ 1 - \exp \left( \frac{-W}{2\lambda \cos \theta} \right) \times \cosh \left( \frac{W - 2x}{2\lambda \cos \theta} \right) \right] d\theta,$$

(3.28)

where $\lambda = 290 \text{ nm}$ is the mean free path for phonons, and $k_{\text{ac}}(\mathbf{r})$ is the position...
3.5 Thermal conductivity

Figure 3.5: The effects of the Ge content, doping concentration, and boundary scattering in the reduction of the thermal conductivity along the symmetry axis of the investigated HBT at 300 K.

Figure 3.6: Thermal conductivity in the 2D SiGe HBT structure by considering the effect of Ge content, doping concentration, and boundary scattering at 300 K.

dependent lattice thermal conductivity, which takes all the suppressing effects into account.

Since the heat flow is mostly vertical in SiGe HBTs, the thermal conductivity reduction due to size effects is ascribed to the phonon scattering along the vertical boundaries of the Si layers confined by the shallow trench and EB spacer oxides. Instead, the horizontal heat spreading in the poly-silicon base regions is hampered
by the scattering along the lateral boundaries. Fig. 3.5 shows the thermal conductivity along the symmetry axis of the investigated HBT, as obtained by only considering the impact of the Ge content, by accounting for both Ge and doping, and by concurrently including all the degrading effects. Fig. 3.6 depicts the thermal conductivity over the 2-D SiGe HBT by taking into account the effect of Ge content, doping concentration and boundary scattering at 300 K.

### 3.6 Temperature distribution

Since simulation of a 3-D real space is too CPU intensive for the SHE solver, only a 2-D real space is used and some important parts of the structure, such as metal layers, are neglected. In order to account for these 3-D effects in our 2-D simulation, the thermal boundary conditions have to be modified to get a simulated average lattice temperature increase over the EB junction equal to the junction temperature extracted from measurements [60]. The extracted thermal resistance from measurements $R_{TH} = 6800 \text{ K/W}$ [41] leads to an increase of the corresponding junction temperature $\Delta T_J = 38.5 \text{ K}$ at $V_{BE} = 0.9 \text{ V}$ and $V_{CE} = 1 \text{ V}$ with $I_C = 5.66 \text{ mA}$. Therefore, a convective (Robin) boundary condition is applied at the emitter contact, which is defined as

\[
\nabla T_{ac}(\vec{r}) \cdot \vec{n} = \alpha \left(T_{ac}(\vec{r}) - T_B\right),
\]

(3.29)
where $\vec{n}$ is the outward-pointing unit vector normal to the boundary, $\alpha$ is the heat transfer coefficient, and $T_B$ is the ambient temperature. The heat transfer coefficient was tuned to obtain an average junction temperature increase of 38.5 K from the temperature distribution of simulations at the corresponding bias conditions. The self-consistent lattice temperature resulting from the energy balance equations is shown in Fig. 3.7. In this simulation, Neumann (adiabatic) boundary conditions are considered for artificial boundaries, the base and collector contacts, whereas the bulk contact at the bottom of the substrate is set to a constant temperature of 300 K.

It is noteworthy that choosing a Neumann boundary condition at the emitter contact disregards cooling effects due to the upward heat removal from the emitter [41] and overestimates the junction temperature by 80%. Fig. 3.8 shows the lattice temperature profiles along the symmetry axis of the HBT, with unrealistic Dirichlet boundary condition set to 300 K, overestimating Neumann boundary condition and calibrated convective boundary condition at the emitter contact.
3.7 Effect of hot LO phonons

In order to evaluate the impact of hot LO phonons and compare with the lattice temperature, an effective temperature is extracted from the non-equilibrium LO phonon distribution function. The high effective temperature for LO phonons shown in Fig. 3.9 refers to the so-called phonon energy bottleneck in thermal conduction. Since the temperature around the EB junction dominantly determines the impact of self-heating on the collector current [61], the equality of the lattice temperature and the effective LO phonon temperature at this junction clarifies the negligible effect of hot LO phonons on the collector current.

The large difference of the lattice and effective LO temperatures in the collector region might influence some electrical phenomena, such as II due to hot electrons, which occurs mainly deep in the collector region. To investigate this possibility, in a simulation with $V_{CB} = 2\, \text{V}$, which leads to a junction temperature increase of 50 K, the injected current due to electron impact ionization $I_{II}$ was calculated. Although stronger phonon scattering due to hot LO phonons, which is obtained from the full electrothermal simulation, leads to a lower number of hot electrons, the reduction of the $I_{II}$ at the same collector current due to temperature is just a few percents. Consequently, the impact of hot LO phonons on electron II is not very strong.

3.8 Thermal resistance extraction

In general, the experimental characterization of self-heating in bipolar transistors is performed indirectly, because the temperature within the nanoscale device cannot be measured (e.g. extraction of the thermal resistance based on DC measurements [39]). In order to assess the accuracy of this approach, we extend our thermal analysis to extract the thermal resistance from the simulated DC characteristics similar to the experimental extraction method. In a bipolar transistor operating in forward active mode, if the CB voltage $V_{CB}$ and the emitter current $I_E$ are limited to values sufficiently low to disregard II and high injection effects, the thermal
### 3.8 Thermal resistance extraction

The thermal resistance $R_{TH}$ can be extracted from

$$R_{TH} = -\frac{\gamma}{(\gamma + 1)I_E\phi}, \quad (3.30)$$

where $\phi$ is the temperature coefficient of the emitter-base voltage, and $\gamma$ is the slope of the $V_{BE}$-$V_{CB}$ characteristics at constant collector current. Therefore, using the thermal equivalent of Ohm’s law, the average temperature increase above ambient over the EB junction of the HBT is calculated as

$$\Delta T_j = R_{TH} \times P_D, \quad (3.31)$$

where $P_D$ is the total dissipated power through the device.

#### 3.8.1 $V_{BE}$ temperature coefficient

The base-emitter voltage temperature coefficient is a parameter, which describes the effect of temperature on the collector current. This coefficient is defined as the change of $V_{BE}$ required to keep the collector current constant as the junction
temperature changes

$$\phi = -\frac{\partial V_{BE}}{\partial T_B} |_{I_C}. \quad (3.32)$$

Since in bipolar transistors $I_C$ increases with temperature, $\phi$ is positive, where such a positive current-temperature feedback is easily explained by the increase of the intrinsic carrier concentration in the emitter with temperature [7].

Fig. 3.10 shows the collector current $I_C$ calculated versus the base-emitter voltage $V_{BE}$ of the HBT at different homogeneous temperatures, in comparison with experimental data measured under DC conditions at various thermo-chuck temperatures. In these voltage/current ranges self-heating can be disregarded, and the data were used for the calculation of the temperature coefficient.

### 3.8.2 $V_{BE}$- $V_{CB}$ characteristic

It has been shown that the temperature rise of a forward-mode operating bipolar transistor at the EB junction is determined by the $V_{BE}$-$V_{CB}$ characteristic [62]. In this regime, concurrent mechanisms of the Early effect (electrical feedback) and
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![Graph 3.11: $V_{BE}-V_{CB}$ characteristics at $I_E = 2\text{ mA}$ from electrothermal simulation and measurement.](image1)

**Figure 3.11:** $V_{BE}-V_{CB}$ characteristics at $I_E = 2\text{ mA}$ from electrothermal simulation and measurement.

![Graph 3.12: $V_{BE}-V_{CB}$ characteristics at constant emitter current for different constant values of thermal conductivity in a 1-D SiGe HBT.](image2)

**Figure 3.12:** $V_{BE}-V_{CB}$ characteristics at constant emitter current for different constant values of thermal conductivity in a 1-D SiGe HBT.

Self-heating (thermal feedback) lead to an increase in $I_C$ for increasing $V_{CB}$ at fixed $V_{BE}$. If $I_E$ is chosen high enough to have a dominant thermal feedback and still sufficiently low to avoid high injection and II, it can be shown that $V_{BE}$ is a linear function of $V_{CB}$ and the slope of the corresponding characteristic is given by

$$\gamma = \frac{\partial V_{BE}}{\partial V_{CB}}|_{I_E}.$$  \hspace{1cm} (3.33)
Fig. 3.11 shows the $V_{BE}$-$V_{CB}$ characteristics obtained from electrothermal SHE simulations in comparison to measurement data. Since the variation of $V_{BE}$ with respect to $V_{CB}$ for a constant $I_E$ is very small, the extraction of the $\gamma$ parameter could be troublesome with the MC method. Furthermore, we have shown that the slope of the $V_{BE}$-$V_{CB}$ curve is determined by the thermal parameters of the device (Fig. 3.12); therefore, a self-consistent and deterministic electrothermal simulation is needed to evaluate the slope of this curve consistent with the lattice temperature distribution of the device.

Consequently, the extracted thermal resistance from electrothermal simulations matches with the value obtained from measurements, which confirms the consistency of the extracted junction temperature from the simulated DC characteristics with the average lattice temperature over the EB junction observed in the temperature profile shown in Fig. 3.9. This result asserts the accuracy of the analytical model on which the experimental procedure is based.

### 3.9 Impact of self-heating

Fig. 3.13 shows the effect of self-heating on the $I_C$-$V_{BE}$ characteristics of the investigated SiGe HBT. The current increase due to self-heating obtained from electrothermal simulation is in a very good agreement with measurement obtained results. Therefore, it is observed that the calibration of the heat transfer coefficient at the emitter contact for matching $\Delta T_j$ to measurement data at a certain bias point was enough to reach a good agreement in the operating regions, where self-heating plays an important role.
Figure 3.13: $I_C$-$V_{BE}$ characteristics at $V_{CE} = 1$ V with and without including self-heating in comparison with measurement results.
Chapter 4

Hot Carrier Degradation

4.1 HCD in bipolar transistors

The evolutionary trend in frequency and noise performance of the SiGe HBTs has increased operating current density levels, while their breakdown occurs at lower voltages [63]. Due to these inevitable trade-offs for the performance optimization, devices are operated closer and even beyond the classical SOA boundaries. This might cause serious reliability issues for SiGe HBTs, which offer multiple applications ranging from high-performance analog circuits to high frequency applications and are exposed to electrical, thermal, and even irradiative stress [64].

HCD is the main reliability concern that strongly limits the lifetime of a SiGe HBT operated close to the SOA limit [65]. This degradation happens due to trap states generated by hot-carriers along the Si/SiO$_2$ interfaces. In general, imperfections at the oxide interface lead to silicon dangling bonds, which act as trap states and can capture electrons and holes. Thus, these dangling bonds are intentionally passivated by incorporating hydrogen atoms at the post-oxidation step (Fig. 4.1). However, hot carriers can supply enough energy to break the passivated Si-H bonds. A hot-carrier is a normal charge carrier, which is accelerated under a high electric field inside the device and attains significant kinetic energy (higher than 1.5 eV).
Therefore, devices operating under high voltage bias conditions, which produce large electric fields, are susceptible to HCD phenomenon.

To sufficiently evaluate reliability, one has to stress the device under common operating conditions for a given length of time, and then measure the variations, which occur in the relevant device performance metrics. However, since degradation is a long-term process, conventional reliability stress tests for bipolar transistors are conducted under accelerated conditions consisting of high voltages, currents and temperatures, to invoke worst-case of stress and achieve significant hot-carrier effects in reasonable stress time. These standard techniques include three different scenarios: (1) high forward current stress [66], (2) reverse EB bias stress [67], and (3) mixed-mode (MM) stress [68]. High forward current stress is usually conducted under a current density near peak cut-off frequency at high temperatures (e.g., 140 °C); in this case, degradation is generally associated with the electromigration-induced changes in the emitter contact and affects the collector current as well. In the reverse EB bias stress, the EB junction is reverse biased and carriers, which are injected due to BTBT, are further accelerated by high electric field at the CB junction and redirected to the oxide interfaces. The MM stress damage results from
the simultaneous application of high collector current density and high CB voltage which leads to interface traps formation at the oxide interfaces.

In high-performance HBTs, shallow trench isolation (STI) and deep trench isolation (DTI) schemes together with the EB spacer oxide have been used to reduce parasitics and leakage [38]. However, trap states resulting from the Si-H bond dissociation at the EB spacer oxide interface and STI oxide interface produce excess non-ideal base current via SRH recombination in the forward mode and reverse mode, respectively (Fig. 4.2). As a result, traps generated due to hot carriers along the EB spacer oxide interface degrade the main parameters of the device, such as current gain and noise figure [69]. Hence, a deeper insight into the microscopic mechanisms of trap generation and annihilation along the oxide interfaces of SiGe HBTs as well as their impact on the electrical characteristics is essential. In this work, to investigate HCD effects in bipolar transistors, we extend the distribution function based degradation model to account for both hot electrons and hot holes. Therefore, we use the solution of the coupled system of BTEs for electrons and holes to obtain the required energy distribution functions (EDFs) [70, 19].

In order to represent the complex dynamics of the trap generation and annihilation in HCD of bipolar transistors and negative-bias temperature-instability degrada-
tion of MOSFETs, two classes of models can be applied [71]: (1) the dispersive reaction-limited model, which proposes this idea that degradation is controlled by first-order reactions with widely distributed reaction rates, and (2) the reaction-diffusion model, which is based on this idea that diffusion of released hydrogen controls both degradation and resulting time-dependence. Therefore, we use a distribution function based degradation model to calculate the bond-breakage rate associated with both reaction-limited and reaction-diffusion models to describe HCD effects in a SiGe HBT (Sec. 4.2). Then, we show and discuss necessity and advantages of using a dispersive reaction-limited model. Simulation results for devices biased under stress conditions close to the SOA limit and reverse EB bias are presented in Sec. 4.3 and Sec. 4.4, respectively.

4.2 Degradation modelling

Hot-carrier-induced degradation in SiGe HBTs is ascribed to Si-H bond dissociation events along the oxide interfaces. Conventional approaches for physics-based modeling of HCD in bipolar transistors, which are based on the lucky electron model, are electric field driven [72, 73, 74, 75]. However, it has been demonstrated that the trap generation rate at the oxide interface depends only on the energy of the interacting charge carriers and is not determined by the electric field [76, 77]. Instead, another quantity called the acceleration integral (AI) has been identified, which can describe accurately the spatial distribution of the generated interface traps obtained from charge pumping measurement data [78, 79]. As a consequence, an energy driven paradigm based on the AI, which is calculated from the EDF of the carriers, has been developed to include both single- and multiple-carrier processes of the bond dissociation in the degradation analysis of the n-channel MOSFETs [80, 81, 82].

In the energy driven framework, the bond-breakage rate is determined by the interaction of the incident carriers with the passivated Si-H bond. The Si-H bond is modeled as a truncated harmonic oscillator characterized by a system of eigenstate energies [83], which is depicted in Fig. 4.3. Due to the large difference between
Figure 4.3: The energy configuration of the Si-H bond modeled as a truncated harmonic oscillator.

electron and proton masses, only a small portion of the carrier energy can be transferred directly to the hydrogen atom, which is not sufficient for hydrogen release. Instead, bond dissociation occurs via excitation of one of the bonding electrons to the transport state, which is known as the antibonding (AB) process. Consequently, an induced repulsive force detaches the hydrogen atom. The dissociation rate from the $i$th state of the Si-H bond with the energy $E_i$, which can be triggered by either a hot electron or a hot hole, is written as

$$R_{AB,i} = I_{AB,i}^e + I_{AB,i}^h + v_r \exp \left( -\frac{E_a - d \cdot E_{ox} - E_i}{k_B T_0} \right),$$

where $I_{AB,i}^e$ and $I_{AB,i}^h$ are the AB AIs due to electrons and holes, respectively, $v_r$ is an attempt frequency, and $E_a$ is the bond-breakage activation energy, which is reduced due to the interaction of the bond dipole moment $d$ with the oxide electric field $E_{ox}$. Moreover, to account for the fluctuations of the activation energy, we consider a Gaussian distribution with a mean value and standard deviation of $\langle E_a \rangle$ and $\sigma_E$, respectively. The AI for the AB process is given by [80]

$$I_{AB,i}^{e/h} = \sigma_0^{AB} \int_{E_{th,i}}^{\infty} g^{e/h}(\vec{r}, E) v_g^{e/h}(E)[(E - E_{th,i})/E_{ref}]^{\rho_a} dE,$$

where $E_{th,i} = E_a - d \cdot E_{ox} - E_i$ is the threshold energy for the $i$th level, $\sigma_0^{AB}$ is the AB reaction cross section, $g^{e/h}(\vec{r}, E) = f^{e/h}(\vec{r}, E) \times Z^{e/h}(E)$ is the EDF of the
Carriers, $v_{g/h}^{e/h}(E)$ is the carrier group velocity, $p_{it} = 11$ is an empirical parameter, and $E_{\text{ref}} = 1$ eV. Carriers with energies smaller than the threshold energy of the AB process still can cooperate in the bond-breakage procedure via multiple vibrational excitation (MVE) of the bond. The bond excitation and deexcitation rates between energy levels of a Si-H bond are written as

$$P_u = I_{\text{MVE}}^e + I_{\text{MVE}}^h + \omega_e \exp \left( -\frac{\hbar \omega}{k_B T_0} \right),$$  \hspace{2cm} (4.3)

$$P_d = I_{\text{MVE}}^e + I_{\text{MVE}}^h + \omega_e,$$  \hspace{2cm} (4.4)

where $\omega_e$ is the reciprocal phonon life-time, $\hbar \omega$ is the energy distance between oscillator energy levels, and the AI for the MVE process is defined as

$$I^{e/h}_{\text{MVE}} = \sigma_{0}^{\text{MVE}} \int_{\hbar \omega}^{\infty} g^{e/h}(\vec{r}, E) v_g^{e/h}(E) (E - \hbar \omega) / E_{\text{ref}} dE.$$  \hspace{2cm} (4.5)

In an accumulative consideration of the MVE and AB mechanisms, one bonding electron can be firstly excited by several colder particles to an intermediate energy level, and then dissociated by a carrier with a relatively high energy. The total bond-breakage rate, which accounts for all possible superpositions of the AB and MVE mechanisms, is calculated as

$$R_a = \frac{1}{k} \sum_i R_{\text{AB}, i} \left( \frac{P_u}{P_d} \right)^i,$$  \hspace{2cm} (4.6)

where $k$ is a normalization prefactor given by

$$k = \sum_i \left( \frac{P_u}{P_d} \right)^i.$$  \hspace{2cm} (4.7)

### 4.2.1 Reaction-diffusion approach

In the reaction-diffusion approach, the rate equation for the generation and annihilation of the interface trap states is written as [84]

$$\frac{\partial N_{\text{it}}}{\partial t} = R_a (N_0 - N_{\text{it}}) - R_p N_{\text{it}} H_{\text{it}},$$  \hspace{2cm} (4.8)
where $N_{it}$ is the interface trap density, $N_0$ is the initial density of the passivated Si-H bonds, $R_p$ is the recovery rate, and $H_{it}$ is the density of hydrogen at the oxide interface. The hydrogen released from the bond-breakage will diffuse away from the interface to the oxide, which can be described by a diffusion equation [84]. If the creation of trap states reaches quasi-equilibrium with the recovery of them, the time evolution of the trap states is controlled by diffusion of hydrogen. Therefore, the solution for the interface trap density, far below the saturation value $N_0$, can be approximated as [84, 74, 75]

$$N_{it} \approx 1.16 \sqrt{\frac{R_a N_0}{R_p}} (Dt)^{0.25},$$

(4.9)

where $D$ is the diffusion coefficient of hydrogen in oxide, and $t$ is the stress time.

### 4.2.2 Dispersive reaction-limited approach

The rate equation for the interface trap states, which is used in the reaction-limited approach, reads

$$\frac{\partial N_{it}}{\partial t} = R_a (N_0 - N_{it}) - R_p N_{it}^2,$$

(4.10)

In the reaction-limited approach, the power-law time dependence of the HCD results is attributed to the dispersion of the bond-breakage energy. The dispersive effect of $E_a$ is incorporated by considering an energy grid in the range of $[\langle E_a \rangle - 3\sigma_E, \langle E_a \rangle + 3\sigma_E]$ and evaluating $N_{it}$ for each discretization point. The interface trap density profile results from the combination of every single defect and is calculated by taking the average of $N_{it}$ at each energy point weighted by the Gaussian distribution [80]. As a result, the activation energy parameters determine the fractional time-exponents observed in the excess base current degradation results [85].
### 4.3 Stress condition close to the SOA limit

#### 4.3.1 Stress conditions and DC measurements

The state-of-the-art toward-THz SiGe npn HBT fabricated by Infineon Technologies AG, which was studied in chapter 2, is used to perform long-term degradation analysis. The investigated device has a double collector configuration (CBEBC) with an effective emitter area $A_E = 0.13 \times 9.93 \, \mu m^2$, and features peak cut-off/oscillation frequencies of 240/380 GHz and breakdown voltages $BV_{CEO}/BV_{CBO} = 1.6/5.5 \, V$ [86]. The test structure has ground-signal-ground pads configuration with emitter and substrate shorted. The transistors are biased in a common-emitter configuration. During the aging test, the packaged HBTs are fastened by a press system. To avoid parasitic oscillations on this specific press system, a $\pi$-type low-pass filter was added to the base and a choke coil to the collector.

The concurrent applications of a high CB voltage and a high collector current density, known as the accelerated MM stress conditions [68], represent an upper limit for degradation of the SiGe HBTs during RF operation [65]. However, as the main drawback they are far from typical operating conditions. Hence, to study the physics behind the long-term base current degradation under more practical operating conditions, three stress bias conditions P1, P2 and P3, along the border of the SOA as highlighted in Fig. 4.4 with respect to the output characteristics, have been designed to degrade the device up to 1000 h at 300 K.

The stress test was periodically interrupted to monitor the degradation by probing currents. For this purpose, a forward-mode Gummel plot is measured immediately

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{CE}[V]$</td>
<td>1 ($&lt; BV_{CEO}$)</td>
<td>2 ($&gt; BV_{CEO}$)</td>
<td>3 ($&gt; BV_{CEO}$)</td>
</tr>
<tr>
<td>$J_C[\text{mA/}\mu \text{m}^2]$</td>
<td>10</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta T_j[K]$</td>
<td>37</td>
<td>37</td>
<td>11</td>
</tr>
</tbody>
</table>

**Table 4.1:** Stress bias conditions and corresponding junction temperatures.
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Figure 4.4: Output characteristics at given $V_{BE}$ (lines) and chosen aging bias points (symbols) along the SOA limit.

after aging tests at 1, 3, 7, 24, 36, 48, 72, 120, 250, 500, 750, and 1000 h. The corresponding collector-emitter voltage $V_{CE}$, collector current density $J_C$, and junction-to-ambient temperature increase $\Delta T_J$, which is obtained from the extracted thermal resistance $R_{TH} = 2850 \text{ K/W}$ [39], are summarized in Table I. It was observed that the device is negligibly affected by stress at P1, and P3 exhibits a higher base current degradation over time in comparison to P2.

4.3.2 Distribution function based analysis

As a first step of our analysis, the simulator was calibrated to reproduce the measured Gummel plot and $I_B$-$V_{CE}$ characteristics of the fresh device (Sec. 2.11). The II generation rates at P3 due to electrons and holes are shown in Fig. 4.5. Under this stress condition, the injected electrons gain enough energy from the high electric field within the CB depletion region to initiate avalanche generation of electron-hole pairs via II. Fig. 4.5 shows that hot electrons, which cause II, are deep in the collector region, while hot holes responsible for II are mainly found in the base region. In addition, EDFs provide accurate information about the energy of the carriers, which participate in the degradation process. Fig. 4.6 depicts the EDFs for electrons and holes along the symmetry axis of the HBT with respect to kinetic
energies. Due to the large electric field at the CB junction, electrons move to the collector region and become sufficiently energetic to initiate II. While primary holes, which move to the thin base layer, do not receive high energies, the holes generated by II due to hot electrons in the collector (Fig. 4.5 top) are further accelerated toward the base and gain a lot of energy. Owing to this high energy, some of the holes can shoot through the base into the emitter, where they still have a relatively large energy (Fig. 4.6 bottom). A certain fraction of these hot holes hits the EB spacer oxide interface finally leading to the Si-H bond-breakage. It is only possible to capture this effect by a model, which resolves the dependence of the carriers on energy. Therefore, a DD or an HD model, in which the hole gas in the base is assumed to be close to equilibrium, can not directly describe
4.3 Stress condition close to the SOA limit

the behavior of the hot holes, which are far from equilibrium. Inevitably, for a physics-based degradation analysis relying on these models, one has to calculate the probability of hot carrier creation via the lucky electron model. This calculation, which is based on the effective electric field, shows inaccurately that hot holes are accumulated at the CB junction. Then, the possibility that a hot carrier will traverse the entire distance to the oxide interface without any scattering has to be separately estimated [74].

Since the interface traps located within the EB SCR have the highest impact on the base current degradation due to recombination, the EDFs at the intersection of the EB junction and the oxide interface are compared in Fig. 4.7 for different stress conditions. The EDFs for electrons at P1 and P2, which exactly follow the

Figure 4.6: EDFs [eV$^{-1}$cm$^{-3}$] of electrons (top) and holes (bottom) along the symmetry axis of the HBT at P3.
4.3.3 Degradation results based on a dispersive reaction-limited model

Although cold carriers might also participate in the MVE process of the bond-breakage, hot carriers with energies greater than 1.5 eV have a much higher chance to dissociate the Si-H bonds directly [82]. Hence, we considered $\langle E_a \rangle = 1.6 \text{ eV}$ and a standard deviation of $\sigma_E = 0.2 \text{ eV}$ for the activation energies of the bond-breakage to obtain the power-law time dependence of our measurement data under different...
Figure 4.8: AB AIs for electrons (dashed lines) and holes (solid lines) along the EB spacer oxide interface from node A to C denoted in Fig. 4.5.

Figure 4.9: Trap densities generated at different stress time steps along the EB spacer oxide interface from node A to C denoted in Fig. 4.5 at P3.

stress bias conditions. The resulting AB AIs along the EB spacer oxide interface are shown in Fig. 4.8. As expected, the equilibrium electron EDFs at P1 and P2 lead to corresponding AIs, which are almost zero along the oxide interface. Furthermore, due to the low-energy humps in the EDFs of electrons at P3 and holes at P1, we obtain very small AIs for them. Consequently, the observed degradation currents at
P2 and P3 have to be attributed to hot holes with relatively high AB rates, in which the bigger AI at P3 compared to P2 explicitly explains the higher degradation rate under this stress condition.

The trap densities along the EB spacer oxide interface, which are dominantly generated by the AB process due to hot holes, are shown in Fig. 4.9 for several stress time steps. These results, calculated for $N_0 = 10^{12} \text{ cm}^{-2}$, show that the large variation of the AB AIs along the EB spacer oxide interface leads to a strong spatial non-uniformity in the $N_{it}$ profile. Since we do not fit any charge pumping measurement data to extract the magnitude of the interface trap density, here we neglect any discussion about the parameters, which have identical impact on the base current degradation under different stress conditions. Hence, our reported parameters for the activation energy of the bond-breakage, which are in good agreement with those experimentally obtained [88, 89], are considered as the determining parameters to reproduce the dependence of the excess base current on the stress conditions and stress time.

These generated interface traps at the EB spacer oxide cause a non-ideal increase in the forward-mode base current via field-enhanced SRH recombination, which was described in Sec. 2.4. Fig. 4.10 represents the Gummel characteristics of the
investigated SiGe HBT before and after 1000 h stress application at P3. Since the recombination process has no remarkable impact on the collector current, the resulting increase in the base current degrades the current gain of the transistor.

In order to evaluate the time dependence of the HCD effects, the excess base current $\Delta I_B(t) = I_B(t) - I_B(0)$ at $V_{BE} = 0.67$ V has been extracted over stress time (Fig. 4.11). Although a wider range of measurement data is required for a general characterization of the HCD effects in bipolar transistors, a good agreement between our simulation results and measurements proves that our EDF-based degradation model can directly explain the time dynamics of the HCD results together with their dependence on the stress bias conditions.

4.3.4 Degradation results based on a reaction-diffusion model

To capture the dependence of the HCD results on the stress bias conditions with a reaction-diffusion approach, we obtained $\langle E_a \rangle = 1.5$ eV and a standard deviation of $\sigma_E = 0.05$ eV for the activation energies, and calculated the corresponding bond-breakage rates. Fig. 4.12 shows the interface trap densities, the peak value of which is much smaller than our assumed saturation value $N_0 = 10^{-12} \text{ cm}^{-2}$; hence,
Figure 4.12: Trap densities obtained from the reaction-diffusion approach at different stress time steps along the EB spacer oxide interface from node A to C denoted in Fig. 4.5 at P3.

Figure 4.13: Excess base currents versus stress time obtained from the reaction-diffusion approach (lines) and measurement (symbols) at $V_{BE} = 0.67$ V and $V_{CB} = 0$ V.

we could safely apply the approximation in Eq. 4.9. Since our excess base currents from measurement grow exactly with $t^{0.25}$, we just consider the conventional approach for the hydrogen diffusion-controlled mechanism which leads to Eq. 4.9. A very good agreement with measurements proves that our EDF-based degradation
4.4 Reverse EB bias stress condition

Very high reverse bias application, specially at the EB junction, can generate electrons and holes due to BTBT. These generated charge carriers gain high energies from the very high electric field and produce secondary electrons and holes due to impact ionization. Fig. 4.14 shows the reverse $I_E-V_{EB}$ characteristic of a SiGe HBT obtained from simulations (lines) with only considering BTBT and considering both BTBT and II, and measurement (symbols).

is also capable to be applied in the commonly used reaction-diffusion approach to explain macroscopic HCD results. However, this approach has two main problems: (1) it has been shown that this approach cannot explain the measurement data in MOSFETs at the microscopic level [71], (2) although there are some discussions about generalization [90] of the reaction-diffusion approach, one has to be always aware of the time-slope of measurements and then decide for the selection of the process and the model of the hydrogen diffusion. Hence, this approach can only empirically explain the time-dependence of the HCD results, while the dispersive reaction-limited method could explain it based on some physical parameters, which have been experimentally verified.

Figure 4.14: $I_E-V_{EB}$ characteristic of a SiGe HBT obtained from simulations (lines) with only considering BTBT and considering both BTBT and II, and measurement (symbols).
Figure 4.15: BTBT generation rates in the SiGe HBT at $V_{EB} = 3$ V and $V_{CB} = 3$ V.

Figure 4.16: II generation rates in the SiGe HBT due to electrons (top), and holes (bottom) at $V_{EB} = 3$ V and $V_{CB} = 3$ V.

cmpared to measurement data. The corresponding generation rate due to local
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Figure 4.17: AB AIs for electrons and holes along the EB spacer oxide interface from node A to C denoted in Fig. 4.15 at $V_{EB} = 3$ V and $V_{CE} = 3$ V.

BTBT is shown in Fig. 4.15, and Fig. 4.16 shows II rates due to high energy electrons and holes, separately. The generated electrons due to BTBT are accelerated toward the emitter, whereas generated holes move in parallel with and adjacent to the oxide interface toward the base region. These high energy carriers generate secondary electron-hole pair due to II (Fig. 4.16).

The AB AIs shown in Fig. 4.17 give us a quantitative description of the hot carriers, which participate in the reverse EB bias degradation procedure. These AIs show that despite a much higher rate of electrons impinging on the interface, around the EB junction (node B), where the trap generation has the highest impact, hot holes are also important. Therefore, it is concluded that in reverse EB bias stress mode, there is a competition between hot electrons and hot holes to damage the oxide interface and the effect of both of them has to be taken into account. The resulting trap densities along the EB spacer oxide interface are shown in Fig. 4.18 for different stress time steps. The Gummel plot of this degraded SiGe HBT after 100 h of stress at $V_{EB} = 3$ V is shown in Fig. 4.19.

Although we could get a very good matching for the base current degradation under reverse EB bias stress compared to measurements, it has to be mentioned
Figure 4.18: Trap densities generated at different stress time steps along the EB spacer oxide interface from node A to C denoted in Fig. 4.15 at $V_{EB} = 3 \text{ V}$ and $V_{CB} = 3 \text{ V}$.

Figure 4.19: Gummel characteristics of the fresh and degraded SiGe HBT after 100 h at $V_{EB} = 3 \text{ V}$ and $V_{CB} = 3 \text{ V}$ obtained from simulation (lines) and measurement (symbols).

that our tunneling current has been verified just by a macroscopic data (Fig. 4.14). Therefore, our local BTBT model might miss some microscopic effects of the BTBT process. Fig. 4.20 shows that the highest electric field, which predominantly determines BTBT, is located in the emitter part of the SCR of the EB junction. In a local
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Figure 4.20: Electric field in the SiGe HBT at $V_{EB} = 3 \text{ V}$ and $V_{CB} = 3 \text{ V}$. The possible locations of the generated electron (E) and hole (H) due to non-local BTBT have been marked.

BTBT model, the generated electron and hole due to BTBT, are both considered at the same location; therefore, they are both accelerated by the large electric field and gain high energies. However, if a non-local BTBT model is applied, holes are generated in the valence band of SCR in the base region and electrons are generated in the conduction band close to the boundary of the SCR (shown in Fig. 4.20). Therefore, electrons are generated in a position that cannot be accelerated by the high electric field. Consequently, it is expected that by using a non-local BTBT model, we obtain less number of hot electrons and dominance of hot holes [91].
Chapter 5

Summary and future work

This thesis work presented a semi-classical simulation framework for the state-of-the-art toward-terahertz SiGe HBTs. The stationary results of this deterministic simulator, which solves a coupled set of BTEs for electrons and holes based on the SHE method, were validated by comparison to measurement data. A BTE for LO phonons coupled with energy balance equations for the other phonon modes were used to investigate the effect of self-heating in a 2-D SiGe HBT. This electrothermal simulator, which models heat generation accurately and accounts for the thermal conductivity reduction mainly due to Ge content, doping concentration and size effects, showed a negligible effect of hot LO phonons on the collector current and electron II. Moreover, the deterministic and self-consistent solution of the carrier BTEs made it possible to calculate the required parameters for the thermal resistance extraction from the DC characteristics of the device, which can be problematic with stochastic algorithms. It was shown that the junction temperature extracted from the DC characteristics of the device is consistent with the average temperature increase over the EB junction in the investigated HBT, which verifies the experimental procedure for thermal resistance extraction.

In order to obtain a microscopic simulation platform for HCD in bipolar transistors, an energy-driven paradigm relying on the carrier EDF was incorporated into the SHE solver. In this approach, the deterministic solver provides the EDFs of the
Summary and future work

carriers impinging on the EB spacer oxide interface up to high energies, which are required for the calculation of the AIs. By investigating the AB AIs along the EB spacer oxide interface, it was shown that HCD in SiGe HBTs under stress conditions near the SOA limit of the device occurs dominantly due to hot holes, and the impact of stress bias conditions on the degradation rate was explained. These results are obtained by a model, which accounts for the dependence of the carriers on energy. Therefore, classical transport models, in which carriers are assumed in thermal equilibrium with the lattice, are unsuited to explain non-equilibrium behavior of hot-carriers. The total bond-breakage rate, calculated by accounting for superposition of the AB and MVE processes for both electrons and holes, was used in a dispersive reaction-limited model to explain the time dependence of the interface trap density and the resulting forward-mode leakage base current. The simulation results for different stress conditions at the common-emitter SOA edge are in a very good agreement with measurement data. As a result, a reaction-limited method with dispersive reaction rates is strongly recommended as the suitable approach to model HCD results in bipolar transistors rather than the commonly used reaction-diffusion model, which is not consistent with the measurement data in the microscopic level.

The results of this work provided a new insight into the microscopic mechanisms of hot-phonon and hot-carrier effects in bipolar transistors. However, it would be beneficial to also solve BTE for acoustic phonons. This topic, which can provide more information regarding the phonon transport, is worth considering for further study. Furthermore, although degradation results based on a local BTBT model could explain the measurement data in the reverse EB bias stress mode, it is expected that the effect of hot electrons has been overestimated. Therefore, to capture all microscopic effects in the reverse EB bias degradation process, a non-local BTBT model has to be implemented in the SHE solver.
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