Similarity Analysis of Time Interval Data Sets Regarding Time Shifts and Rescaling
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Abstract. Comparing things like objects, tasks, texts or audio is a common task in computer science. To do so, first a definition for similarity is required. In many fields of application, common and generic distance measures like the Minkowski distance or more specific measures like Dynamic Time Warping to compare temporal sequences are already defined and used. Based on our state of knowledge, there is no applicable measurement for calculating the similarity between time interval data sets in a manlike understanding.

In this paper, we present a novel method to compare time interval data sets while using an adapted distance measurement. With our approach we look at the data sets as the disjoint parts of a bigraph, such that we can use methods from graph theory. In particular, our solution provides the opportunity to take dynamic changes (like rescaling or time-shifting) into account and thus allows the comparison of real data in humanoid fashion. Hence, it allows to compare real data with e.g. scale models.
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1 Introduction and Motivation

Nowadays, process optimization is an essential feature in many areas of manufacturing [1]. The stability of these optimized processes is particularly important because continuous deviance could lead to aberration within the process management regarding its optimized parameters. This may result in unwanted time delays and additional costs as, due to the increasingly frequent on-demand production, there are no products in storage [2]. Today's optimized and timed procedures are more susceptible to irregularity, as a result of which, in addition to the optimization, the deviations themselves become more and more superficial. Since these deviations cannot always be avoided, a strategy for faster responses must be available.

At the moment, workers recognize deviations based on their experience and start appropriate counter measures. This procedure resembles a similarity analysis regarding past processes. Recognitions like these are not often part of the
computer-aided similarity analysis because at the moment there are only few limited possibilities to quantify interval similarities. Examples for specific similarity analysis already exist within certain scientific research areas. Those methods include the area of text or image processing, where similarity analysis is used to optimize search algorithms [3], within biology to compare genes or gene groups ([4] and [5]) or as a tool of audio recognition methods [6]. To our knowledge, basic considerations of similarities regarding time intervals are missing up to now. However, research regarding time interval data sets gained importance over the past years ([7] - [12]). While the similarity in the mentioned publications was derived from a sequence analysis and studies the existing data sets as a whole, we deduce the similarity of the data set from the individual similarities between the underlying intervals in our approach.

Therefore, we concentrate solely on the time intervals and at first construct a similarity measure to compare intervals with each other. This method allows for a detailed view on specific characteristics of the records saved in the time interval data set and a comparison even under big time offsets is possible. With this approach we are able to measure the similarity of two data sets with well known methods from graph theory [13]. To achieve our goal, we interpret the comparative data sets as the disjoint parts of a bigraph where each time interval is represented by a node within these parts and the weight of each edge represents the similarity measure of the corresponding intervals.

2 Related Work

One work regarding time interval data sets [7] compares two data sets in relation to the correlation of the intervals within the respective data set. Within this method, a difference regarding the interval length is not considered as long as it does not effect the correlation between the two intervals. The authors introduce seven interval correlations, which they used for their comparison (cf. figure 1).

![Interval relation within a data set defined by Kostakis et al. [7]](image-url)
Further authors [8] differentiate the similarity analysis into three distances, which are later combined to form the similarity measure. These distances are determined at a specific time $t$ and are the following:

1) 'temporal order distance' compares the number of active intervals at time $t$.
2) 'temporal measure distance' matches the 'value' of all intervals at time $t$.
3) 'temporal relation distance' analyzes the relation of all intervals at time $t$.

This approach takes into account the lengths of the individual intervals, but only considers the data set for each evaluation at a certain point in time. Therefore, even small time shifts in one of the datasets are fully changing the outcome of the analysis.

The previously mentioned methods can be described as static comparisons, as depicted in Figure 2, yet global changes (like temporal displacements) are not regarded. Here, our method has a decisive advantage as we are able to allow global changes to be incorporated into the model by matching individual intervals.

![Fig. 2. left: time-based view on data sets by Meisen [8]; right: our interval approach](image)

### 3 Similarities Between Time Intervals

In order to make sure that two time intervals are comparable, we take a closer look at the construction of these intervals. They consist of a start point and an end point and any amount of metadata, such as device class or hourly cost to run e.g. a specific process. In this paper, we assume that the metadata is available in mathematical form and is thus comparable (cf. chapter 3.2). We consider the following form for an interval $p$:

$$p := (s_p, e_p, M_{p_i} \mid i \in \mathbb{N})$$

or in short form $p := (s_p, e_p)$

where

- $s_p :=$ start point of the interval
- $e_p :=$ end point of the interval
- $M_{p_i} := i$-th metadata of the interval
The analysis is divided into three parts. At first, the geometrical data of each interval, such as length or position on the time axis, is compared to generate geometrical distances between two intervals. In the second part, the metadata as well as the possibility to address deadlines or earliest starting time is added into the interval similarity. In the end, all of these information define a similarity measure for two time intervals.

3.1 Geometrical Analysis

In the first step, we use the information for each interval to generate several distances with the possibility to evaluate each characteristic differently. For two intervals $p = (s_p, e_p)$ and $q = (s_q, e_q)$ as well as a norm $|| \cdot ||$, we conclude the following geometrical attributes.

1) Start point distance:

$$D_S(p, q) := \frac{||s_p - s_q||}{\max\{e_p, e_q\} - \min\{s_p, s_q\}}$$

(1)

2) End point distance:

$$D_E(p, q) := \frac{||e_p - e_q||}{\max\{e_p, e_q\} - \min\{s_p, s_q\}}$$

(2)

3) Lengths distance:

$$D_L(p, q) := 1 - \frac{\min\{||e_p - s_p||, ||e_q - s_q||\}}{\max\{||e_p - s_p||, ||e_q - s_q||\}}$$

(3)

4) Overlap:

$$D_O(p, q) := 1 - \frac{||p \cap q||}{\min\{||e_p - s_p||, ||e_q - s_q||\}}$$

with the interval

$$p \cap q = \begin{cases} \{\max\{s_p, s_q\}, \min\{e_p, e_q\}\} & \text{for} \ \max\{s_p, s_q\} < \min\{e_p, e_q\} \\
0 & \text{else} \end{cases}$$

(4)

5) Gap:

$$D_G(p, q) := \begin{cases} \frac{\min\{||s_q - e_p||, ||s_p - e_q||\}}{\max\{e_p, e_q\} - \min\{s_p, s_q\}} & \text{for} \ ||p \cap q|| = 0 \\
0 & \text{else} \end{cases}$$

(5)

**Example 1.** To visualize the geometrical attributes, we take a closer look at the intervals $p := (0, 10)$ and $q := (3, 7)$ and calculate their attributes:

1) $||p|| = 10, ||q|| = 4$ and $\max\{e_p, e_q\} - \min\{s_p, s_q\} = 10$

2) $p \cap q = (3, 7)$ and therefore $||p \cap q|| = 4$

3) $||s_p - s_q|| = 3, ||e_p - e_q|| = 3$ and $D_G(p, q) = 0$
3.2 Metadata and Dealing With Deadlines

Like stated in the beginning, it is assumed that the metadata related to the considered time intervals \( p \) and \( q \) are in mathematically comparable form. That means that for every metadata \( i \) there is a continuous distance \( D_{Mi} \) with \( 0 < D_{Mi}(p, q) < 1 \) available. The metadata is used to identify, if two intervals are comparable or not. If e.g. machine classes are considered, it measures whether the machines used within the intervals have equivalent functions and are therefore comparable.

A termination criterion regarding interval deadlines is also added, which means that, if interval \( p \) is compared with \( q \), we want to make sure that interval \( q \) does not end after \( p \) has ended. The same goes for a start condition. Therefore, we defined the following two distances.

\[
D_{END}(p, q) := \begin{cases} 
\min \left\{ 1, \|e_q - e_p\| \right\} & \text{for } e_q > e_p \\
0 & \text{else}
\end{cases} 
\tag{6}
\]

\[
D_{START}(p, q) := \begin{cases} 
\min \left\{ 1, \|s_p - s_q\| \right\} & \text{for } s_p > s_q \\
0 & \text{else}
\end{cases} 
\tag{7}
\]

3.3 Similarity of Two Time Intervals

With the introduced distances, a distance measure for two time intervals is defined, where every characteristic is individually weighted. This measure is then used in chapter 4 to calculate the similarity between two data sets.

**Definition 1 (distance between time intervals).** For two intervals \( p \) and \( q \), the distance between them is measured by calculating the weighted sum of distances:

\[
S(p, q) := \sum_{i \in I} \lambda_i \cdot D_i(p, q) 
\tag{8}
\]

Thus, the more similar the two intervals \( p \) and \( q \) are to each other, the smaller the value of \( S(p, q) \) is. In the next step, two time interval data sets are compared and the similarity using this approach is evaluated.
4 Similarity Analysis Regarding Time Interval Data Sets

In this section, two interval data sets $P$ and $Q$ are compared. At first, the same cardinality for both $P$ and $Q$ is assumed, that means the number of intervals in each data set is the same. In Chapter 4.2, a procedure for dealing with different cardinalities is introduced. Furthermore, the intervals in $P$ are specified with $p_i$ and $q_i$ for $Q$. For the remainder of the paper, data sets are considered as disjoint partial sets of a complete, weighted bipartite graph (cf. figure 4), in which the edge weight between two nodes corresponds to the interval similarity measure $S$.

![Bipartite Graph Representation](image)

Fig. 4. Representation as a bipartite graph

Hence, the similarity of time interval data sets (STIDes) is equivalent to a perfect matching with minimal weight within our constructed bipartite graph.

**Definition 2 (STIDes approach).** Let $P$ and $Q$ be two time interval data sets, $p_i \in P$, $q_i \in Q$ and $|P| = |Q| = n$. Furthermore, $\Pi$ is the set of permutations of a set with $n$ elements and $\pi \in \Pi$. The similarity between $P$ and $Q$ is determined by the following distance measure

$$S(P, Q) := \min_\pi \left\{ \sum_{i=1}^{n} S(p_i, q_{\pi(i)}) \right\}_{\pi \in \Pi} \quad (9)$$

Such minimization problems in bipartite graphs can be solved within polynomial time by using for example the Hungarian algorithm [13]. Our approach is therefore capable of calculating a similarity measure within polynomial time while being able to prioritize certain characteristics and measure similarities even with existing time shift. In the next part, we expand this static approach for a dynamic similarity search, which also includes rescaling and shifting possibilities.

4.1 Dynamic Changes Within One Data Set

Until now, the previous static approach has difficulties in determining realistic similarities as soon as one of the time interval sets has big temporal shifts. In Figure 5 we recognize, that the pattern of $p_1$ and $p_2$ is the same as the pattern of
Fig. 5. Similarity regarding big temporal shifts

$q_1$ and $q_2$. Our static approach would determine $\tilde{Q} = \{\tilde{q}_1, \tilde{q}_2\}$ as more similar to $P = \{p_1, p_2\}$. A comparison with true-to-scale model data sets is not provided in the basic configuration either, e.g. in Figure 6 the Set $Q = \{q_1, q_2\}$ is exactly like $P = \{p_1, p_2\}$, only compressed by factor $\frac{1}{2}$. The static algorithm would choose $\check{Q} = \{\check{q}_1, \check{q}_2\}$ like before. However the construction of the interval distances allows an extension of the desired properties. Therefore, we define two kinds of operations.

Fig. 6. Similarity regarding true-to-scale model data sets

Definition 3. Let $p = (s_p, e_p)$ be an time interval in short form. Furthermore, let $v \in \mathbb{R}$ be a shift parameter and $s \in \mathbb{R}^+$ a scaling factor. The functions

$$ p + v := (s_p + v, e_p + v) \quad (10) $$

$$ s \cdot p := (s \cdot s_p, s \cdot e_p) \quad (11) $$

map an interval onto a new interval, hence we can integrate these functions into our similarity measure.

For the similarity analysis of our data sets, this means that we have to solve the following minimization problems:

Definition 4. Let $P$ and $Q$ be two time interval data sets, $p_i \in P$, $q_i \in Q$ and $|P| = |Q| = n$. Furthermore, let $\Pi$ be the set of permutations of a set with $n$ elements, $\pi \in \Pi$, $v \in \mathbb{R}$ a shift parameter and $s \in \mathbb{R}^+$ a scaling factor. The degree of similarity taking into account global displacement (12) or global scaling

$$ 1001 $$
can then be calculated with

\[
S(P, Q + v) := \min_{\pi, v} \left\{ \sum_{i=1}^{n} S(p_i, q_{\pi(i)} + v) \right\}_{\pi \in \Pi, v \in \mathbb{R}} \tag{12}
\]

\[
S(P, s \cdot Q) := \min_{\pi, s} \left\{ \sum_{i=1}^{n} S(p_i, s \cdot q_{\pi(i)}) \right\}_{\pi \in \Pi, s \in \mathbb{R}_+} \tag{13}
\]

Before dealing with an efficient solver of the above minimization problems, the solubility must be ensured. Therefore, the following is stated.

**Lemma 1 (Existence of the Minimum).**

Let the conditions of definition 4 be satisfied. The following functions are then continuous with a global minimum.

\[
F_1(v) := \min_{\pi} \left\{ \sum_{i=1}^{n} S(p_i, q_{\pi(i)} + v) \right\}_{\pi \in \Pi} \tag{14}
\]

\[
F_2(s) := \min_{\pi} \left\{ \sum_{i=1}^{n} S(p_i, s \cdot q_{\pi(i)}) \right\}_{\pi \in \Pi} \tag{15}
\]

**Proof.** For \( \pi_k \in \Pi \) we define

\[
f_{\pi_k}^1(v) := \sum_{i=1}^{n} S(p_i, q_{\pi_k(i)} + v) \tag{16}
\]

Analogously we define \( f_{\pi_k}^2(s) \).

**Continuity:**

We concentrate on the functions \( f_1, f_2 \) are valid analogously.

1) Let \( \Pi = \{ \pi_1 \} \). \( F_1(v) = f_{\pi_1}^1(v) \) is then continuous because it is a sum of continuous distance measures \( S(p_i, q_{\pi_1(i)} + v) \).

2) Let \( \Pi = \{ \pi_1, \pi_2 \} \).

\[
F_1(v) = \min \left\{ f_{\pi_1}^1(v), f_{\pi_2}^1(v) \right\} = \frac{f_{\pi_1}^1(v) + f_{\pi_2}^1(v) - |f_{\pi_1}^1(v) - f_{\pi_2}^1(v)|}{2} \tag{17}
\]

is then continuous as a combination of continuous functions.

3) Let \( F_1(v) \) be continuous for \( |\Pi| = n \), then \( |\Pi| = n + 1 \) holds:

\[
F_1(v) = \min \left\{ f_{\pi_1}^1(v), \ldots, f_{\pi_{n+1}}^1(v) \right\} \tag{18}
\]

\[
= \min \left\{ f_{\pi_1}^1(v), \ldots, f_{\pi_{n-1}}^1(v), \min \left\{ f_{\pi_n}^1(v), f_{\pi_{n+1}}^1(v) \right\} \right\} \tag{19}
\]

and therefore \( F_1(v) \) is continuous for \( |\Pi| = n + 1 \)
That means $F_1(v)$ and $F_2(s)$ are continuous functions.

Existence of a minimum:

To show the existence of a minimum, the well known extreme value theorem of Weierstrass\footnote{A continuous function on an interval $[a, b]$ is bounded on that interval} is used. The continuity of the functions $F_1(v)$ and $F_2(v)$ was already shown. The last step is to show that there exists an interval $[v_u, v_o]$ (or $[s_u, s_o]$) for which the values of the function $F_1(v)$ (or $F_2(s)$) outside the interval are greater than at least one within. These intervals for both functions are now constructed.

For $F_1(v)$ we define

$$v_u = -\max_i (e_{qi} | q_i \in Q) - \min_j (s_{pj} | p_j \in P) \quad (20)$$

as well as

$$v_o = \max_i (e_{pi} | p_i \in P) - \min_j (s_{qi} | q_i \in Q) \quad (21)$$

Because of the construction of the geometrical distances, that means for every $v > v_u$ (or $v < v_o$):

$$F_1(v) \geq F_1(v_o) \quad \text{(or } F_1(v) \geq F_1(v_u) \text{)} \quad (22)$$

For $F_2(s)$ we define

$$s_u = \min \left\{ \frac{\min\{|p_i|\}}{\max\{|q_i|\}}, \frac{\min_i (s_{pi} | p_i \in P)}{\max_j (e_{qi} | q_j \in Q)} \right\} \quad (23)$$

as well as

$$s_o = \max \left\{ \frac{\max\{|p_i|\}}{\min\{|q_i|\}}, \frac{\max_i (e_{pi} | p_i \in P)}{\min_j (s_{qi} | q_j \in Q)} \right\} \quad (24)$$

And analogously $F_1(v) \geq F_1(v_o)$ (or $F_1(v) \geq F_1(v_u)$) holds for $s > s_o$ (or $s < s_u$). That a minimum for $F_1(v)$ (or $F_2(s)$) exists and is located within the interval $[v_u, v_o]$ (or $[s_u, s_o]$) is then shown by the extreme value theorem. \hfill \Box

4.2 How to Deal With Different Cardinality

If the two disjoint parts of the bipartite graph do not have the same cardinality, the smaller of the two sub-sets is filled with additional nodes, dubbed "dummy nodes". Here, the edge weight of all nodes of the larger subset with the dummy node is set to the maximum occurring edge weight. With the help of this construction, we are able to use the Hungarian algorithm to find the perfect matching within our data sets. In this matching, all intervals which are
connected to a dummy node, are not included in the perfect matching. In order to be able to use this result completely in the similarity analysis of time interval data sets, the distance measure must be adapted since the maximum distance measure of all interval pairs has been incorporated into the similarity measure by each dummy node. For convenience, these additional summaries are initially removed from the similarity measure.

\[ *S(p_4, d_1) = \max_{i,j} \{S(p_i, q_j)\} \]

**Fig. 7.** Bigraph example with one dummy node \( d_1 \)

In figure 7 we show an example with one dummy node. The adjusted calculation with the STIDes approach then is

\[ S(P, \{Q \cup \{d_1\}\}) := \min_{\pi} \left\{ \sum_{i=1}^{n} S(p_i, q_{p(i)}) \right\}_{\pi \in \Pi} - |\{d_1\}| \cdot \max_{i,j} \{S(p_i, q_j)\} \]  

(25)

The extent to which unmatched intervals influence the similarity measure must be considered according to the individual case and must be adapted accordingly. Another possibility to use data sets with different cardinality and therefore work with rectangular matrices within the Hungarian algorithm, is the algorithm presented by F. Bourgeois and J-C. Lassalle [14].

5 Discussion and Outlook

The STIDes approach is capable of processing different kinds of similarity views because of the capability to set different weight parameters \( \lambda_i \) according to each specific use case. However, this results in an additional effort in the basic setting of the method since the parameters must be set separately for each application. In addition, the creation of dummy nodes allows a determination of the similarity of two unequal data sets, but the remaining intervals do not yet influence the computation of similarity. Our approach incorporates the possibility to apply global changes (e.g. scaling or time shifts) to one of the data sets and we showed that for both scaling and shifting a optimal factor exists, such that the similarity between the two data sets is then optimal.
In the future, we will focus our research on these global changes like time shifts and scaling. We need to research, if the computing time regarding both defined functions 12 and 13 is still polynomial and how the solution can be computed efficiently. We will also investigate the combined effect of both time shifts and scaling. This combined influence can be represented by the structure of the method as a multidimensional function. However, to what extent this affects the complexity of the calculations must also be examined. The possibility to apply different shift and/or scaling factors to different groups of intervals within one data set is also an interesting case, which will be studied in future research. Within the future research, differences in the cardinality of the data sets will again be looked upon to be able to set influence parameters for the similarity measure.

6 Conclusion

At the beginning of this work, it was determined that in today's optimized production processes deviations can lead to unwanted time delays and additional costs. It turned out that a re-recognition of similar deviations from the past leads to a faster and more effective reaction possibility. In order to allow a quantification of similar situations, a similarity criterion on the basis of time interval data sets has been derived in this work, which compares the intervals themselves. For this purpose, a new similarity measure between two intervals was defined, which was transferred to a similarity measure of two data sets in a further step.

In this paper, a similarity measure depending on the relation of the intervals to each other was introduced. For this purpose, the properties of the intervals, such as the size of the overlap, start and end point distances were defined. From these properties distance values were derived, which in a weighted sum form the similarity measure of two intervals. This allows to individually weight each interval characteristic. On the basis of the weighted sum, the STIDes approach was defined, which compares two time interval data sets with one another. For this purpose, the minimum sum of the individual similarities is calculated over all possible interval pairs, which results in the defined similarity measure. An interval pair consists of an interval of each of the two considered time interval data sets. The possibility to weight each interval property is retained by this approach in the extended similarity measure of two data sets. In order to compensate for a possible cardinality difference between the data sets, dummy nodes were introduced, so that each interval can be assigned one partner from the other set and therefore the STIDes approach can be applied. The desired similarity measure of the possibly modified data sets is determined by the Hungarian algorithm in polynomial time \(O(n^3)\). The introduced methodology for identifying similarities also made it possible to incorporate global changes in the intervals of one data set into the analysis. In this context, it has been shown that the defined functions have a global minimum in order to be able to apply the
above described approach, but the complexity changes with the implementation of global changes is not yet researched.

Overall, the approach considered provides a versatile method for describing similarities, in which all properties of the intervals are included in the similarity analysis and, moreover, various types of dynamic changes within the data sets can be mapped. Due to the general representation of this methodology, the similarity analysis can be applied to a variety of problems and thus meets the goal of a general description of similarities between time interval data sets.
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