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ABSTRACT 
With increased complexity of hearing device algorithms a strong interaction between motion behavior of the 
user and hearing device benefit is likely to be found. To be able to assess this interaction experimentally, more 
realistic evaluation methods are required that mark a transition from conventional lab experiments to the field. 
Here we describe audiovisual virtual environments (VEs) that were designed to measure realistic movement 
behavior in relevant everyday situations in the lab. Movement data was collected from young and elderly 
normal-hearing participants while they were listening to these VEs. It was shown that the collected data in 
these VEs is reliable. Furthermore, acoustic simulations are done using the measured head movement in 
combination with the presented VEs to estimate hearing aid performance related to noise suppression for a 
set of algorithms. The estimated SNR improvement by the algorithms in the VEs under natural head 
movement is a better predictor of the everyday life benefit of these algorithms than conventional lab 
experiments can provide. Moreover, the variance in SNR improvement over the head movement data from 
the different participants is used to assess the influence of head movement behavior on algorithm 
performance, showing a strong effect on directional algorithms. 
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1. INTRODUCTION 
In everyday life, people naturally move their head when listening and talking to other people. There 

are indications that head movement can affect the performance of hearing aid (HA) algorithms. To 
provide a realistic estimate of the everyday benefit of the HA algorithms, lab experiments should 
therefore be carried out under natural head movement, which is not the case for conventional lab 
experiments, e.g. [1]. Based on examples found in literature, two possible consequences of head 
movement are described that might result in a reduced performance. First,  Ricketts [2] showed that 
head orientation affects the speech intelligibility benefit of directional HA algorithms. This could 
happen because of misalignment between the beam of the directional algorithms and the direction of 
optimal benefit. Secondly, Abdipour et al. [3] and Boyd et al. [4] provide examples of a reduced 
performance due to head movement for algorithms that use temporal integration to estimate some 
property of the acoustic scene (sound source direction). When temporal integration takes place during 
head movement, it might lead to smeared and therefore inaccurate estimates, potentially resulting in a 
reduced performance of the algorithm. Furthermore, head movement causes dynamic changes to the 
acoustic scene to which adaptive algorithms are adapting. All adaptive algorithms have a certain 
update rate at which they adapt their settings. Instantaneous adaptation is not possible due to artefacts, 
so there might be some time during adaptation in which the performance is not optimal. Smearing of 
the estimated acoustic scene properties and the time taken to adapt could be problematic if the 
algorithm is not fast enough or if the acoustic scene is rapidly changing because of head movement, 
leading to maladaptation. 

This study aims to investigate the influence of head movement on HA algorithm performance in 
terms of noise suppression and relate it to effects of misalignment and maladaptation. In order to 
investigate this, head movement data are needed in conjunction with the presented audio, separated by 
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target and noise. Measuring this in the field is impossible, therefore realistic virtual environments 
(VEs) that are relevant for everyday life are needed that allow reproducible measurements in the lab. It 
was shown that visual stimuli are needed in order to measure natural head movement, and that 
animated characters with certain behavioral features can be used for this [5]. Therefore the VEs have to 
be audiovisual.  

In a previous study [6] such VEs were designed based on relevant everyday situations in order to 
measure typical movement behavior in the laboratory. Relevant situations were selected based on 
findings of Eckardt et al., Wagener et al. and Wolters et al.  [7–9], and with the aim of implementing a 
large range of different target sources and distractors. The selected VEs were: a living room, a lecture 
hall, a train station, a cafeteria and a street. The audio and video of these VEs is published along with 
a detailed description [10]. In all VEs, the task of the participants was to actively listen to a specified 
target. The cafeteria VE was, in addition to the listening only condition, measured with a dual task 
condition, where the participants had to listen to the target and at the same time perform a hand -eye 
coordination task (to simulate listening and eating at the same time).  While the participants were 
listening to the VEs, their head movement was recorded, resulting in a dataset of 21 young 
normal-hearing and 19 elderly normal-hearing participants that is also published [11]. It was shown 
that the measured data are reproducible and reliable [6]. The acoustic VEs allow full access to the 
presented target and noise audio stimuli.  

Although the head movement data was measured in normal-hearing listeners, who may behave 
differently from HA users, we will use it in this study to investigate how natural head movement could 
influence the performance of hearing aid algorithms. With acoustic simulations based on the measured 
head movement data and presented audio, an estimate can be obtained of the performance of HA 
algorithms related to noise suppression in retrospect. 

 

2. METHODS 
Acoustic simulations were done using the measured horizontal rotational head movement data from 

40 normal-hearing participants (21 young, 19 elderly) and acoustic stimuli from six VEs presented in 
Hendrikse et al. [6] to estimate the algorithm performance related to noise suppression for a set of 
standard HA algorithms (Figure 1). The acoustic stimuli from the VEs, separated by target and noise, 
were put into the acoustic model together with the matching head movement traces. This resulted in  an 
estimate of what HA microphones would have recorded if the participants would have worn a HA 
while making these head movements. These HA microphone recordings were processed with HA 
algorithms, resulting in a binaural HA output. From the HA microphone recordings, the input SNR was 
calculated using segmental SNR after Quackenbush et al. [12] with a window length of 200 ms. From 
the binaural HA output, the output SNR was calculated, also using segmental SNR. The difference 
between input and output SNR is the algorithm benefit in terms of SNR improvement. A potential 
effect of head movement on the algorithm performance would be visible in the variance of the 
algorithm benefit over the head movement traces. This was related to misalignment and maladaptation 
by comparing the algorithm benefit for different head directions (misalignment) and for different head 
speeds (maladaptation). The paragraphs below describe the acoustic model and the HA processing in 
more detail. 

2.1 Acoustic Model 
The acoustic VEs were created with the software package TASCAR [13,14]. In TASCAR, a virtual 

listener was implemented in the VEs who performed the same head movements that had been recorded 
in the participants. The output of TASCAR were the signals that would have been sent to the 
loudspeakers for the setup described in Hendrikse et al. [6]. Impulse responses had been recorded from 
the loudspeakers in this setup to a head-and-torso simulator fitted binaurally with three-channel 
hearing aid dummies as used in Kayser et al. [15]. Convolution of these impulse responses with the 
loudspeaker signals resulted in recordings of the HA microphones of the virtual listener while 
performing the defined head movement. 

2.2 Hearing Aid Processing 
Six representative HA algorithms from different classes were selected: a delay-and-subtract 

beamformer (labelled ‘delaysub’), an adaptive differential microphone (‘adm’), a static binaural 
beamformer (‘beam’), an adaptive minimum variance distortionless response beamformer (‘amvdr’), 
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an adaptive differential microphone (‘adm’), a binaural noise reduction algorithm based on interaural 
coherence (‘coh’) and a single-channel noise reduction algorithm aiming to identify and enhance 
speech components (‘single’). The implementations of these algorithms in the open Master Hearing 
Aid (openMHA, version 4.8.0) [16] were used, with their default parameter settings. For processing of 
the HA microphone recordings with the algorithms the Hagerman method [17] was used, which 
allowed access to the processed target and noise separately.  

 

 
Figure 1: Schematic overview of the applied method. The acoustic stimuli and measured head movement 

traces from 40 participants for the matching VEs were put into an acoustic model, which provided the HA 

microphone recordings for a virtual listener performing the head movement. These HA microphone 

recordings were processed with HA algorithms, resulting in a binaural HA output. The difference in SNR 

between the HA microphone recordings and binaural HA output is the algorithm benefit. 

3. RESULTS 

3.1 OVERALL EFFECT OF HEAD MOVEMENT 
The average algorithm benefit over time for all tested algorithms in all VEs is plotted in Figure 2 . It 

can be seen that some directional algorithms perform poorly in some VEs, even decreasing the SNR.  
Figure 2 also shows the average input SNR over time for the different VEs. As can be seen in the figure, 
the different head movement traces result in a different average input SNR, because of the head 
shadow effect. The algorithm benefit of the different algorithms is affected by the head movement, too. 
The difference in algorithm benefit between the different head movement traces can even be up to 4 dB 
(e.g., ‘amvdr’ in the street VE), but the non-directional algorithms (‘coh’ and ‘single’) are only 
minimally affected. This is the average over time, so the differences at single time points can be higher. 
The different input SNRs likely play a role in the effect of head movement, but since the range in 
algorithm benefit is sometimes bigger than the range in input SNR, there are probably also other 
factors that play a role. The next paragraphs investigate misalignment and maladaptation as potential 
factors. 
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Figure 2: Average input SNR and average algorithm benefit over time for all algorithms in all VEs. The error 

bar indicates the range over the different movement traces and shows that there is a movement effect. 

3.2 MISALIGNMENT 
The algorithm benefit per horizontal head direction relative to the target is plotted in Figure 3. In 

the train station VE no target direction was defined, so here the head direction relative to the front is 
plotted. Misalignment was defined as a decreased performance when a directional algorithm is not 
pointed in the optimal direction. In case of misalignment problems the algorithm benefit depends on 
the head direction, as can be seen for all directional algorithms. Especially the ‘amvdr’ seems affected 
by misalignment. The ‘coh’ and ‘single’ algorithms are non-directional and therefore not affected by 
misalignment. Their algorithm benefit is fairly constant over different head  directions. The values 
below -70° for the ‘single’ algorithm in the cafeteriadualtask and train station VEs are outliers that are 
based on very few data points. Misalignment problems are most severe in the cafeteria and street VEs. 

3.3 MALADAPTATION 
As explained in the introduction, maladaptation could be a problem if the acoustic scene is 

changing because of head movement. Maladaptation could therefore cause a decreased algorithm 
benefit if the head speed is high. The algorithm benefit per horizontal angular head speed is plotted in 
Figure 4. It can be seen that the algorithm benefit is relatively constant over different head movement 
speeds for all algorithms. Thus, maladaptation is not a relevant problem. 
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Figure 3: Algorithm benefit per horizontal head direction in degrees relative to the target (cafeteriadualtask, 

cafeterialisteningonly, lecture hall, living room and street) or relative to the front (train station) for all tested 

algorithms. In case of misalignment problems the algorithm benefit depends on the head direction, as can be 

seen for all directional algorithms. 

 
Figure 4: Algorithm benefit per horizontal angular head speed for all tested algorithms in the different VEs. 

In case of maladaptation problems the algorithm benefit depends on the head speed, which is not the case for 

any algorithm. 
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4. DISCUSSION AND CONCLUSIONS 
The results show that natural head movement as measured in normal-hearing listeners can severely 

affect hearing aid algorithm performance. Only directional algorithms are severely affected. Analyses 
of the causes of differences in performance indicate that both misalignment and differences in the 
input SNR because of the head shadow effect play a role, and that maladaptation is not a relevant 
problem. However, it is still unclear how big the relative influences of input SNR and misalignment 
effect are. Moreover, it would be interesting to see in which situations misalignment problems arise 
and whether there are differences between the young and elderly participants. 

Furthermore, this study shows that directionality of hearing aid algorithms based on the head 
direction is often not leading to SNR improvement in virtual environments that are relevant for 
everyday life, based on normal-hearing head movement. In contrary to conventional lab experiments, 
natural head movements were induced by the visual stimuli and the acoustic complexity of the 
environments was higher. As shown by Grimm et al. [18], such complex virtual acoustic environments 
probably lead to a better prediction of everyday benefit. Including head movement could also improve 
the benefit prediction, because it is shown here that head movement influences the algorithm 
performance. Although hearing aid users could adapt their head movement behavior in order to 
increase the benefit, not all of them might do this successfully. Taken together, the hearing aid 
algorithm performance predicted here is therefore more realistic than the performance predicted in 
conventional lab experiments. This could help explain the discrepancies found between the directional 
algorithm benefit measured in conventional lab experiments and the benefit in everyday life [19,20].  

Future research could investigate if hearing aid users adapt their head movement and if this leads to 
an increased algorithm performance. Moreover, if the directional algorithm performance is still poor 
for adapted head movement behavior, future research should focus on finding ways to make the 
directionality of the algorithms independent of the head direction. This could be achieved by, e.g., 
gaze-based attention models [21] or EEG-based attention models [22,23]. 
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