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Abstract

Different from the conventional approach of bandwidth extension (BWE), we propose an algorithm to enhance
speech by bit-rate extension (BRE). Due to the different resolution of amplitude, low bit-rate (LB) signals
contain much more quantization noise than high bit-rate (HB) signals. Theoretically, simply applying conven-
tional speech enhancement algorithms can enhance LB signals. However, even if LB signals are corrupted by
quantization noise, the quantization mechanism makes the remaining upper bits of LB signals identical to the
corresponding HB signals, and conventional speech enhancement algorithms may corrupt the “correct” upper
bits of LB signals. In this paper, we focus on that the “correct” upper bits of LB signals will follow a time-
domain constraint, and use it to support enhancement to achieve a better performance. Therefore, after the
general amplitude-based speech enhancement, we also designed a time-frequency simultaneously constrained
Griffin-Lim algorithm (TFC-GLA) to ensure that the HB signal estimations satisfy the time-domain constraint
while maintaining the estimated amplitude in frequency-domain. Objective evaluations show that our proposed
BRE algorithm is effective in enhancing speech.

Keywords: Speech enhancement, Bandwidth extension, Bit-rate extension, Phase reconstruction, Griffin-
Lim algorithm

1 INTRODUCTION

Sampling rate is an essential measure for determining the quality of a speech signal. It has been a hot topic
of speech enhancement by bandwidth extension (BWE) [I, 2]. Generally, the BWE approach uses the corre-
lation between the low and high-frequency bands and estimates the lost spectrum of the high-frequency band.
According to the sampling theory [3], the bandwidth of the spectrum corresponds to the sampling rate, which
determines the Nyquist frequency. Therefore, BWE actually extends the sampling rate of speech and improves
speech quality.
However, bit rate, which is also an extremely critical measure for determining speech quality, has been forgotten
somehow. In this paper, we propose an algorithm to enhance speech by bit-rate extension (BRE). The bit rate
represents the resolution of quantization [4], and the higher the bit rate, the higher resolution digital amplitude
will be. Thus, BRE can make speech capable of representing more precise fluctuations in amplitude. Figure 1
shows the difference between the two approaches.
Due to the different resolution of amplitude, low bit-rate (LB) signals contain much more quantization noise
than high bit-rate (HB) signals. Theoretically, simply applying conventional speech enhancement algorithms [5,
] can enhance LB signals. However, even if LB signals are corrupted by quantization noise, the quantiza-
tion mechanism makes the remaining upper bits of LB signals identical to the corresponding HB signals, and
conventional speech enhancement algorithms may corrupt the “correct” upper bits of LB signals.
Based on the quantization mechanism, we focus on that the “correct” upper bits of LB signals will follow
a time-domain constraint, and use it to support enhancement to achieve a better performance. Conventional
amplitude-based speech enhancement algorithms cannot ensure enhanced signals satisfying the time-domain con-
straint because of the noisy phase. Therefore, we need to design a proper phase, which can ensure our estima-
tion of HB signals following both the time-domain constraint and the estimated amplitude. To achieve this, after
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Figure 1. Comparison of BWE and BRE.

amplitude-based speech enhancement, we designed a time-frequency simultaneously constrained Griffin-Lim Al-
gorithm (TFC-GLA) based on the GLA [7]. To evaluate speech-enhancement quality, we conducted objective
evaluations based on the perceptual evaluation of speech quality (PESQ) [8] and signal-to-distortion ratio (SDR)
to confirm the speech quality improvement as well as the distortion of estimated HB signals referring to the real
HB ones. Results of objective evaluations indicate that our proposed BRE algorithm is effective in enhancing

speech.

2  Quantization Mechanism

Quantization is a process of mapping input analog voltage from a large set (often a continuous set) to out-
put values in a countable and finite set, which can be considered as a lossy compression of analog ampli-
tude. There are many ways for quantization and the most widely used one is successive approximation register
(SAR) [9, 10]. Our proposed BRE algorithm is based on the condition that the input LB signal being extended
is linearly quantized by SAR without an additional process such as dithering [ 1]. Figure 2 shows what results
of quantization at different bit rates look like.

From Figure 2, the upper L bits on the MSB side are identical, while the lower (H — L) bits on the LSB side
are lost only for the L-bit LB signal. Our proposed method estimates the lower (H — L) bits while protecting
the identical upper L bits.

3 PROPOSED BRE ALGORITHM
In this section, we introduce the proposed algorithm. Figure 3 shows a block diagram of the entire proposed
algorithm.

3.1 Quantization Noise Whitening and Temporary Bit-rate Extension by Random Recovery of Lower Bits

To achieve speech enhancement by BRE, it is necessary to estimate the lost lower bits. However, estimating
lower bits directly from the remaining upper bits is extremely difficult since there is no clear correlation be-
tween these two matrixes made of O and 1. Thus, we avoid estimating lower bits directly, instead, filling them
with values temporarily to increase the resolution, and apply a speech enhancement algorithm later. Assuming
that there is an L-bit signal x(n) and H(L < H)-bit signal y(n) corresponding to the same speech signal, the
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Figure 2. Quantization results in L bits and H bits.

quantization noise e(n) can be represented as

e(n) =y(n) — 2 Lx(n). (1)

Usually, e(n) has correlations with x(n), which brings some difficulty to the amplitude-based speech enhance-
ment since they are generally based on the assumption of that there is no correlation between the noise and
signal. To make this easier, we propose to recover the lost lower bits randomly to whiten the e(n), so that
the amplitude estimator may perform better. The procedure of random recovery is shown in Figure 4. Random
recovery makes the resolution of an L-bit signal identical to an H-bit signal. In this paper, we call the signal
after random recovery a fake HB (FHB) signal.

Figure 5 illustrates spectrograms of quantization noises before and after the random recovery where L =8 and
H =16. We can see that the quantization noise has been whitened by random recovery and the LB signal
is temporarily extended to HB. Now, we can apply a conventional speech enhancement algorithm to estimate
the clean spectrum of HB signals. In this paper, we chose spectral subtraction [5], a widely used speech
enhancement algorithm, as the amplitude estimator.

3.2 Theoretical Limited Region of High Bit-rate Signals

In conventional research, simply synthesizing the estimated spectrum | (7,k)| with a noisy phase ¢(7,k)¢ may
improve speech quality. However, as shown in Figure 2, the difference between LB and HB signals only exists
in the lost H — L lower bits on the LSB side, which means the L upper bits are identical to the original HB
signal, and ¢(7,k)° is not capable of protecting the "correct” upper bits. Since the combination of 0 or 1 for
(H — L) lower bits are finite, it is possible to calculate a limited region from an x(n) where the original HB
signal is strictly inside. Assuming the lower and upper limits of this region are I(n) and u(n), the relation
among [(n),u(n), and x(n) is as follows,

I(n) = min{ZH_Lx(n), 2H_Lx(n) + (ZH_L — 1)sgn(x(n))},

u(n) = max {27 Lx(n), 27 Lx(n) + (2775 — 1)sgn(x(n))}, @
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Figure 3. Block-diagram of entire proposed algorithm to enhance speech by bit-rate extension (BRE), where
x(n) is input low bit-rate (LB) signal, g(n) is signal after random recovery, |¥(7,k)| is estimated spectrum, $(n)
is output of estimated high bit-rate (HB) signal. u(n) and I(n) are upper and lower limits of all possible $(n).

where sgn is an operator for extracting the sign of its input value, whose operation is defined as

0 ,x=0,
sgn(x)=4¢1 x>0, (3)
-1 ,x<0.

For any LB signal x(n) and bit-rate needed to be extended, it is possible to calculate the upper limit u(n) and
lower limit /(n) of y(n) where

Vn, I(n) <y(n) <u(n), ()

and Equation (4) will be the time-domain constraint during the HB signal estimation.

3.3 Time-frequency Simultaneous-constrained Griffin-Lim Algorithm

So far, we have an amplitude estimation as the frequency-domain constraint as well as the time-domain con-
straint. Next, we need to estimate a proper phase ¢ (7,k) that will satisfy the following condition,

)}

$(n) =ISTFT{|? (1,k)|dY (t,k S
< u(n), ©)

T,
Vn, I(n) <H(n)

where ISTFT{*} means performing short-time inverse Fourier transform (ISTFT) of the input complex spectrum
matrix * [12, 13].
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Figure 5. Comparison of spectrogram of quantization noise.

It is reported that inserting a time-domain constraint can assist GLA in recovering the phase [14] . Inspired by
this discovery, we designed a TFC-GLA to estimate qsy(r,k) satisfying Equation (5). TFC-GLA is shown as
Algorithm 1, where @ is the penalty ratio while constraining $(n), ¢ is the convergence criterion, ¢%(7,k) is a
random phase for initialization, and ||X||r is the Frobenius norm of X given by

X" p =

(6)

With Algorithm 1, we carry out a mutual projection between time and frequency domains. When |¥ (t,k)|¢Y (7, k)
is projected into the time domain as J(n), we add a penalty to force $(n) to become closer to the limit
region given by Equation (2). On the other hand, When $(n) is projected into the frequency domain as
|7 (1,k)|¢Y (t,k), we force its spectrum to be identical to |V'(7,k)|. Eventually, by iterating the projections,
$(n) will satisfy Equation (4) while its spectrum will be our desired one.



Algorithm 1 Time-frequency simultaneous-constrained GLA (TFC-GLA)

Input: [(n),u(n),a,|¥(z,k)|,c, % (1 k)
Output: H(n)
1: ¢ (1,k) < oR(1,k)
2: §(n) < ISTFT{|Y (1,k)|$" (7,k)}
$(n) = a($(n) —u(n)) , 9(n) > u(n)

3 §(n) < {j}(n) —a(3(n)—1(n)) , $(@n) <I(n)

4: |Y'(1,k)|¢" (t,k) < STFT{§ (n)}
s if ||[Y/(1,k)| = |¥ (2,k)|||r > ¢ then
6: goto 2

7: else

8:  return $(n)

9: end if

4 OBJECTIVE EVALUATION

To evaluate the performance of our proposed BRE algorithm, we conducted objective evaluations of speech
quality based on PESQ [8] and SDR. We chose 20 Japanese speech signals from the ATR speech database [15]
sampled at 16 kHz and quantized at 16 bits. We created the corresponding 8-bit signal for each original 16-bit
signal by using the following equation.

@B s >0, o

@I s <o,

x(n) =

where |*] is the operator to calculate the maximum integer less than *, [*] is the minimum integer greater than
*, and H = 16,L = 8. Equation (7) is the theoretical relationship between the LB and HB signals of the same
analog waveform. Furthermore, the accuracy of magnitude estimation mentioned in Section ?? is also critical
to the performance of the proposed BRE algorithm. Thus, we also gave the real amplitude |Y(7,k)| to confirm
their theoretical maximum performances.

Evaluation target signals were as follow.

e LB: LB represents 8-bit signals that have been linearly extended to 16-bit. We can consider LB as an
8-bit signal since there is no perceptual difference and effect on SDR results after linearly extended to
16-bit.

e R: Randomly recovered as described in Section 3.1.

e R+D: Only apply the SS and the phase remains noisy.
e R+D+GLA: Apply GLA to R+D.

e R+D+TFC-GLA: Apply Algorithm 1 to R+D.

e R+D*: Theoretical maximum performance of R+D by providing it with the real amplitude while the
phase is still noisy.

e R+D*+GLA: Theoretical maximum performance of R+D+GLA by providing it with the real amplitude
to GLA
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e R+D*+TFC-GLA: Theoretical maximum performance of R+D+TFC-GLA by providing it with the real
amplitude to Algorithm 1

The results of PESQ and SDR are shown in Figures 6-7, respectively. From the results, we can confirm that,
random recovery of lost lower bits of LB does not improve speech quality. Moreover, results also indicate that
only applying SS can improve speech quality, but with the combination of TFC-GLA, we can achieve a more
accurate HB signal estimation according to both PESQ and SDR.
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Figure 6. Results of objective evaluation based on PESQ.
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Figure 7. Results of objective evaluation based on SDR.

5 CONCLUSIONS & FUTURE WORKS

We proposed an algorithm of speech enhancement by BRE based on our TFC-GLA. By applying TFC-GLA,
we can estimate an HB signal by enhance a LB signal while keeping its upper bits protected. The results
of objective evaluations indicate that our proposed BRE algorithm is effective in improving speech quality
compared with the LB signal. Conventional amplitude-based speech enhancement can also improve speech
quality, but with the combination of TFC-GLA, we can achieve a more accurate HB signal estimation based on
the higher SDR results. As for the future work, we will consider applying a more accurate amplitude estimation
algorithm.
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