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Abstract
Modelling and Control of Transients in Parabolic Trough Power Plants with

Single-Phase Heat Transfer Fluids

by Kareem NOURELDIN

Optimizing solar field operation and control during transient processes, like passing clouds
and solar field start-up, is key to improve the competitiveness of line-focus solar thermal
power plants in comparison to other renewable energy technologies. Although simulation
tools play a significant role in the design and optimization procedures, common solar field
computational models cannot predict the behaviour of such a system exposed to high de-
grees of, both, temporal and spatial variability in the energy input. Some very detailed tools
can only simulate parts of the system within acceptable time and computational power, and
hence, they are not utilized as platforms to test new concepts under realistic operation con-
ditions. On the other hand, tests in pilot or full-sized solar fields not only are too costly
to prove a concept, but it is also nearly impossible to reproduce a transient test case with
exactly the same disturbances to provide fair comparisons.

Thus, a novel transient solar field model, the Virtual Solar Field (VSF), is developed
within the scope of this thesis. The model couples a static hydraulic flow model with a
detailed dynamic loop model making use of the different time scales in the system. This
results in an accurate and computationally efficient simulation tool for commercial power
plants scale, such that, for example, 10 hours of Andasol-III solar field operation can be sim-
ulated in under 10 minutes. VSF has been validated against solar field operation data from
Andasol-III as presented in the thesis. Also new control schemes that use direct normal
irradiance (DNI) maps from nowcasting systems, as well as single loop valve control have
been implemented and tested in VSF. A controller performance assessment scheme based
on energy output and conversion efficiency has been developed to estimate the expected
revenues of the solar field within the simulated time. This provides information to quantify
the benefits of using one control strategy over another. The availability of the simulation
tool also paves the way for developing model-predictive control strategies to optimize the
field operation and production.
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Kurzfassung
Modellierung und Regelung transienten Verfahren in

Parabolrinnenkraftwerke mit einphasigem Wärmeträgermedium

von Kareem NOURELDIN

Eine Betriebs- und -Regelungsoptimierung in Parabolrinnenkraftwerken ist besonders
für transiente Vorgänge wie zum Beispiel den Durchzug von Wolken oder Anfahrproze-
duren notwendig, um die Wirtschaftlichkeit der Technologie in Vergleich zu anderen
erneuerbaren Energietechnologien zu verbessern. Obwohl Simulationswerkzeuge eine
wesentliche Rolle bei der Konzeption und Optimierung spielen, können verfügbare nu-
merische Modelle für die Solarfelder das Verhalten solcher Systemen mit hoher zeitlicher
und räumlicher Variabilität in der Energiequelle nicht abbilden. Einige sehr detailge-
treue Tools können mit praktikablem Zeit- und Rechenaufwand jeweils nur Teile des
gesamten Systems simulieren. Das macht solche Werkzeuge als Testplattform für neue
Regelkonzepte unter realistischen Betriebsbedienung nicht brauchbar. Auf der anderen
Seite sind reale Versuche in Pilot- oder gar kommerziellen Anlagen nicht nur sehr
aufwändig, es ist auch faktisch unmöglich, gleiche Bedienungen für zwei verschiedene
Konfigurationen herbeizuführen, welche für einen systematischen Vergleich erforderlich
sind.

Davon ausgehend wird in der vorliegenden Doktorarbeit ein neues Solarfeldmodell,
Virtual Solar Field (VSF), entwickelt. Das Modell koppelt ein statisches hydraulisches
Modell mit einem detaillierten dynamischen thermischen Modell. Auf diese Weise lassen
sich unterschiedliche Zeitskalen für diese beiden Teilprozesse abbilden, wodurch sowohl
präzise als auch rechenzeiteffiziente Simulationen realisiert werden können. Beispiel-
sweise kann das Programm den zehnstündigen Betrieb eines Andasol-III Solarfeldes in
weniger als 10 Minuten durchrechnen. VSF wurde mit Betriebsdaten des Solarkraftwerks
Andasol-III und mit anderen Simulationsmodellen validiert. In der Arbeit wurden
dann neue Regelungskonzepte, die auf Solareinstrahlungskarten sowie Strangregelven-
tilen basieren, implementiert und getestet. Ein auf die Anwendung zugeschnittenes Regler-
Bewertungsschema wurde entwickelt, um das Verhalten verschiedener Regler vergleichen
zu können. Die Verfügbarkeit eines solchen Simulationswerkzeugs ebnet den Weg zur En-
twicklung neuartigen Regelstrategien die beispielsweise auf modellprädiktiver Regelung
zur Optimierung des Feldbetriebs und Ertrag aufbauen.
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1 I N T R O D U C T I O N

With few exceptions, the deployment of renewable energies is considered a global goal to
reduce CO2 emissions and to supply sustainable energy. The Paris climate change agree-
ment sets goals to limit the global temperature rise of the 21st century well below 2 ◦C

above the preindustrial time levels. This shall be achieved by reducing greenhouse gas
emissions within different sectors through various measures. Renewables play a signifi-
cant role by contributing to more than 30% of the desired CO2 reduction by 2060 [90]. To
fulfill such goal, we should rely on developed renewable energy technologies such as solar
and wind power plants [50].

In the solar energy sector for electricity production, photovoltaic (PV) technologies
showed significant reduction in installation and operation costs, that the levellized cost
of electricity (LCoE) averaged at less than 50e/MWh in 2016 with a net globally installed
capacity of 300GW. However, PV, and also wind power, are highly intermittent sources
of electricity that strongly depend on the instantaneous solar irradiance, or wind speed,
respectively. The prices increase drastically if a separate electric energy storage system is
added, rendering the system neither economically nor technologically feasible [50]. As the
portions of such electricity sources increase in the energy system, extremely high ramp-up
rates are needed from back-up power plants to compensate for the missing power that in-
termittent renewables fail to deliver [19]. Problems with flexibility and dispatchability also
become more prominent [38].

On the other hand, introducing concentrating solar power (CSP), also known as solar
thermal energy (STE), in the energy mix offers a feasible solution for such problems [4]. In
CSP, solar irradiation is collected and concentrated by mirrors on absorber surfaces that
transform it to thermal energy or heat. The heat is fed into power cycles that transform it
to mechanical work, which in turn rotates a generator to produce electricity. Despite the
higher cost of electricity produced by CSP as compared to PV, with recent CSP projects
under construction for an LCoE of 120e/MWh and the most recent tender for the world’s
largest CSP project in Dubai for 73e/MWh [2], CSP remains economically attractive. This
is due to the cost-effective energy storage in the form of thermal energy, which enables the
production of dispatchable electric power during different periods of the day [69]. This
adds a significant value of the technology as the share of intermittent renewable energy
sources is increased in the the electricity generation mix [23]. For example, the 50MW CSP
plant in Bokpoort in South Africa is reported to operate for 161h continuously in March
2016 [78]. In addition, CSP has a very good potential to contribute to the sustainable devel-
opment goals (SDG) set by the United Nations General Assembly in 2015 [14]. The SDGs
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2 Chapter 1. Introduction

provide a framework for international efforts to achieve both human development and cli-
mate objectives, such as providing employment and sustainable and affordable energy for
everyone, as well as providing appropriate nutrition and clean water. Furthermore, CSP
has the lead in process heat applications to economically and environmentally-friendly sup-
ply heat to industrial processes [49].

With the global installed capacity of only 4.8GW of CSP, which is nearly two orders
of magnitude lower than PV [72], there exists a tremendous margin for cost reduction by
improving the production process through economies of scale and by increasing the system
efficiency [68]. Fostering the system efficiency involves not only improving component
efficiencies, but also maximizing the collected solar energy through optimizing the power
plant operation where solar field simulation tools could play an important role.

1.1 PARABOLIC TROUGH POWER PLANTS

The majority of commercially-operated CSP plants are based on parabolic trough collec-
tors (PTC), which is a line-focus technology. Thus, optimizing their operation will have a
significant impact on the potential of CSP. In addition, advancements in components and
materials promise good returns when their operational challenges are addressed. In princi-
ple, line-focus CSP plants concentrate the incident solar irradiation on linear receiver tubes
laying in the focus line of parabolic trough-shaped mirrors. The concentration can also
be achieved by linear Fresnel collectors (LFC). A heat transfer fluid (HTF) is heated as it
flows through the receiver tubes in the solar field to collect the thermal energy from the
heated tubes due to the concentrated rays. The hot HTF then flows through heat exchang-
ers to boil water and the generated steam is used to operate a turbine connected to an
electric generator. Some power plants also include thermal energy storage (TES) systems
to enable economical uninterrupted operation to be able to economically supply electricity
when there is no solar irradiation for some time. In most of those systems, MS is used as
the storage medium in one or two tanks.

Figure 1.1 shows some components of the solar field in parabolic trough (PT) power
plants (PP), where the main components of a solar collector assembly (SCA) are illustrated
in Figure 1.1a. An SCA is formed of connected elements attached to a single drive that ma-
nipulates their tracking angle. The SCA follows the sun on a single axis, such that parallel
rays incident on the whole area of the parabolic-shaped mirrors reflect on the focal line,
where the absorber tubes are located. Multiple SCAs are usually connected in series using
flexible joints to form a collector loop. The joints serve the purpose so that the adjacent
SCAs are able to have different tracking angles, which allow for more versatile solar input
options. Valves are installed at the loop inlet to control the flow or for maintenance.

In full-scale PT power plants, multiple loops are connected in parallel to runner piping
to form the solar field as shown in Figure 1.1b. Also multiple solar fields, namely subfields,
can be connected in parallel to a power block (PB) using header piping. The PB includes
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(a) Collector and optical principle. (b) Parallel loops and runners.

Figure 1.1. Components in PTC solar field.

the main flow pumps that drive the flow in the solar field. As the header lengths to the
different subfields can vary, as well as the number of loops in each subfield, throttling
valves are installed in the headers to compensate for the different pressure drops. Loop
valves are also used to balance the flow in the single loops to compensate the pressure drop
in the long runners and headers.

Heat transfer fluids

The HTF could be a single-phase fluid that retains its physical state, like oil or molten
salt (MS), or it could evaporate, like in direct steam generation (DSG) systems. The most
common HTF in PT solar fields is thermal oil based on an eutectic mixture of Biphenyl
and Diphenyl-oxide [22]. There is also growing interest in using MS as the HTF in PTC
due to its benefits [85]. Firstly, MS can be heated to higher temperatures than thermal
oils, thus higher thermodynamic efficiencies of the work cycle of the steam turbine could
be achieved. Secondly, MS will be directly used as the storage media without the need
for heat exchangers at the storage tanks. However, MS needs to be maintained above its
melting point, approximately 200 ◦C, at all times, which represents a challenge in solar
field day and night operation. Alternatively, novel silicon-based oils are very promising as
more environment friendly and efficient substitute to thermal oils [40]. Appendix A shows
the temperature-dependent physical properties of the HTF used within this thesis, namely
thermal oils and MS.

DSG systems include evaporation of water and superheating the steam within the ab-
sorber tubes [24]. The steam generated at the solar field is directly used to operate the
turbine. Generally, the simulation of such systems needs special models that account for
two-phase flow and are out of the scope of this thesis.
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1.2 TRANSIENT PROCESSES AND CONTROL

PTCs focus only the direct normal irradiance (DNI) from the solar rays on the absorber
tubes, as DNI is the only part that falls normal to the mirror surfaces and, thus, could be
reflected in the correct direction. Clearly CSP plants are subject to strong transient condi-
tions as the source of energy to the system cannot be manipulated at will. Different types
of cloud passages cause disturbances in the energy source varying in, both, amplitude and
frequency. A lot of efforts to categorize the temporal disturbances in the solar irradiance
have been made, for example in [25, 55, 56]. The methods depend mainly on assessing how
far the current DNI value is from the expected clear-sky value in the current instant, as well
as the duration and amplitude of the disturbance. Another source of transient conditions
in a solar field is start-up operations as the shadow of the collector loops on one another
gradually vanish causing a progressive increase in the energy input to the field [27]. Similar
behaviour is also experienced during shut-down as the solar irradiance gradually declines.

Challenges with SF operation and control

According to personal communications with solar field control experts [29], a perfect so-
lar field controller shall be able to manipulate the flow rate in the solar field perfectly to
maintain constant temperature while avoiding any defocussing instances. However, due
to the large stretch of parabolic trough power plants, the spatial variability of DNI in the
field is significant and inflicts substantial challenges to the controllers. State of the art solar
field controllers do not have much information about the spatial distribution of the irradi-
ance, as the information is provided by only a handful of sensors at different points in the
field. For that, spatially-resolved DNI maps from a grid of upward-facing cloud cameras,
or downward-facing shadow cameras [75] are used as input to, both the field simulation
model and the controllers.

As for novel HTFs, the use of MS is also challenging in terms of solar field control. The
combination of critical temperature limitations (upper and lower operating temperatures)
and the potentially larger size of the solar fields require detailed understanding of the solar
field behaviour [85]. In particular, control during transient processes, such as start-up, cool
down, and passing clouds, imposes big challenges [27].

To keep the field operation controllable and stable under all conditions, the operator
has to find the best trajectory for field mass flow, temperature set-points, and defocusing
of collectors. In order to develop appropriate control schemes, a better understanding of
the behaviour of the solar field under transient conditions will help reduce defocusing in-
stances, improve field control, and, hence, increase the energy yield and confidence in this
quickly developing technology. Therefore, comprehensive numerical models are required
to study the hydraulic and thermal interactions in the field.
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1.3 DYNAMIC SIMULATION TOOLS

Simulation software packages have helped engineers and scientists to develop, optimize
and control CSP plants. In addition, reliable simulation tools reduce the costs and time dur-
ing designing and testing phases when compared to preparing experimental test benches
and building prototypes. Numerous simulation tools for line-focus solar thermal power
plants are used throughout all the designing, financing, building, and commissioning
phases of the plant.

Most transient models available in literature either investigate a single loop, like the
model in [93], or consider a single representative loop to model the whole field as in [35].
On the other hand, performance and annual yield models, like the model in [27], assume
equal mass flow distribution among the loops. Consequently, realistic mass flow distribu-
tions in the collector loops arranged in parallel cannot be modelled. A model developed in
[30] calculates the flow distribution; however, it is not fully coupled with the thermal con-
dition of the field. Commercial simulation software, like ISAAC Dynamics [79], can sim-
ulate multiple loops under transient conditions. However, there are limitations regarding
computational times rendering it not possible to model full-scale commercial CSP power
plants.

As for flow distribution in parallel pipes, a modelling strategy described in [1] outlines
a method for computing loop valve positions in order to accurately balance the flow in the
loops of a subfield. Yet, full coupling of the thermal and hydraulic states is not described,
for example the effect of loop temperatures on the flow distribution without changing valve
positions. Another model for the flow distribution in non-concentrating solar fields with
flat plate collectors is recently published in [7]. The model considers the field at a much
smaller scale than in CSP plants with lower energy densities and flow rates and couples it
with a static thermal model. Transient models for gas pipe network flows like in [31, 32]
consider isothermal flow along the pipes, which does not apply for CSP plants.

Under these circumstances, there is a lack in the availability of a simulation tool being
able to model full-sized solar fields under realistic weather conditions to study solar field
controller design and serve to optimize control strategies. In addition, the effects of degra-
dation of different components, such as absorber tubes, on the over-all power plant energy
yield can be studied.

1.4 MOTIVATION AND APPROACH

The main motivation of this thesis is to develop a simulation tool that enables solar field
developers and operators to alleviate the performance during transient processes. Hence, a
new transient simulation tool for a whole solar field was developed as part of the research
in this thesis to fill-in the need. The tool is named Virtual Solar Field (VSF) and is meant to
provide a virtual replica of the complete solar field. The simulation tool can mimic the plant
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layout with any irregularities in the construction, such as different number of loops in the
subfields and their orientation. In addition, the VSF is able to reproduce the plant response
to realistic DNI conditions with, both temporal and spatial, variabilities. The tool also con-
siders any diversity in the field operation conditions, such as different mirror cleanliness,
loops shut-down for maintenance or broken glass in absorber pipes. In particular, the tool
determines the flow distribution in the parallel loops and subfields depending on the set-
ting of the loop and subfield valves and on the thermal condition in the absorber pipes.
Also the control parameters in the simulation model match the parameters in real solar
field operation. For example, the flow is controlled by manipulating the pump set-point
and the focus of the SCAs is controlled by local built-in controllers. Furthermore, the DNI
input to the controllers is passed from weather station measurements at the locations spec-
ified in the solar field or more advanced DNI maps. Above all is the computation speed,
as the model is capable of computing a commercial-scale solar field, such as Andasol-III, in
just about 1% of real-time.

The main aspect of this thesis is to develop a numerical simulation scheme that accu-
rately represents the dynamic behaviour of solar fields that is also computationally effi-
cient. Then the implemented tool is used to investigate the means by which the availability
of such a tool can help in improving the solar field controller performance in different
transient situations. A performance assessment scheme based on the estimation of the eco-
nomic yield is developed. With this method, different control and operation strategies can
be fairly compared.

Secondly, state-of-the-art solar field control has been studied and a basic controller,
based on that, is implemented and used as benchmark to compare some proposed advance-
ments. An automatic controller is devised to overcome some difficulties faced by the basic
controller during transient conditions, which usually cause the operator of a state-of-the-
art solar field to manually intervene to avoid excessive losses. Lastly, new control concepts
using DNI maps and forecasts from nowcasting systems have been formulated. In the same
way, a simple loop valve control concept has been added to manipulate the flow rate in the
single loops in response to localized transients.

It follows that by having access to all physical quantities in the simulated solar field,
the economic benefit of using the described advancements in the controllers or any fur-
ther improvements can be reasonably measured and quantified. A performance assess-
ment method is devised enabling the user to compare the yield using different control
approaches in a fully controlled and reproducible environment. The assessment scheme
is based on assigning economic penalties for control actions deviating from the design
point in the solar field. This provides comprehensive quantification of the benefit or loss
of adding any advanced features to the solar field. It also enables the estimation of the
economic feasibility of new investments.
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Methodology

The Virtual Solar Field model consists of a hydraulic part and a thermal part that are cou-
pled to account for the effect of the thermal condition of the field on the flow distribution
among the parallel loops. The model is specifically designed for large line-focus solar fields
offering a high degree of flexibility in terms of layout, condition of the mirrors, and spa-
tially resolved DNI. The model has been validated using other simulation tools, as well as
experimental and plant data, and the results show very good agreement. Besides, different
control concepts are added-on to operate the virtual solar field.

In Chapter 2 below, the VSF tool is elaborated and the two parts constituting the model
are described, as well as all the model assumptions and limitations. In this chapter, the
categorization of the incident DNI maps is discussed. In Chapter 3, numerous validation
test cases performed throughout the development phases of the tool, are described. At
first, the validation is performed on the single model components using other validated
tools. Then, the validation of the whole model against power plant operation data is shown
in Section 3.3. After that, a control algorithm used to operate the solar field is outlined in
Chapter 4, where the plant performance assessment scheme, as well as some difficulties the
controllers face, is described. This is then followed in Chapter 5 by more applications of the
VSF to develop new example control concepts and study their performance in comparison
to the benchmark. Finally, some more possible tool applications are briefly outlined and
the future outlook is discussed in Chapter 6.
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2 V I RT UA L S O L A R F I E L D - S O L A R
F I E L D M O D E L

The Virtual Solar Field (VSF) is the simulation tool for parabolic trough power plants devel-
oped within this thesis. It models the HTF flowing from the power block (PB) through the
main distributing header pipes to the subfields through the solar collector loops and back
through the collecting header pipes to the PB. In contrast to solar thermal power plant sim-
ulation tools discussed in Chapter 1, VSF models every single loop and header pipe in the
solar field. Common simulation tools, like tools based on Modelica, solve the complete sys-
tem using a set of mathematical equations defined by Modelica compilers [35]. This costs a
lot of computational time and resources rendering them unsuitable for large systems in the
order of hundreds of kilometers of piping. Having complete control on the mathematical
formulation of the physical problem paves the way to much more computationally efficient
implementations.

On the other hand, VSF is based on coupling a hydraulic network solver to compute
the flow distribution among the pipes in the field with a transient thermal solver to com-
pute the temperatures with respect to the local thermal condition and thermal losses in
the pipes. The model can predict the transient behaviour of full-sized solar fields in detail
using realistic irradiance conditions.

Commercial PT solar thermal power plants cover large areas of land which makes them
exposed to spatially varying solar irradiance. Hence, the detailed modelling for all collec-
tor loops and pipes in the VSF is essential to accurately predict the thermal energy output
of the field. For example, Andasol-III power plant in southern Spain covers approximately
2 km2 of land [64] and Shams-1 near Abu Dhabi in the United Arab Emirates covers ap-
proximately 2.5 km2. The large stretch causes inhomogeneous thermal energy input to the
different collector loops, hence causing the fluid to reach different temperatures. This, in
turn, alters the flow distribution in the parallel pipes in the hydraulic network since the
physical properties of the HTF are temperature dependent as reported in [1].

In this chapter, the governing equations and modelling approaches, assumptions and
limitations are thoroughly discussed. Figure 2.1 depicts the solution algorithm adopted in
VSF, as well as, the components of the simulation tool. Firstly, the hydraulic solver that
computes the flow distribution depending on the pressure losses in the different pipes and
valves is described in Section 2.1. Secondly, the thermal model is outlined in Section 2.2.
It is based on one-dimensional discretization of the continuity and energy equations for
the flow in all receiver pipes (loops), and header and runner pipes. Finally, the whole
system model and implementation including fluid mixing, as well as the model inputs, are
described in Section 2.3.

9
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Figure 2.1. A schematic of the solution algorithm adopted in VSF.

2.1 HYDRAULIC PART

The solar field is modelled as a closed piping network with a central pump at the PB driving
the HTF in the main header pipes. This approach is typically used to model large water
networks and is thus referred to in this thesis as the hydraulic part. The flow is then split
among the parallel subfields and then further split among the parallel loops. Figure 2.2
shows a simplified schematic for the hydraulic network in the solar field with the main
pump, the subfields and the loops illustrated. Throttling valves in the loops and at the
entrance of each subfield are also modelled.

The aim of the hydraulic part is to compute the mass flow rate distribution within the
parallel loops for the corresponding pressure difference provided by the pump across the
inlet and outlet of the network. The model is described in detail in the following sections.

2.1.1 Flow distribution and field balancing

As analogous to electric circuits, the flow splitting between 2 branches depends on the
pressure drop in each branch. The splitting has to satisfy the fluid continuity and energy
conservation principles as illustrated in [18, 80]. A viscous fluid loses some energy in the
form of head or pressure loss due to the friction with the pipe walls according to the pres-
sure form of the Bernoulli law for incompressible fluids. According to the Darcy-Weisbach
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Figure 2.2. The layout of a parabolic trough solar field simulated
by the VSF.

relation, the head loss in pipe flow is proportional to the flow velocity, fluid physical prop-
erties, pipe geometry, wall roughness, and the flow regime. The frictional head loss is given
in [86] as

hf = f
L

Din

v2

2g
, (2.1)

where f is the Darcy friction factor. It depends on the shear stresses in the fluid resulting
from contact with the pipe walls. Different computation methods for f are listed in Ap-
pendix B. L and Din are the pipe length and inner diameter, respectively. v is the mean
flow velocity of the fluid in the pipe and g is the gravitational acceleration. Since the fluid
properties are temperature-dependent (see Appendix A), the pressure drop along the spe-
cific pipe is considered as the conserved quantity instead of the frictional head loss, such
that ∆pp = ρghf. The same also applies for the velocity, and thus, the mass flow rate is
used instead, such that v = ṁ/ (Ainρ), where Ain is the inner pipe area. The pressure drop
along a pipe section of length L, ∆pp, in terms of the mass flow rate, ṁ, and the pipes total
hydraulic resistance, Kp,total, is expressed as

∆pp = Kp,totalṁ
2 . (2.2)

In a solar field, throttling valves are used at the entrance of loops and subfields to
compensate for the pressure losses in the header pipes and balance the fluid flow in all
parallel loops in the different subfields. The valves also account for the different hydraulic
resistances in the subfields in case the number of loops in each section is different. The
valves are also used to control the flow in the individual subfields to account for cloud
passages. In VSF, a generic modelling approach for valves is adopted. It is assumed that
the valves can be represented by orifices with appropriate openings that constrict the pipe
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Figure 2.3. A sketch of an orifice plate in a pipe.

entrances and cause a drop in fluid pressure. This approach provides a straightforward
relation between the pressure drop and orifice opening, which simplifies the integration in
the used simulation scheme. The orifice plate is assumed to be perfectly flat with a perfect
straight circular opening. The hole is also assumed to be concentric and the pipe surface
directly after the orifice plates are considered perfectly smooth. Figure 2.3 shows a sketch
of an orifice plate with a hole with diameter dor in a pipe with diameterDin. The mass flow
rate passing through such an orifice is given in [71] as

ṁ =
cDεexp√
1−β4

πdor

4

√
2ρ∆p . (2.3)

εexp is the expandability factor, which is equal to one for incompressible fluids. The di-

ameter ratio, β, is equal to
dor

Din
and the relation is valid for 0.2 6 β 6 0.6; however the

relation is used also outside the validity range, since it fulfills the qualitative behaviour as
shown in Figure 2.4 and discussed below. ρ is the density of the fluid at the orifice and ∆p
is the undeveloped pressure difference across the orifice, p2 − p1 as represented in Figure
2.3. Therefore, by changing the orifice diameter, the mass flow rate changes, given a con-
stant pressure drop in the orifice. cD is the discharge coefficient of the orifice calculated as
a function of the Reynolds number, Re, according to [9] as:

cD =
cD,max

√
Re√

Re +
√

Recrit
, (2.4)

where cD,max = 0.611 and Recrit = 9.33. The flow develops at a length of 6 ·dor downstream
the orifice, such that the kinetic energy of the vortices and in the turbulence following the
hole recovers to static pressure, p3. The pressure drop, ∆por = p3 − p1, is given according
to [71] as:

∆por =
(
1−β1.9

)
∆p . (2.5)
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Figure 2.4. Kv values for orifices used as loop (left) and subfield
(right) valves in VSF.

By rearranging Equation (2.3) in the form ∆por = Korificeṁ
2 as in Equation (2.2) and substi-

tuting for ∆por, we compute the hydraulic resistance of the orifice, Korifice, as:

Korifice =

(
1−β1.9) (1−β4)
2 (cDAor)

2 ρ
, (2.6)

whereAor is the area of the orifice hole with a maximum value marginally smaller than the
pipe inner area to avoid numerical division by zero when computing the flow according
to Equation (2.3). Using the above procedure for all valves in the field, VSF computes the
total hydraulic resistance in each pipe according to the valve or orifice opening. This is
then used to compute the mass flow distribution in the field as explained in Section 2.1.3.

In comparison, valve manufacturers tend to tabulate the valve characteristic curves
using the valve flow coefficient, Kv, as mentioned in [84, 86]. Figure 2.4 shows the Kv
values for the orifices used as loop valves in a pipe with inner diameter of 66mm like
the SCHOTT PTR®70 receiver tubes as in [74] and subfield valves. The orifice opening is
computed as Aor

Ain
, where Ain is the pipe inner cross-section area. However, a completely

blocked orifice with Aor = 0 would result in an infinite value for the hydraulic resistance
and pressure loss resulting in a numerical error in the simulation. Hence, a minimum Aor

of 1× 10−5m2 is adopted. This results in a minimum valve opening of 0.3% for the loops
and approximately 0.01% for the subfield orifices. The procedure to calculate the valve
flow coefficient from the orifice opening is described in Appendix C.

To demonstrate the flow distribution in the loops, Figure 2.5 shows a sketch of a steady-
state simulation for the flow distribution in 19 parallel loops under constant pressure differ-
ence of 7.8 bar from the PB and thermal oil as HTF. The loops are 600m long, have an inner
diameter of 66mm and are subjected to a homogeneous effective irradiance of 900Wm−2.
The distributor and collector headers, blue and red lines, respectively, have cascaded diam-
eters from Dh1 = 240mm to Dh19 = 70mm. The header sections are 34m long between



14 Chapter 2. Virtual Solar Field - Solar field model

Figure 2.5. Example of the steady-state solution of 19 loops with
thermal oil as HTF. The mass flow rate and loop out-
let temperature in each loop are plotted for the cases

without (dashed) and with (solid) throttling.

the loops. The mass flow rate and loop outlet temperatures for cases with and without throt-
tling valves are also plotted in the figure. From the no throttling case, it can be seen that the
loops further away from the PB get lower mass flow than the ones closer to the pump. This
is due to the additional resistance of the header pipes lengths, which vary among the loops.
As a result, inhomogeneous loop outlet temperatures are achieved. Thus, throttling valves
are added to the entrance of each loop and their openings kept fixed to balance the flow in
the whole network. This results in more homogeneous loop outlet temperatures as shown
by the solid lines in Figure 2.5. The difference in flow rate between the first and last loops
is reduced from 13.7% to just 3% for a total header length of 612m. Furthermore, the total
mass flow rate in all the loops of the exemplary solar field with the valves is lower, since
the valves increase the total hydraulic resistance of the field. Absolutely equal mass flow
rate in all loops is not reached due to the initialization of the valves as the pressure drop
depends on the overall flow rate, which changes with the valve setting. More about field
balancing and the initialization of valve settings in solar fields is described in Section 2.3.

2.1.2 Static model assumption

The transient behaviour in the hydraulic model is neglected due to the large difference in
time scales between the flow distribution and the heat transfer and fluid flow problems.
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Figure 2.6. Schematic for parallel loops in a hydraulic network.
Thick blue lines represent the distributor header, red
lines are the collector headers and the thin gradually

varying colours lines represent the loop pipes.

The pressure wave transporting change in pressure propagates through the network by the
speed of sound which is approximately 1300ms−1 for common oils [88, 91] and approx-
imately 1500ms−1 for heat transfer salts as stated in [53]. These salts are very similar in
composition to typical solar salts. On the other hand, fluid flow in the system is governed
by the flow velocity of the fluid, which is typically in the order of 2ms−1, 3 orders of mag-
nitude less than the speed of sound. As a result, a static model is used in every time step to
compute the quasi-steady state fluid flow distribution in the pipes.

2.1.3 Governing equations

In this thesis, the node-loop methods described in [10, 18, 80] have been adapted to con-
sider temperature dependent fluid properties. Figure 2.6 shows a schematic of a hydraulic
network with multiple loops in parallel. The flow is driven by a pressure difference of pδ
provided by a pump as indicated in the figure.

According to the node-loop method, hydraulic networks are defined by: (1) pipe inter-
section nodes, and (2) closed hydraulic loops. According to Kirchhoff’s first law applied to
fluid flow, also known as the junction rule, the fluid divided among or collected from the
pipes connected to a node must satisfy the mass conservation principle. For example, the
mass balance at nodes a and b in Figure 2.6 are

ṁ1 − ṁ2 − ṁ4 = 0 and

ṁ2 + ṁ6 − ṁ3 = 0 , (2.7)
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respectively. Loop equations represent the energy balance in the pressure form of the
Bernouli equations in a pipe. The pressure drop depends on the total hydraulic resistance
and the flow rate in the pipe as stated in Equation (2.2). The hydraulic resistance of a pipe,
Kp, is derived from Equation (2.1) and Equation (2.2) as:

Kp =
fL

2A2inDinρ
. (2.8)

Kp is, thus, a function of density which varies with the temperature in the pipe. Since
the temperatures vary significantly along the length of a loop, the hydraulic resistance and
friction coefficient are computed for each discretized section in a pipe. They depend on
local temperatures and flow velocities. Then the values of Kp are arithmetically summed
up to give the total resistance of the pipe.

According to the pressure form of the Bernoulli equation for viscous fluid flow, the
pressure drop between two points on a stream line is equal to the pressure loss due to
friction between the points. Within a closed hydraulic loop, represented by the rounded
arrows in Figure 2.6, the sum of pressure drop in all the pipes forming the loop must be
equal to zero as the fluid traverses the loop. A positive flow direction is considered if
the fluid in the pipe moves in clock-wise direction around the loop. Flow in the opposite
direction gets a negative sign resulting in a negative pressure drop, for example, ṁ2 in loop
number 2. A pump in the loop acts as a source of pressure difference and is considered as a
pressure source term as shown in Equation (2.9). Following this principle, the loop equation
for loops number 1 and 2 in Figure 2.6 is

Kp1|ṁ1|ṁ1 +Kp2|ṁ2|ṁ2 +Kp3|ṁ3|ṁ3 = pδ and

Kp4|ṁ4|ṁ4 +Kp5|ṁ5|ṁ5 +Kp6|ṁ6|ṁ6 −Kp2|ṁ2|ṁ2 = 0 . (2.9)

The node and loop equations 2.7 and 2.9, respectively, are formulated for all junctions
and hydraulic loops in the system. They are then arranged in a matrix form as a non-linear
system of equations in the vector of mass flow rates in the different pipes, ṁ, as

Kṁ = F . (2.10)
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F represents the right-hand side of the node and loop equations. The matrix K is the matrix
of coefficients from the node and loop equations having the following form for the network
sketched in Figure 2.6 as an example:

K =



1 −1 0 −1 0 0

0 1 −1 0 0 1

...
...

...
Kp1|ṁ1| Kp2|ṁ2| Kp3|ṁ3| 0 0 0

0 −Kp2|ṁ2| 0 Kp4|ṁ4| Kp5|ṁ5| Kp6|ṁ6|



}
node

equations

}
loop

equations

(2.11)
The matrix entries in the loop equations are nonlinear in ṁ, thus, the solution is iterated
to convergence of the mass flow rates as described in Section 2.1.4. The total size of the
matrix is (npipes×npipes), where the number of pipes, npipes, depends on the configuration
of the hydraulic network, as well as the number of collector loops, nloops. For the common
H-layout solar fields with 4 subfields the number of pipes can be computed as

npipes = 3nloops + 6 . (2.12)

2.1.4 Implementation

The simulation tool in its current form can model H-layout solar fields with 1-4 subfields
and arbitrary number of loops per subfield. However, it could be expanded for more lay-
outs and subfield numbers. The user can input the orientation of the loops with respect to
the north direction, as well as, the geometry of every single loop and the characteristics of
the throttling valves. Figure 2.2 shows the general layout implemented in VSF.

The equation system of the hydraulic network is solved using the Newton-Raphson
procedure for solving systems of non-linear equations. Newton-Raphson methods are effi-
cient and well-suited for problems with close initial guesses. This applies to all simulations
in this thesis. For more sophisticated problems, implicit secant and multi-grid methods
case be used.

All nodes in the system are numbered and the nodal discharge equation for node num-
ber j can be written as:

Fj =

nj∑
i=1

ṁj,i = 0 , (2.13)

where the index i runs for all nj pipes connected to the node j. The pressure loss equations
are formulated for each hydraulic loop, k, in the system and can be written as:

Fk =

nk∑
i=1

(Kp)i |ṁk,i|ṁk,i = ∆pext,k , (2.14)
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where the summation index, i, runs for all nk pipes forming the closed loop and ṁk,i is the
mass flow rate in pipe number i of loop k. Then the set of non-linear equations in Equation
(2.13) and (2.14) are expanded in a Taylor series, formulated in matrix-vector form and
solved iteratively using the Newton-Raphson method as:

∂F
∂ṁ

(ṁt − ṁt−∆t) = −F , (2.15)

where ∂F
∂ṁ is the Jacobian matrix of the derivatives, and ṁt and ṁt−1 are the mass flow rate

vectors for the current and previous iterations, respectively. F is the vector of the node and
loop equations including the pressure difference between the solar field inlet and outlet in
the first hydraulic loop. The mass flow rate is then solved as:

ṁt = ṁt−∆t −
[
∂F
∂ṁ

]−1
F . (2.16)

The procedure is iterated until the difference between the current and previous solutions
falls below a threshold value, δṁ. It is also important to note that the values for Kp are com-
puted for each discretized element in a pipe and includes the Darcy friction coefficient, f,
which is a function of the velocity and mass flow rate in the corresponding element. There-
fore, global iterations are performed to resolve such nonlinearities through computing the
new coefficients according to the new fluid velocities.

The linear algebra library, Armadillo, is used to solve the equation system according to
[73]. Armadillo provides a very efficient and user-friendly open-source library for the C++
programming language. It includes numerous functions for vector and matrix operations
for various datatypes.

Another method for solving hydraulic networks is called the Hardy-Cross method [80].
It is based on solving the nodal and loop equations independently by introducing a flow
correction factor to satisfy each equation. Then the solution is iterated till the correction
factors are small enough. Although this solution method is simple to implement and pro-
vides good results for small networks, it was very inefficient and inaccurate for the large
hydraulic networks in full-scale solar fields. For example, an Andasol III-like solar field
required more than 1 million iterations to converge, while only 15 iterations are needed
using the NR method. Figure 2.7 shows the different computation times for an initial im-
plementation of the hydraulic solver in MATLAB® .

During transient warm up or cool down of the fluid, the fluid expands or contracts in
the pipe, which causes the flow rate to vary along its length. Hence, the calculated ṁ vector
above is the average mass flow rate in the pipe, ṁavg, from which the inlet mass flow rate
is computed using a linear interpolation using the gradient from the previous time step,
t−∆t, such that:

ṁtin = ṁtavg +
ṁt−∆tin − ṁt−∆tout

2
. (2.17)
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Figure 2.7. Comparison of computation times of the Newton-
Raphson and Hardy-Cross methods for networks

with different number of loops.

The inlet mass flow is then used as a flow boundary condition for the dynamic thermal
model to compute the heat transfer along each pipe as described in the next section.

2.2 THERMAL PART

As illustrated in Figure 2.1, the inlet mass flow rate in each pipe (refer to Equation (2.17))
is passed to the thermal solver. There, the temperature of the HTF and the transient heat
transfer in response to the varying DNI and according to the field control are computed.
Mass and energy balance equations are solved for the flowing fluid, and energy balance
equations are solved for the pipe walls. The use of hydraulic and thermal solvers results
in adequate coupling of the thermal and flow conditions in the field without the need to
solve momentum balance equations for the fluid in the thermal part. This results in a
computationally efficient algorithm to model whole solar fields having total piping lengths
in the order of hundreds of kilometers within reasonable time for the applications.

The exact axial temperature distribution in the pipes is not of interest for the intended
investigations, since the flow is mostly turbulent during common operation conditions.
Thus in VSF, we use a one-dimensional model for all receiver pipes (loops), and header and
runner pipes. A simplified model for the thermal losses in the receiver pipes is adopted by
using empirical relations without modelling the glass envelop. In this section, the govern-
ing equations and main assumptions are described and discussed, respectively.
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2.2.1 Governing equations

Fluid Equations

The basic incompressible viscous fluid equations stating the three fundamental principles
of physics, namely mass, momentum and energy conservation, for axisymmetric flow are
given in the conservative form in [5, 26] as

∂ρf
∂t

+
∂(ρfvf)

∂x
= 0 , (2.18)

∂(ρfvf)

∂t
+
∂(ρfvfvf)

∂x
=

∂

∂x
(−p+ τxx) − ρfg

∂z

∂x
and (2.19)

∂Et

∂t
+
∂(Etvf)

∂x
= Sf +

∂

∂x
[(−p+ τxx)vf] . (2.20)

where ρf, vf, and Et are the fluid density, velocity and total energy, respectively. Sf is the
fluid energy source term and p is the fluid pressure. As the fluid is dynamically incom-
pressible, its density is considered to be function of the temperature only. τxx is the shear
force, such that its derivative ∂τxx

∂x = Φ is the dissipation of momentum per unit length.
It can be given by the pressure drop relation in 1D flow in a pipe with inner diameter Din

and a Darcy friction factor, f, according to [86] as:

Φ =
ρff

2Din
v2f . (2.21)

The continuity equation is reformulated to compute the spatial gradient of the velocity
resulting from the expansion or contraction of the fluid. The chain rule is used to reformu-
late the density gradients in terms of temperature gradients such that

∂ρf
∂ξ

=
∂ρf
∂Tf
· ∂Tf
∂ξ

, (2.22)

where ξ represents general variables, namely t and x for this case. We then express the
spatial gradient of the velocity as

∂vf
∂x

= −
1

ρf

∂ρf
∂Tf

(
∂Tf
∂t

+ vf
∂Tf
∂x

)
. (2.23)

Figure 2.8 shows a sketch of the energy balance in the receiver tubes. The linear density
of the solar energy incident on the tube, thermal losses, and convective heat transferred
between the pipe walls and the fluid are indicated by q̇sol, q̇loss, and q̇conv, respectively. Tw

and tw represent the wall temperature and thickness. The momentum equation is used to
simplify the energy equation by substituting

∂p

∂x
= Φ− ρg

∂z

∂x
− ρ

(
∂vf
∂t

+ vf
∂vf
∂x

)
. (2.24)
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Figure 2.8. A sketch of the energy balance on a fluid element mov-
ing in the receiver pipes.

The total energy, Et, is the sum of internal, kinetic and potential energies according to [42,
81, 86] and is expressed in the equation

Et = ρ

(
û+

v2

2
+ gz

)
. (2.25)

The term p(∂vf/∂x) resulting from the product differentiation in Equation (2.20) is com-
monly negligible for incompressible fluids [26, 42]. The terms in the equation are evaluated
for typical operation conditions to analyse the weights of the different terms. This term was
found to represent only 0.4− 0.25% of the energy input to the fluid for common operation
conditions and HTFs. An example set-up of this analysis is shown in Figure 2.9. For this
reason, we could simplify the energy equation to the form

ρfAin

(
∂û

∂t
+ v

∂û

∂x

)
= Sf . (2.26)

Then, by applying the chain rule to decompose the derivatives of the internal energy as
we did for the density term in Equation (2.22), we get the term ∂û/∂Tf and temperature
derivatives. We then substitute the term ∂û/∂Tf for the specific heat capacity of the fluid cv
[88] and the energy equation can be finally written as

ρfAincv

(
∂Tf
∂t

+ v
∂Tf
∂x

)
= Sf . (2.27)

For incompressible fluids, cp = cv and they can be interchanged.

Fluid energy source term

Heat transfer in pipe flow is dominated by convection while axial heat conduction is ne-
glected. This is due to the very high Nusselt number of the flow [42]. The Nusselt number
represents the ratio of convective to conductive transport and is calculated as the product
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Figure 2.9. Sketch with the values used for computing the relative
weights of the terms in the momentum equation for

oil.

of the Reynolds and Prandtl numbers. Therefore, the energy source term for the fluid in
receivers is equal to the convective heat flux, which is expressed as

Sf = q̇conv = αfπDin(Tw − Tf) . (2.28)

q̇conv is the convective heat transfer rate per unit length between the HTF and the pipe
walls at a temperature of Tw as indicated in Figure 2.8. αf is the coefficient of heat transfer
by mixed convection. Mixed convective heat transfer is considered since free convection
becomes significant when the flow rate is very low at stand-still operations or recirculation
at low flow velocities. The heat transfer coefficient is computed as a function of the Nusselt
number as

αf =
λ

Din

(
Nunforced + Nunfree

)1/n , (2.29)

where λ is the coefficient of heat conduction of the HTF and n is a exponent to compute
the mixed convection. The Nusselt number for forced convection is computed using either
the Dittus-Boelter equation or the Gnielinski correlation [37]. As for free convection, the
Nusselt number is computed as a function of the Rayleigh number according to [44]. The
equations are given in Appendix D.

The values of the exponent n typically range from 3–4 [37]; however, for the initial
implementations, the computation of the mixed Nusselt number is 60 times slower than if
a simple addition with n = 1 is used. The loss in accuracy is not significant for typical solar
field operation, where the mixed Nusselt number is approximately 4% lower for a mass
flow rate of 7 kg s−1, as the free convection is so low in comparison to forced convection.
The lower Nusselt number results in slightly higher wall temperatures, which in turn result
in an increase in thermal losses of approximately 0.07% for typical operation conditions.
This error rises to a maximum of 0.8% if very low mass flows of 0.5 kg s−1 in the loops are
considered.
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Figure 2.10. Schematic for heat transfer in pipe wall element with
thickness dx. The grey (darker) shade represents the
wall of the pipe and the light blue shade represents

the HTF.

Receiver pipe wall equations

According to [15, 66, 93], the energy balance in one-dimensional rigid pipe walls can be
expressed by

ρwACScpw

∂Tw

∂t
+ λwACS

∂2Tw

∂x2
= Sw , (2.30)

where ACS is the wall cross-section area, and ρw, cpw and λw are wall density, specific
heat capacity and coefficient of heat conduction, respectively. Sw is the energy source term
in the pipe walls. We consider constant physical properties of the steel pipes over the
temperature range. The Biot number of typical flow conditions range between 0.02 and
0.17. As a result, typical absorber tube models in literature consider the pipe wall as a
lumped mass without any radial distribution of temperature within the thickness of the
pipe walls. This assumption is also taken in the model implemented in VSF.

To simplify the wall energy equation, the axial heat conduction term in the pipe wall
is often neglected in literature [15, 92]. To justify this, an analysis is performed for 1D heat
transfer in a section of a pipe as sketched in Figure 2.10 that shows a wall element and
the different heat fluxes. The analysis is based on methods used in microchannel flow to
prove the significance of axial heat conduction in such cases as explained in [52]. The axial
conduction heat transfer coefficient and the coefficient of heat transfer to the fluid from pipe
entrance to pipe exit are compared. For typical operation conditions in commercial solar
fields, the axial heat conduction in the walls represents less than 0.0001% of the convected
heat to the fluid, and hence is neglected.
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Wall energy source term

The energy source term is calculated from the balance on a wall element as illustrated in
Figure 2.8 as

Sw = q̇sol − q̇loss − q̇conv , (2.31)

where q̇sol is the incident solar energy on the absorber tube as explained in Section 2.3.2 and
q̇loss represents the thermal losses from the receiver pipes. The losses are computed using
simplified empirical relations in terms of Tw provided for common receiver manufacturers.
For example, the thermal losses in SCHOTT®PTR70 as documented in [13] as given as

q̇loss = 0.141 · Tw + 6.48× 10−9 · T4w . (2.32)

Other relations for the UVAC III absorber tube by Solel is given in [12].

Header pipes

Heat transfer rates in the header pipes are much lower than in the absorber tubes due to
the thick insulation material. Hence, a single header temperature is used to represent the
fluid as a model simplification. This will affect the start-up time of the solar field where the
header pipe temperatures are low as compared to the solar field inlet temperatures from
the cold storage tank. However, this case is not significant for the investigated test cases in
this thesis and will be addressed for future investigations as discussed in Chapter 6. The
fluid energy balance equation for the headers can be expressed as

ρfAincv

(
∂Tf
∂t

+ v
∂Tf
∂x

)
= −q̇loss,h , (2.33)

where q̇loss,h is the heat lost from an insulated pipe computed as

q̇loss,h =
2π

ln
[
Dout+2tins
Dout

]λins (Tw − Tins) , (2.34)

according to [84]. Tins is the outer temperature and tins is the thickness of the insulation ma-
terial fitted on the pipe. The coefficient of conduction depends on the insulation materials,
common insulation materials used are MinWool-1260® and THERMO-12 Gold® for the
cold and hot headers, respectively [30]. The computation for insulation outer temperatures
and heat conductivities is explained in Appendix E.

2.2.2 Implementation

In this section, the numerical methods used to solve the governing equations are discussed.
All spatial derivatives are based on 1st-order approximations and the 2nd- and 4th-order
Runge-Kutta (RK) schemes are used for explicit time integration.
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Firstly, the equations are spatially discretized using a cell-centered 1D finite volume
scheme for elements of equal length, ∆x. First order upwind schemes are used to compute
the spatial gradients since the flow is dominated by convection in a specific upwind di-
rection. Second order schemes have been tested with no significant benefit to the solution
accuracy. Figure 2.11 shows the 1D discretization for the wall and fluid elements showing
the point to be computed, P, and its neighbours on the east and west, E andW, respectively.
So the spatial discretization of the fluid energy equation, Equation (2.27), is

∂Tf
∂t

∣∣∣∣∣
i

+
vi
∆x

(Tfi − Tfi−1
) =

Sf
ρcvAi

∣∣∣∣∣
i

. (2.35)

Figure 2.11. Discretization elements for the wall and fluid show-
ing the center point, P, for the element number i and

its neighbours in the east, E, and west,W.

As for the time integration of the differential equations, 2nd- and 4th-order RK schemes
are used according to [26]. From Equation (2.35), ff(Tnw,f, t

n) is defined as

ff(T
n
w,f, t

n) =
∂Tf
∂t

∣∣∣∣∣
i

=
Sf

ρcvAi

∣∣∣∣∣
i

−
vi
∆x

(Tfi − Tfi−1
) . (2.36)

Also the same is applied to the discretized wall equation and fw(Tw,f, t) is defined as

fw(Tw,f, t) =
∂Tw

∂t

∣∣∣∣∣
i

=
1

ρwcpwACS
(q̇sol − q̇loss − q̇conv)

∣∣∣∣∣
i

. (2.37)

The second order RK scheme for the differential equations is

Tn+1i = Tni +
k1 + k2
2

, (2.38)

where Tni represents the fluid or wall temperature at the current time step, while Tn+1i rep-
resents the values at the next time step. k1 and k2 are the RK coefficients namely the explicit
prediction and mid-point correction, respectively. They are computed as a combination of
the derivatives as

k1 = ∆t f(Tnw,f, t
n) , (2.39)

k2 = ∆t f(Tnw,f + k1, tn +∆t) . (2.40)
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∆t is the size of the time step and f(Tnw,f + k1, tn + ∆t) is a gradient predictor for the fol-
lowing time step. Similarly, the fourth order RK step is expressed by

Tn+1i = Tni +
k1 + 2k2 + 2k3 + k4

6
, (2.41)

where

k1 = ∆t ff(T
n
w,f, t

n) , (2.42)

k2 = ∆t ff(T
n
w,f +

k1
2

, tn +
∆t

2
) , (2.43)

k3 = ∆t ff(T
n
w,f +

k2
2

, tn +
∆t

2
) and (2.44)

k4 = ∆t ff(T
n
w,f + k3, tn +∆t) . (2.45)

Fluid continuity equation

The continuity equation is used to couple the fluid velocity with the temperature gradients.
After the gradients are computed within the RK step, the velocity gradient is computed as

∂v

∂x

∣∣∣∣∣
i

= −
1

ρi

∂ρ

∂T

∣∣∣
i

[
∂T

∂t

∣∣∣
i
+ v

∂T

∂x

∣∣∣
i

]
. (2.46)

The velocity of a cell is then computed from the propagation of the inlet velocity. This inlet
velocity is computed using the hydraulic solver depending on the flow distribution in the
network as explained Section 2.1.

Numerical stability

The stability of explicit time integration schemes is dependent on the choice of the size of
the time step and the length of the discretized elements in relation to the flow velocity of
the fluid, v. The Courant-Friedrichs-Lewy (CFL) criteria needs to be satisfied in order to
ensure the stability of the numerical scheme, such that

0 < v
∆t

∆x
< CFL , (2.47)

where CFL is the Courant number having a value between 0 and 1. The time step is com-
puted for each element and, since the velocity of the cells are different (depending on the
temperature), the minimum value is used for integrating all equations.

Nevertheless, in VSF, a fixed time step size is chosen that satisfies the CFL condition
for all the loops in normal operation conditions. This spares the computation for each of
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the discretized cells. However, since the headers vary significantly in length and diame-
ter, some header pipes require smaller time steps. Consequently, the maximum time step
allowed for the header pipes is computed as

∆tmax,h = CFLmax
∆x

v
. (2.48)

Then, sub-iterations are performed only when and where necessary to allow for higher
time step sizes for the whole solar field saving computational time.

2.3 SYSTEM MODEL

2.3.1 Coupling hydraulic and thermal parts

In this section, the combination of the hydraulic and thermal models to simulate full-scale
solar fields is explained. The main structure of the program is illustrated in Figure 2.1.
Firstly, loop and subfield valve openings are set in order to balance the plant. The nominal
operation condition is input to the model, including nominal effective irradiance, and field
inlet and outlet temperatures. From this information, the total nominal mass flow rate is
computed according to a static energy balance depending on the average thermal losses
and fluid properties. Then, an equal distribution of the flow among all loops is assumed
and the valve setting needed to achieve this homogeneous distribution is acquired. The
valve settings are kept constant throughout the entire simulation, except if a valve con-
troller is used, as discussed in Section 5.3.

Secondly, the total hydraulic resistances in different pipes are computed and fed into
the hydraulic solver, that in turn, computes the inflow velocity for each pipe in the solar
field according to the pressure difference across the field inlet and outlet. The velocity is
used as boundary condition for the fluid equations in the thermal part. The temperatures
and changes in velocity as described in Section 2.2.2 are then solved for. Within the thermal
part, the hydraulic resistance of the discretized elements is computed and summed up for
each pipe. The total resistance for each pipe is fed to the hydraulic solver to compute
the new flow distribution. Finally, to compute the temperature boundary conditions, the
inflow is energetically mixed at the nodes and propagated to the outflow pipe or pipes of
this node as illustrated in Figure 2.12. For example, T3 in the figure is computed as

T3 =
ṁ1cp1T1 + ṁ2cp2T2

ṁ3cp3
. (2.49)

For cases when the inlet temperatures to the node are within 50 ◦C from each other, the
variations in specific heat capacity, cp, are negligible and result in a variation of less than
0.15% for thermal oil and less than 0.02% for typical molten salts. For these cases, cp values
cancel out in Equation (2.49).
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Figure 2.12. Illustration of fluid mixing in a node with 2 inlet
pipes and one outlet pipe.

The procedure described above results in loose coupling of the hydraulic and thermal
states of the field. The hydraulic state will affect the heat transfer, and hence, the tempera-
tures, and similarly, the thermal condition will affect the hydraulic resistance, consequently
affecting the flow velocities in the pipes. Since the update of the hydraulic resistance takes
place at the following time step, the coupling is only loose.

The model also offers a high degree of flexibility in setting the geometry of the pipes,
the number of loops and subfields, the type and quality of collectors and receivers, and the
type of insulation material in the header and runner pipes. VSF is able to take any inho-
mogeneities of the plant design or manufacturing into account and consider the effect of
such irregularities on the fluid distribution in the field. For example, a subfield might have
different header lengths or diameters that would directly affect the flow rate going into it.
Moreover, flow maldistribution as reported in [1] can be modelled using this simulation
tool. For example, to make the flow rate equal in all parallel loops in a subfield, throttling
valves are used; however, partial shading of some loops would cause flow maldistribution
of the fluid.

Also the user can choose between different field control options, either by providing
the time series of the control parameters, or by choosing one of the controllers described
in Chapters 4 and 5. In the next section, I discuss how the main energy source, the solar
irradiance, is addressed in VSF.

2.3.2 Solar resource

In Equation (2.31), the absorbed solar energy, q̇sol, represents the energy input term to
the system. As thoroughly discussed in [41], the incident angle of the direct normal solar
irradiance (DNI) with respect to a normal on a surface is represented by the solar altitude
and azimuth angles. These angles depend on the time of the day and year, as well as
the local latitude location of the surface. Different types of solar collectors have various
solar tracking strategies that depend on the number of tracking axes, and the shape and
orientation of the collector surface.
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VSF considers parabolic trough collectors with single axis tracking oriented in the N-S
direction. These collectors are equipped with E-W-horizontal solar tracking systems that
follow the sun trajectory, such that the surface normal in the center of the parabola is in
the direction causing minimum solar incidence angle to the surface when the collectors are
fully focused. The effective solar irradiance falling on the collector, Geff, and the absorbed
solar energy in the absorber tubes, q̇sol, can be expressed as

Geff = Gbn cosϕ · IAM (2.50)

q̇sol = Geff ·wap · ηopt · ηendloss · ηshading · ff . (2.51)

Firstly, the Gbn is the measured irradiance falling per unit area of the collector and is mul-
tiplied by the net aperture width of the mirrors, wap. It is corrected according to the sun
elevation and azimuth angles through multiplication by the cosine of the angle between
the normal to the earth surface and the sun angle (cosϕ factor) according to [34, 41]. The
incident angle modifier (IAM) is also multiplied by the DNI value to account for the effi-
ciency loss in the collectors due to the off-normal incident sun rays. The IAM is computed
for the SKAL-ET collector class according to [8, 51].

Secondly, the combined optical efficiency is multiplied by the effective irradiance. The
optical efficiency includes losses associated with the reflection of the mirrors, the absorptiv-
ity of the receiver tubes, the transmittance through the glass envelop, gaps between mirror
panels and the intercept factor. The intercept factor includes errors in the mirrors, errors
in positioning of the absorber pipes, sun-tracking errors and the sun shape. Thirdly, the
irradiation lost due to reflection beyond the absorber tubes, ηendloss are computed accord-
ing to [30] as a function of the sun incidence angle and collector focal lengths. Finally, the
shading of loops is computed as a function of the sun position and the spacing between the
collectors according to [41]. The shading factor is a value between 0 and 1 indicating how
much of the incident solar radiation is not shadowed by the neighbouring collectors. For
N-S-oriented collectors, shading effects from collectors in the east and west directions are
significant only at low sun angles during sunrise and sunset.

ff represents an efficiency factor due to the focusing of the collector in the sun direction.
As described in [41], the acceptance angle curve represents the focusing of the collector in
terms of the deviation of the collector solar tracking angle from the sun angle. The shape
of the curve depends on the mirror geometry and the width of the collector tube. VSF
determines percentage focus of the collector according to the acceptance angle curve as
shown in Figure 2.13 as an example. A different acceptance angle curve is suggested in [41];
however, no information has been given about the type of collector addressed. The shape
of the curve has a significant impact on the computational results as discussed in Chapter 3.
The collector drive is modelled by a linear actuator rotating the SCA at a constant angular
velocity of 0.2 ° s−1.
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Figure 2.13. Acceptance angle curve (according to communica-
tions with industrial partners [29]).

DNI maps and nowcasting systems

With the presence of such a detailed simulation tool that considers individual loops in a
solar field, the spatial variation of the solar irradiance on the large extent of the field can be
considered. For that, we used spatially-resolved DNI maps from a grid of upward-facing
cloud cameras, or downward-facing shadow cameras [75]. These systems are capable of
producing DNI maps for a land area of 4 km2 with a temporal resolution of 15–30 s and a
spatial resolution of up to 5m × 5m. Satellite derived data produce much lower temporal
and spatial resolutions. This does not match the necessities of dynamic plant controllers,
and hence is not suitable for the application [48]. More information about the operation of
the camera systems can be found in [47, 62, 87] for the cloud camera systems and in [45] for
the shadow camera systems.

We have been provided with numerous DNI maps measured at the Plataforma Solar
d’Almería in southern Spain. The maps data are spatially and temporally interpolated to
provide input matrices to VSF, such that an effective irradiance value is given for each
collector at each time step. The spatial interpolation process is done using the intrinsic
MATLAB® function interp2 which performs linear approximation from the surrounding
points in a two dimensional mesh. The temporal interpolation depends on linear approxi-
mation between the measurement points. More information can be found in [3], where the
processes are more thoroughly described.

To test the different controllers in various weather conditions, we identified five irradia-
tion categories. The identification process is based on visual inspection of the the provided
DNI maps. The shape and travel of the cloud shading on the field are observed. Table 2.1
shows the main categories identified with example irradiance maps for each category in Ta-
ble 2.2. The maps shown are interpolated on a full-scale exemplary solar field resembling
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La Africana parabolic trough solar power plant near Posadas in the province of Córdoba in
southern Spain [63].

Table 2.1. DNI categories classified for this work (Abb.: Abbrevi-
ation)

Category Abb. Definition
1. Clear-sky CS no spatial variability on the field
2. Random-quick RQ high-frequency, low-amplitude disturbances,

corresponding mainly to cirrus clouds
3. Thick, small ThkS strong localized disturbances that shade a

small portion of the solar field
4. Thick, large ThkL large cloud fronts
5. Clouds with

gaps
ThkH dense large clouds with some gaps represent-

ing very high spacial variability on the solar
field
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Table 2.2. Examples for the DNI categories classified for this
work.

1. Clear-sky (CS) 2. Random quick clouds (RQ)

3. Small thick clouds (ThkS) 4. Large thick clouds (ThkL)

5. Thick clouds with gaps (ThkH)
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3 M O D E L VA L I DAT I O N

The model needs to represent the simulated system with sufficient accuracy to be useful
for any of the applications mentioned in Chapter 1. In this chapter, the validation methods
used during the different phases of the model development are discussed. Firstly, the vali-
dation cases for the initial implementation of the hydraulic solver in MATLAB® are shown.
Secondly, the thermal model for a single loop is validated against an analytical model and
another simulation tool developed at the DLR, as well as single loop measurements from
Andasol-III power plant. Finally, some validation cases of the simulation tool against real
operational data of Andasol-III power plant are shown and discussed.

3.1 HYDRAULIC PART VALIDATION

To validate the static hydraulic part, the results are compared with a model built in
EBSILON® Professional using the solar thermal component library described in [36].
EBSILON® Professional is a static commercial thermodynamic cycle simulation tool. It
uses some control schemes to compute the required pump pressure and the corresponding
pressure losses in the pipes to achieve the flow needed for a specific outlet temperature
set-point according to the given solar condition. In order to make the mass flow rate equal
in all loops, throttling valves are added at the entrance of each loop to compensate for the
pressure lost in the header pipes, ∆ph. For the validation, the required pump pressure com-
puted by the Ebsilon model is input to the hydraulic solver, then the mass flow is compared
to the one in Ebsilon. The average temperatures in the loops are used to compute all the
physical properties needed. In addition, the pressure drop at the throttling valves is com-
pared for a given pump pressure. Table 3.1 shows the input parameters for the test cases
used for validation.

The headers are cascaded, such that the first header closest to the pump has a diameter
ofDh,max, that linearly decreases to the diameter of the last header ofDh,min. Two different
sets of header diameters are used to vary the net pressure lost in the system, and also the
valve setting.

A test solar field of 4 loops is simulated and the DNI is varied in the Ebsilon model.
The corresponding pressure loss in the system, as well as the mass flow rate is plotted and
compared. Figure 3.1 shows the resulting total flow rate from the hydraulic model for the
low header pressure loss case. The percentage difference is also plotted showing a constant
relative error of 0.2% and good agreement between both models. Figure 3.2 shows the
calculated pressure loss in each loop valve to attain equal mass flow in the parallel loops

33
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Table 3.1. Parameters for validation of the hydraulic solver.

∆ph Low High
Parameter Units
Dh,max 200 30 mm
Dh,min 170 24 mm
lh 18 36 m
Dabs 65.4 mm
labs 600 m
Tin 293 ◦C
∆Tloop 100 ◦C

Figure 3.1. Comparison of mass flow rates between Ebsilon
model and the hydraulic model for 4 loops and low

∆ph.

in the field at 2 different pump pressures. The results from both models show very good
agreement with a normalized root mean square error (nRMSE) in the loops of 0.67% for
the mass flow rates and approximately 0.52% for the pressure loss in the throttling valves.

Likewise, the results of a second test case with significantly higher pressure drop in the
header pipes are shown in Figures 3.3 and 3.4. Both models show very good agreement
with nRMSE of 0.07% for the mass flow rates and approximately 0.1% for the pressure loss
in the throttling valves. This second test case is performed to test the proper functionality
of throttling. The chosen pressure differences and mass flows are to validate the model
under a broad range of conditions. This shows that the model is able to set the throttling
valves appropriately to balance the flow in the parallel loops.

3.2 SINGLE LOOP MODEL VALIDATION

In this section, some validation test cases for the thermal part of the model are presented.
A single loop is simulated and the results compared with an analytical model, another
validated simulation tool and field data from a commercial power plant.
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Figure 3.2. Pressure loss in loop valves with low ∆ph.

Figure 3.3. Comparison of mass flow rates between Ebsilon
model and the hydraulic model for 4 loops and high

∆ph.

Figure 3.4. Pressure loss in loop valves with high ∆ph.
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Figure 3.5. Dynamic response of the outlet temperature due to a
step in Geff from 850 to 935Wm−2.

3.2.1 Analytical system response

To validate the dynamic system response of the thermal model, the temperature response
to a step in the irradiation is compared against the analytical response using the κD-model
described in [33, 70]. The κD-model uses the Laplace transformation of the physical differ-
ential equations to calculate the spatial and temporal transfer functions. The model con-
siders single-phase flow with constant properties along the receiver tube. Moreover, the
external heat source is assumed to be homogeneous along the length of the absorber tube.
Figure 3.5 shows the response of the pipe outlet temperature to a step in effective solar ir-
radiance from 850Wm−2 to 935Wm−2. The pipe is 1000m long and 66mm in diameter.
The HTF is molten salt with a density of 1900 kgm−3 and specific heat capacity of approxi-
mately 1500 J kg−1 K−1. The mass flow rate is kept constant at 8 kg s−1 and the convective
heat transfer coefficient is 2390Wm−2 K−1.

The model shows good agreement with the analytical model with spatial discretization
steps of up to 10m. The dynamic behaviour, represented by the response time, as well as
the magnitude of temperature variation, resembles that of the analytically predicted one.

3.2.2 Comparison with simulation model

In this section, the thermal part of the model is validated against a transient model devel-
oped at the German Aerospace Center (DLR) for a single loop [11]. Figure 3.6 shows the
results of a 1000m long loop of Schott® PTR70 receivers with MS as HTF as an example.
The inlet mass flow rate is set to a constant value throughout the simulation at 7.3 kg s−1.
The incident DNI is varied as shown by the red dashed line in the figure. The outlet and
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Figure 3.6. Comparison between the thermal model and the refer-
ence model (ref) described in [11].

mean fluid temperatures, as well as the mean wall temperatures, are compared for both
models. The results show resemblance with respect to the transient response of the system
to time-varying irradiation condition. The outlet velocity also changes with temperature as
the fluid density varies while the mass flow is kept constant.

3.2.3 Comparison with single loop measurements

The model was also used to simulate a test campaign conducted by a research group at the
Institute of Solar Research of the DLR on a single parabolic trough loop. The test took place
in Andasol-III with loops of 600m length and thermal oil as the HTF. The group measured
the inlet and outlet temperatures, as well as the temperature, flow rate and DNI in the
middle of the loop (cross-over pipe). The overall cleanliness was obtained via reflectivity
measurements on all 48 collector modules of the loop. For the simulation, the inlet temper-
ature, inlet flow rate and DNI were used as input boundary conditions for each time step.
The collector focus was also considered by comparing the sun inclination angle with the
collector tracking angle.

Figure 3.7 shows the outlet and cross-over pipe temperature responses to the measured
DNI and flow rate for 2 measurement days, 22. and 23.04.2015 in Figures 3.7a and 3.7b,
respectively. The results show very good agreement with the measured data; all transient
responses are accurately captured along the length of the loop. Discrepancies in the temper-
atures at the start of the simulation in Figure 3.7a are due to improper initialization of the
linear temperature distribution since the initial temperature distribution along the whole
loop is not measured. However, the outlet temperatures are overestimated by 1% to 6% for
the second day. Possible sources of errors include inaccurate representation of the collector
optical efficiency as function of the collector angle as discussed in Section 3.3.
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Figure 3.7. Comparison between the thermal model and mea-
sured loop data in Andasol-III.

To summarize the previous sections, the building blocks of the VSF tool, namely the
hydraulic and thermal parts, were validated using different analytical, numerical and ex-
perimental methods. The model shows very good agreement with the validated models
and with experimental data. The validation cases also showed some issues with the as-
sumptions used for computing optical efficiencies when the collectors are defocused. The
validation test cases for the whole solar field model with operational solar field data is
presented in the next section.
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Figure 3.8. [Left] Satellite image of Andasol-III power plant [Map
data: Google, Inst. Geogr. Nacional]. [Right] Com-
putational domain (header pipes not shown). The red
dots indicate the approximate locations of the weather

stations.

3.3 VALIDATION AGAINST COMMERCIAL POWER
PLANT

The next step is to validate the model using power plant operation data, such that the
coupling of both parts and the fluid mixing could be verified. Hence, we developed a
collaboration with Marquesado Solar S.L., the operators of Andasol-III (AS-3) solar thermal
power plant in southern Spain [64], to test the accuracy and validity of the simulation tool.
Marquesado Solar provided operational data of a few days in Spring 2015 that we used
to simulate the power plant and compared them with the simulated plant response. The
validation test cases are published in [57] and are summarized in this section.

3.3.1 Comparison data and model input

Andasol-III is designed to provide 50 MW of electric power. Its collector field has 4 sub-
fields with 38 loops per subfield and thermal oil is the HTF. Figure 3.8 shows a satellite
image of the power plant and the simulated computational domain. The plant has two
tanks filled with MS that are used for thermal energy storage. However, the storage tanks,
as well as the power block, are not simulated within the scope of these validation cases.

Table 3.2 shows a list of the measurement signals from the solar power plant that are
used as input for VSF. Marquesado Solar provided plant designs and pipe geometries that
were used to design the simulation cases. In addition, information about the type of collec-
tors, absorbers and header pipe insulations, as well as the piping materials, were provided.
Since the solar field inlet temperature is not measured, we used the temperature of the fluid
at the inlet of each subfield to compute it by considering the travel time and heat losses in



40 Chapter 3. Model Validation

Table 3.2. Measured data from AS-3 used as input parameters for
VSF.

Parameter Comment
1 Field layout including all pipe diameters and lengths
2 Subfield

inlet temper-
atures

also used to compute the solar field inlet
temperature

3 Pressure difference between the inlet and outlet of the solar field. Used to
compute the flow rates in the field

4 SCA
tracking
angle

used to compute the collector focusing (a factor
from 0 to 1 depending on the sun azimuth and
elevation)

5 DNI interpolated to each collector using measurements
from 5 weather stations

the main headers. We also used the measured pressure difference between the entrance of
the cold header and the exit of the hot header as input for VSF to drive the fluid through
the solar field. To input the focus control of the collectors, I used the measured collector
angles and compared them to the theoretical sun position to compute the focus factor of
each single collector according to collector acceptance angle relations as will be described
in Section 3.3.4. Any missing time stamps in the raw data were temporally interpolated.

The DNI measurements from weather stations in the power plant were also provided.
AS-3 is equipped with five weather stations; there is one weather station at each corner
of the field and one at the power block. To calculate an estimate of the solar irradiance
on a collector in the solar field, the raw DNI data was preprocessed by spatial linear inter-
polation of the three nearest weather stations to the subfield containing the collector. For
example, collectors in subfield 1 in Figure 3.8 use measurements from the weather stations
at the power block, and in the north-western and south-western weather stations. The ad-
vantage gained from this method is the consideration of large clouds that cover significant
parts of a subfield or the solar field in the simulation model. However, this caused some
over-estimation of the cloud sizes as discussed in Section 3.3.4.

With regard to the hydraulic balancing of the plant, there was no information provided
concerning the settings of the loop valves. Therefore, static loop valve settings are com-
puted using a prescribed nominal operation condition including nominal DNI and design
inlet and outlet temperatures. The needed mass flow rate in each loop is then computed
and, accordingly, the pressure losses in the headers that need to be compensated by the
loop valves. The corresponding valve opening is then computed as illustrated in Chapter
2 and fixed throughout the simulation.
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The output of VSF is compared against temperature and flow rate measurement signals
from the power plant. The main temperature signals used for the validation cases are tem-
peratures at the loop inlets and outlets, subfields inlets and outlets, and solar field inlet and
outlet. However, temperature measurements provided by Marquesado Solar are plotted
in normalized form as requested by the plant operators. In order to prove the validity of
the comparison, the root mean square error (RMSE) of the simulations is computed and
noted on the corresponding figures. Flow measurements were only provided for the sub-
field inlets. In addition, we used the same data from a measurement campaign performed
at the AS-3 power plant on a single loop. This also included flow rate measurements in the
middle of the loop and more precise temperature measurements [58].

Firstly, a grid convergence study is performed for a simple test case. Then a test case
simulating plant normal operation during a few transients is demonstrated. Finally, some
discrepancies due to local DNI transients and assumptions of the optical efficiency are dis-
cussed. There are also more test cases presented and discussed in [57]. Simulation runs for
the whole solar field take 1% of the simulated real time, i.e. 5 hours take VSF around 3min
of computation time.

3.3.2 Grid convergence

A grid convergence study has been performed to study the effect of the number of dis-
cretization cells per loop on the accuracy of the results. For common simulation tools for
parabolic trough solar fields running with single-phase HTFs, a very wide range of dis-
cretization element lengths of about 10m to 150m are used. For the grid study, we used
the Andasol-III setup to simulate a simple test case with DNI shown in Figure 3.9a.

The loops of 600m length are discretized into 8 to 60 elements, making element lengths
of 75m to 10m. Fewer number of elements lead to less computation time, while loosing de-
tails about the spatial variability of the irradiance. Also larger discretization cells increase
the numerical errors when solving the differential equations. Figure 3.9b shows the normal-
ized RMSE (nRMSE) of the field outlet temperature and mass flow rate, with the case of 60
elements used as reference. The figure shows a decay of the error as the number of cells per
loop increases. The decrease becomes less significant as the number of cells are more than
40 cells per loop. Hence, all simulations presented in this work use 48 to 52 cells per loop to
discretize the loops resulting in element lengths between 11.5m and 12.5m in the absorber
pipes. The analytical model presented in Section 3.2.1 also shows good agreement for this
length. The element length is also suitable for DNI maps, which are typically resolved by
5m× 5m and 10m× 10m grids.

3.3.3 Plant operation data

Figure 3.10 shows the pump control on the field and the corresponding computed and
measured volume flow rates in subfield 3 as an example. In addition, the percentage of
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(a) Geff (b) nRMSE for different number of cells.

Figure 3.9. Grid convergence study.

focused collectors is plotted against time. Only one subfield is plotted as a representative
to improve the clarity of the graphs. In this case, the pump differential pressure at the PB is
input to VSF. Using this data, VSF computes the flow rate in each pipe in the field according
to its hydraulic resistance. The comparison between the computed and measured flow
rates in subfield 3 is shown in the figure. VSF can follow the transient behaviour of the
solar field with a nearly constant deviation of ≈ 5% at pressure values above 6 bar. The
deviation is much lower at lower pressure and flow rates, for example between 14:15 and
15:00. This same behaviour is observed in different test cases and could be a result of the
calibration of the measurement equipment or geometry specifics that are not apparent in
the plant designs provided to the simulation tool. In addition, the loop valve settings and
characteristics in VSF are based on an assumed nominal operation of the field and orifices
which might be different from the actual setting. However, the effect of the field control
through varying the pump pressure in response to changes in DNI to alter the fluid mass
flow rate could be represented by VSF. Also important to note is that most collectors are
in focus within the investigated period as shown by the purple line in the figure. This
eliminates the effects of discrepancies resulting from the computation of optical efficiencies
as pointed out later in Section 3.3.4.

Figure 3.11 shows the comparison between computed and measured temperatures dur-
ing normal operation of the power plant and a few clouds passing over the field. The
three DNI measurement stations are the ones interpolated to the discretized computational
domain. Using the flow boundary conditions in the loops and header pipes, and the inci-
dent DNI, VSF computes the heat transfer to and from the HTF in each pipe section. Then
the fluid is mixed at the pipe junctions. The subfield temperatures in Figure 3.11 show very
good agreement between the VSF results and the measurements with a RMSE of 4.32 ◦C for
the subfield temperatures and 2.75 ◦C for the whole solar field outlet temperature within
the plotted period. There are some small deviations, for example at 13:30 and 16:15 mainly
due to the inaccurate DNI interpolation from only 3 weather stations when compared to
the actual irradiation state in the field as will be discussed later. In Figure 3.11, 3–5min
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Figure 3.10. Comparison with AS-3 operation data - [Top] Pump
differential pressure. [Bottom] Fluid volume flow

rate in subfield 3 and total solar field focus.

time shift could be observed throughout the day. This time shift is noticed for all 4 subfield
outlet temperatures, however the loop temperatures do not show such shifts as could be
shown in Figure 3.12. The solar field outlet temperature also shows shorter and more irreg-
ular delays due to the mixing of all the HTF from all the subfields. Consequently, the time
shifts are considered to result from deviation of pipe dimensions and from not knowing
the exact location of the temperature sensors measuring the subfield outlet temperature in
the header pipe.

Figure 3.12 shows the model results compared with the single loop measurements per-
formed by DLR in AS-3 on the same simulated day. The measurements are performed on
one loop only with more equipment than already installed in the field. The figure shows
the comparison of the inlet, middle (cross-over) and outlet temperatures of this investigated
loop. In addition, the flow rate in the loop has been measured and could be compared with
the simulated mass flow distribution by VSF. As shown in the figure, the temperatures
could be very accurately simulated. The loop inlet temperatures show a small time shift,
which could be attributed to the deviations of the location of the measurement point since it
is smeared out for the middle and outlet temperatures. Small deviations due to local cloud
passages could be seen at 16:10 and around 17:00. As will be discussed in Section 3.3.4,
smaller clouds that are registered by only one weather station would have an effect on
one or more subfields in the simulation, causing an overestimation of the size of the cloud
and lower temperatures in VSF. When observing the outlet temperatures of the different
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Figure 3.11. Comparison with AS-3 operation data - [Top] DNI
values at the 3 stations around subfield 3. [Middle]
Normalized subfield outlet temperature. [Bottom]
Normalized field outlet temperature. Normalized

temperature scaling = 1:85K.
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Figure 3.12. Comparison between VSF (solid lines) and DLR mea-
surements of 1 loop (AS, crosses or dashed lines).
[Top] Loop inlet, middle and outlet temperatures.

[Bottom] Mass flow rate in the middle of the loop.

loops between 16:00 and 16:30, higher temperature drops were measured at the loops on
the southern side of the subfield than at the ones closer to the power block. This shows that
the cloud passage is localized and not possible to detect by the measurement equipment
available on the field.

In summary, the results show that VSF can accurately predict the thermal and hydraulic
behaviour of the power plant with slight differences that will be discussed in in the next
section. The uncertainty in some input values like the loop valve settings and the errors
in pump pressure gauges cause deviations of the model results from the plant data. In
addition, the lack of spatially resolved DNI data causes inaccurate input to VSF.

3.3.4 Validation challenges

In this section, two sources of discrepancies in the validation cases are discussed. First, the
effect of the spatial resolution of the DNI measurements on the model results are shown.
Then the sensitivity of results to collector acceptance angle curve is outlined. In the vali-
dation cases of AS-3, DNI measurements from 5 weather stations are used. Since the dis-
tances between the weather stations are approximately 600m in each direction, some mea-
surements could be misinterpreted. For example, some smaller clouds could pass over the
loops but do not shade the weather stations and thus are not recorded in the measurements.
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Figure 3.13. Discrepancies in subfield normalized outlet tempera-
tures due to the lack of spatially resolved DNI data.

Normalized temperature scaling = 1:115K.

On the other hand, some clouds could only shade the weather stations and a small number
of loops, while the drop in DNI measurements affects all the loops in the simulation due to
the interpolation assumptions.

Figure 3.13 shows a typical example of that case such that a drop in DNI is registered
between 17:35 and 18:00 by the south-western (SW) weather station. This drop affects the
interpolation of DNI values for all the loops in subfield 1, as shown in Figure 3.14. It
results in a drop in the calculated outlet temperature, even though no temperature drop
is registered in the plant logging information and no other reason could be identified for
such temperature drops. Thus, it can be concluded that the difference is due to a variation
in effective heat input.

Consequently, we observe that the spatial distribution of the heat input, that is the DNI,
has an impact on the temperatures in the field. Hence, studies focusing on the details of
temperature distribution over the field and validation with operational data are only possi-
ble for clear-sky situations or with measurement devices that provide spatial resolution of
DNI, such as the nowcasting systems discussed in Section 2.3.2 and Chapter 4.

As also discussed in Section 2.3.2, the optical efficiency of the SCAs depend on the
collector deviation angle and the shape of the acceptance angle curve. In the following test
case, the effect of varying the acceptance angle curve is shown. As described in [41], the
acceptance angle curve represents the focusing of the collector in terms of the deviation
of the collector solar tracking angle from the sun angle. The shape of the curve depends
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Figure 3.14. Interpolation of the instantaneous DNI measure-
ments on the computational grid at 17:44 as used for

the simulation.

on the mirror geometry and the width of the collector tube. This has a significant impact
on the computational results, especially when there is a lot of collector partial defocusing
taking place. Curve 1 in Figure 3.15 shows an example as given in [41]; however, the exact
shape of the curves are prone to a lot of uncertainties. Unfortunately, there is information
regarding the collectors used to compute this curve nor the exact acceptance angle curves
for the collectors in AS-3. VSF compares the measured collector tracking angle, αcoll, to the
theoretical tracking angle,φsun computed using the sun azimuth and elevation, to compute
∆Anglecoll.

A narrower acceptance angle curve variation is plotted as curve 2 in Figure 3.15 and
the resulting loop outlet temperatures for both curves are plotted in Figure 3.16. Also the
percentage focus of all the collectors in the loop is shown using the purple solid line. By
using the narrower curve, we could reduce the partial focus of the four collectors in the
loop by approximately 12% when we compare the percentage focus curves in both cases.
Consequently, we could get rid of the temperature overshoots in Figure 3.16 during strong
defocusing cycles between 18:45 and 19:50, such that the RMSE dropped from 14.4 ◦C to
9.71 ◦C in the first and the second cases, respectively. However, both curves represent ap-
proximations to the real collector behaviour and more representative curves are needed to
ensure the correctness of the results in cases with the defocusing cycles.

3.4 SUMMARY AND CONCLUSION

In this chapter different validation methods throughout the development phase of the sim-
ulation tool have been presented. The first prototype of the hydraulic part showed good
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Figure 3.15. Acceptance angle curve examples. On the x-axis is
the difference between the measured collector track-

ing angle and the theoretical one.

Figure 3.16. Normalized loop outlet temperatures using different
acceptance angle curves. Purple: Focus percentage.
[Top] Based on curve 1 in Fig.3.15. [Bottom] Based on
curve 2. Normalized temperature scaling = 1:190K.



3.4. Summary and conclusion 49

agreement of the mass distribution and pressure loss in the valves with models in EB-
SILON® Professional. Then the thermal part was validated using analytical, numerical
and experimental methods. For all test cases, the model showed very good agreement
with the results.

Then, the final implementation of the whole tool is validated using full power plant
operational data. VSF successfully computes the mass flow distribution in the field and in
single loops according to the thermal condition using the differential pressure between the
solar field inlet and outlet. The computed flow distribution is then used as flow boundary
condition to compute the heat transfer and the resulting temperatures. Then, the fluid is
propagated and mixed from all subfields to the field outlet taking into account the travel
time in the header pipes. The results show very good agreement with the plant data with
slight discrepancies observed in the through-put time of the headers, causing a time shift.
It was also shown that the results depend on the quality of the DNI measurements and
whether spatially resolved DNI data could be obtained or not, especially during transient
conditions. Finally, the sensitivity of the results to the collector acceptance angle curves has
been shown.

Generally, the results prove that VSF is a reliable tool and can be used to investigate
different applications of interest for research and industry to optimize the energy output of
the solar field and enhance field control as will be shown in the following chapters.
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4 S TAT E O F T H E A RT S O L A R F I E L D
C O N T R O L

The control of commercial solar fields is a challenging task as the controllers need to deal
with various interacting systems. For example, the loop temperatures, that are regulated by
the local SCA controllers, are affected by the flow rate passing in the absorber pipes, which
is mainly regulated by the main pumps controller. The controllers need to also take care of
the hazard- and fail-safe operation of the power plant, hence sometimes sacrificing optimal
operation for safety. By having an accurate and detailed simulation model for the system,
we could test solar field controllers and evaluate the performance under different opera-
tion conditions effectively and efficiently. In this chapter, the implementation of common
state-of-the-art controllers described in literature is discussed. Practical experience of those
controllers is also collected from engineers in power plants operated by industrial partners
we collaborate with. In addition, a systematic approach for testing the performance of
these implementations under different operation conditions is thoroughly described. Such
approaches can significantly contribute to improving the available solar field controllers
and to developing novel control concepts as will be outlined in the next chapter.

Solar field control is an established topic in literature and in practice. Different aspects
of common controllers in solar fields operating with single-phase HTF, commonly thermal
oils, are discussed in [15, 43, 95]. Most recent research in solar field control focus on direct
steam generation power plants, where controlling both steam pressure and temperatures
are critical especially during transient cloud passages [24]. Thus, there has not been much
advancement in control of solar fields with single-phase HTF recently. Numerous control
concepts are compiled in [15] and more advanced ones, such as model-predictive control, in
[16]. However, to our knowledge, most of those advanced concepts did not find their way
to be implemented and tested in real systems. The main flow controllers in the investigated
power plants, rather, rely on control concepts like the ones described in [95]. The main
goal of the controllers is to achieve stable operation of the solar field while maximizing its
thermal energy yield.

Despite this, the implemented controllers fail to perform well during spatially-varying
transient processes like passing clouds. It has been reported that the solar field operators
often prefer to manual intervention during cloud passages to avoid excessive defocusing
and to stabilize the field outlet temperature. That is to avoid thermally stressing the heat
exchangers and other components in the power block.

The controller components in this work are described in Section 4.1. The aim is not to
implement a fully functioning control concept that would outperform and replace state-of-
the-art controllers. Rather, the goal is to show that VSF can be used as a platform to help

51
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users develop, test and compare different control concepts. It also offers the possibility
to try novel concepts that could offer significant advancement in parabolic trough field
control.

4.1 CONTROL ELEMENTS

The control system in VSF, is adapted from control systems described in literature and from
common control concepts in some commercial solar fields. It is divided to local collector
focus controllers in the SCAs and a field main flow controller. In this section, the basic
principles of how both controllers are implemented in VSF are described.

4.1.1 Loop focus controller

The main task of a loop focus controller is to ensure that the collectors are tracking the
sun. It also limits the temperature of the HTF to guarantee safe operation as described
by the manufacturers. The manipulated variable is the deviation of the collector from the
tracking angle, Φd. The controlled variable is the HTF temperature at the center of the
collector, TSCA. In principle, this should be guaranteed by providing the suitable mass flow
rate in the loops. However, this is not the case in real plant operation due to the many
uncertainties and inaccuracies of real systems as will be discussed further in Section 4.1.2.
Moreover, as clouds pass over the field, the plant is subject to transient conditions, where
the different loops are exposed to varying energy input due to partial shading of the clouds.
Hence, the loop focus control depends on local temperatures measured in the SCAs. This
includes a proportional-integral (PI) temperature feedback (FB) controller that manipulates
the collector angle to ensure that the collector temperatures are within the set-points. It is
also equipped with a built-in emergency controller that would put the collectors totally out
of focus in case the temperature limit of the fluid is exceeded. Both parts are described
below.

Local PI-controllers

Based on temperature measurements in the middle of the SCA, as well as the loop outlet
temperatures, as shown in Figure 4.1a, the controller manipulates the deviation angle of
the SCA from the sun,Φd as in Figure 4.1b. The four local controllers work independently
such that collector-wise focusing and defocusing strategies are achieved [89].

The control diagram is shown in Figure 4.2. The temperature in the middle of the SCA,
TSCA, is compared to the set-point temperature for the collector, TSP,OK. The set-points
depend on the inlet temperature of each loop and are set such that a linear temperature
rise from Tloop,in to Tf,OK in the loop, as shown in Figure 4.3, is assumed. Tf,OK is the safe
operation temperature of the HTF.
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(a) Input temperature measurements in
each SCA controller.

(b) Front view of an SCA showing sun
and collector angles. Φd is the

controller output.

Figure 4.1. A schematic of the input and output of the local SCA
controllers in a loop.

The PI-controller works on eliminating the temperature error, eT (t), by computing the
needed SCA deviation angle,Φd. Φd is thus computed as

Φd = KceT (t) +
Kc

Ti

∫
eT (t)dt , (4.1)

where Kc and Kc
Ti

represent the proportional and integral gains, respectively. These con-
troller gains are tuned using the first-order plus dead time (FOPDT) method.

System dynamics is studied by imposing a step disturbance in the controller output
(CO), which is the collector deviation angle in this case, and analysing the system response
to this step, here the collector temperature as the process variable (PV). From the system
response the process gain, Kp, time constant, Tp, and process dead time, θp, are determined
and used to compute the controller gains as described in [76] as

Kc =
1

Kp

Tp

(θp + Tc)
. (4.2)

Tc is the controller time constant and is equal to Tp multiplied by a factor varying from
0.1 to 10 for aggressive to conservative controller behaviour, respectively. The integral time
constant, Ti, is equal to the process time constant, Tp which is discussed further in Section
4.2.3. Kp is the system process gain computed as

Kp =
∆PV
∆CO

. (4.3)

The dead time, θp, is the time the system needs to show the first response to the disturbance.
Table 4.1 lists the system parameters from studying typical operation conditions in the
solar field. ∆tsim is the simulation time step. The controller output, Φd, is then sent to
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Table 4.1. SCA focus controller parameters

Kp Tp θp
[◦C/deg] [s] [s]

SCA 1 -8 5 ∆tsim
SCA 2 -9 5.2 ∆tsim
SCA 3 -10 5.4 ∆tsim
SCA 4 -11 5.6 ∆tsim

the actuator of the SCA and the solar collecting efficiency is computed from the acceptance
angle curve as described in Section 2.3.2.

Anti-reset wind-up (ARW) is used to avoid the accumulation of the integral in case the
CO reaches the operational limit and also to compensate for slow system dynamics. All
feedback values are passed through a filter that disturbs the signal to emulate the uncer-
tainties resulting from measurement equipment.

Overheat protection

SCAs are also equiped with safety mechanisms to force emergency defocus in case the fluid
maximum operation temperature is reached. In VSF, a maximum temperature for each SCA
is defined, such that the loop outlet temperature does not exceed 99.5% of the maximum
allowed temperature for the HTF as shown in Figure 4.3. If the collector temperature ex-
ceeds this value, the solar deviation angle is set to 4° behind the sun. For the last SCA in
the loop, typically the forth one for typical commercial power plants, like Andasol-III, an
additional defocus signal is issued if the loop outlet temperature exceeds the safety limit
recommended by the manufacturer of the HTF.

4.1.2 Flow controller

The main solar field flow controller regulates the inlet mass flow to stabilize the solar field
outlet temperature to a set-point at different weather conditions. Figure 4.4 shows the con-
trol block diagram for the different control elements involved. As described in Section 2.1,
the flow in VSF is controlled by the differential pressure, pδ, along the solar field. This is
referred to as pump pressure within the text. The pump is assumed to follow a first-order
dynamic behaviour with a time constant significantly faster than the system dynamics, typ-
ically 12 s [96]. The pump pressure is also bounded by minimum and maximum values
that can be varied depending on the system design. The components of the control concept
are described in detail below.
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Figure 4.3. Set-point temperatures in the SCA controllers with lin-
ear temperature rise along the loop length, x.

Mass flow feed-forward

A feed-forward (FF) pump controller computes the required mass flow depending on the
current solar energy incident on the field, Q̇sol. A simple plant performance model based
on static energy balance in the whole field is used for the FF controller as described in [15,
24, 39]. The required mass flow rate in the solar field to achieve a prescribed temperature
rise in the solar field, ∆Tfield, is calculated as

ṁReq =
Q̇sol − Q̇loss
cp ·∆Tfield

. (4.4)

Q̇sol is computed from average values of the available measurement points in the solar field.
Q̇loss is the total thermal losses in all the header pipes and loops in the field computed in
the VSF. cp is the average specific heat capacity integrated along the range of temperatures
in the solar field.

To translate the required mass flow to a pressure drop along the hydraulic network,
I use the hydraulic system curve. Figure 4.5 shows the system curves calculated for 2
commercial solar power plants with DOWTHERM® as the HTF, namely La Africana and
Andasol-III. The system curves are produced by keeping a constant temperature in all the
pipes and noting the total mass flow rate as the differential pressure is varied. The required
pressure from the FF controller is thus computed as

pδ,FF = c1(T)ṁReq + c2(T)ṁ
2
Req , (4.5)

with temperature-dependent coefficients, c1 and c2, which are polynomial-fitted from dif-
ferent simulated data. The differential pressure values are normalized so as not to disclose
confidential data provided by out partners. The FF loop provides immediate response to
global irradiance variations on the field.
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(a) La Africana (b) Andasol-III

Figure 4.5. System curve at different temperatures.

Field temperature feedback

The structure of the FF controller is very simplistic as it does not consider any spatial vari-
ation of the solar irradiance, since the energy input is based on the mean value of a few
measurement points in the solar field. It also does not consider the thermal transient be-
haviour of the power plant and the thermal inertia in the pipes. Hence, a temperature
feedback PI-controller is added to provide closed-loop system control. The controller cor-
rects the pump pressure by a value, ∆pδ, depending on the solar field outlet temperature
feedback as indicated in Figure 4.4. A temperature set-point is given to the controller and
the deviation from it, eT (t), is computed. The change in pressure difference is given by the
PI-controller as

∆pδ = KceT (t) +
Kc

Ti

∫
eT (t)dt . (4.6)

The controller tuning parameters, Kc and Ti, are adaptively computed based on the FOPDT
method described in Section 4.1.1. They depend on the field condition, like solar energy
input and losses, as well as the thermal inertia and fluid travel time in the pipes to compute
the time constants and process dead times [67]. This renders the controller suitable for a
wide range of operation conditions as typical for the solar fields. The computation of the
parameters is throughly discussed in Section 4.2.3.

The controller output is bounded to ±3.5 bar to avoid excessive off-design operation.
An anti-reset windup loop is added to avoid accumulation of the integral part of the con-
troller as the output reaches the operation limit. The input to the ARW is the maximum
allowable positive and negative changes to pump differential pressure, ∆pδ,lim and the
PI-controller output is then bounded to these values.

4.1.3 Control concept

In this section, some results of applying the control concept described above are shown.
The commercial power plant La Africana near Posadas in the province of Córdoba in Spain
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(a) Satellite image of the power plant
[Map data: Google, Inst. Geogr.

Nacional].

(b) Computational domain (header pipes not
shown). Red circles indicate approximate

locations of the weather stations.

Figure 4.6. La Africana power plant

Table 4.2. Simulation input parameters

Parameter Value Unit
Tin 290 ◦C
∆Tfield 103 ◦C
TSP 393 ◦C
ṁmin 84 kg s−1

pδ,min 0.01 bar
pδ,max 15 bar

[63] is simulated and used as a test case. The plant geometry and layout are provided
by the plant operators, africana energía, through a collaboration with industrial partners
including TSK Flagsol Engineering GmbH. La Africana is designed to provide 50 MW
of electric power. Its solar collector field has 4 subfields with a total of 168 loops and
DOWTHERM®[21] thermal oil is the HTF. For all the simulations performed in this study,
a constant solar field inlet temperature of 290 ◦C is used. The plant has two tanks filled with
MS that are used for thermal energy storage; however, they, as well as the power block, are
not simulated within this entire work. La Africana is equipped with 2 weather stations
located in the NE and SW corners in the plant as indicated in Figure 4.6.

A fixed simulation time step of ∆t = 2 s is used for the simulations. The Churchill
method and the Dittus-Boelter equation are used to compute the friction coefficient and
the convection heat transfer coefficient, respectively. The loops have lengths of 600m and
are discretized in 48 elements. Other header pipe sections are discretized in 2–5 elements
depending on their lengths. The maximum allowable fluid temperature is set to 400 ◦C.
Table 4.2 lists some more input parameters to VSF.
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Spatially-invariant irradiance

Firstly, a spatially invariant DNI profile is applied to the solar field. This is to test the
control concept at different DNI levels and with various temporal disturbances. Figure
4.7 shows the applied irradiation disturbance, where Geff is the effective irradiance as de-
scribed in Section 2.3.2. The simulated time is shown as the number of hours from the start.
The profile represents long- and short-term disturbances at different DNI levels starting
from 700Wm−2, then 900Wm−2 and dropping till 100Wm−2. Also gradual step-up and
down scenarios are shown at different rates, as well as a single jump.

Figure 4.7. Spatially-invariant irradiance profile applied to the so-
lar field with a zoom-in of the high frequency distur-

bances.

Figure 4.8 shows how the required mass flow rate, computed by the FF part, compares
to the actual inlet mass flow rate as regulated by the controller. The FF controller provides
good estimates of the required mass flow that result in stable field outlet temperatures till
approximately 3.25 hrs. The FB loop was also able to regulate the mass flow when the
temperature dropped slightly after strong fluctuations in the DNI.

From 3.25 hrs on, a significant difference between the required and actual mass flow
rates can be observed and also linked with a drop in outlet temperature. Figure 4.9 shows
the total percentage of the collector focus in the field. This provides some explanation to
the reduced flow rate, such that after 3.25 hrs, approximately 10% of the collectors are
defocussed. By plotting the percentage focusing and temperatures of the 4 SCAs of an
exemplary loop in the solar field, we observe partial defocusing mostly at the last SCA that
keeps the collector temperatures below the temperature set-points as shown in Figure 4.10b.
As the field outlet temperature did not recover from the slight decrease caused by the DNI
fluctuations, the flow rate is slightly reduced to allow the temperature to rise. Since, in this
case, the flow is lower than the required flow for the DNI level at that moment, overheating
in the SCAs takes place causing them to remain defocused or even defocus more. The same
behaviour is observed after the long period of very low DNI at 7.75 hrs. The defocusing is
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Figure 4.8. Mass flow rate and field outlet temperature for spa-
tially invariant irradiance.

maintained at quasi-steady-state from 8 hrs till the next large disturbance at t = 13.5 hrs,
where the temperature starts to drop resulting in excessive drop in mass flow, which causes
some extra defocusing in the collectors.

Figure 4.9. Total percentage focussing in the solar field.

Overall, the average outlet temperature is 391.13 ◦C with a root mean square error of
4.61 ◦C from the set-point. The mean focus of all the SCAs is weighted by the average effec-
tive irradiance at the corresponding time step and a weighted mean is computed. Through
this method, higher weight is given to defocused collectors during clear skies than during
cloud coverage. For this test case the weighted mean focus is 92.1%. This means, that with
the current controller, the solar field fails to collect approximately 8% of the incident solar
energy, even without spatial variation of the DNI.

Spatially varying irradiance

In this case, we consider spatial variation of irradiance by using DNI maps. The maps
for this case are produced from shadow camera images installed at the Plataforma Solar
d’Almería as described in Section 2.3.2. In Figure 4.11, the average effective irradiance
falling on the field is plotted together with the minimum and maximum values observed
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(a) Collector focus. (b) Collector middle temperatures.

Figure 4.10. Local SCA values in loop number 29 in subfield 1

Figure 4.11. Solid and dotted lines show the maximum and min-
imum irradiance values in the field as measured by
shadow cameras. Dashed line represents average ir-
radiance from 2 weather stations. Values measured

on 19.09.2015 at the PSA, Spain.

using the shadow cameras from [45] on the whole field as a function of time. The irradia-
tion profile belongs to the category with thick small clouds, ThkS in Table 2.1. The duration
belonging to the category is approximately 0.6 hrs, then the solar field is exposed to con-
stant, spatially-invariant DNI in order to compute the steady-state response of the field
after the disturbance. Some snapshots of the irradiance map are shown in Figure 4.12.

Figure 4.13 shows the inlet mass flow rate plotted with the required mass flow rate
from the FF loop. Here again, a deviation of the actual flow rate from the required one is
observed starting even earlier than the previous test case. Also a slight drop of the field
outlet temperature is observed at the same time. The temperature drop results from partial
shading of some loops. As shown in Figure 4.12a the clouds are not detected by the 2
weather stations and, thus, are not accounted for by the FF loop. The temperature drop
causes the FB loop to reduce the flow slightly, which, in turn, later results in overheating in
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(a) t = 0.05 hrs (b) t = 0.25 hrs (c) t = 0.5 hrs

Figure 4.12. DNI maps at different times on 19.09.2015. The
red circles indicate the approximate location of the

weather stations.

the unshaded loops that get defocused. Some thick clouds can be observed starting from
0.25 hrs as the average irradiance value is nearly half of the maximum value.

Figure 4.14 shows the range of outlet temperatures of all the loops in the solar field.
In the first diagram, the maximum, minimum and average loop outlet temperatures are
plotted together with the solar field outlet temperature resulting from the mixing of all the
loops. The operational temperature range between 375–398 ◦C is indicated by the dotted
lines. The maximum temperature corresponds to the maximum allowable temperature of
the fluid with a safety factor of 0.5%, while the minimum temperature is chosen as a con-
venient value to avoid high thermal stresses in the components. The number of loops that
exceed the maximum temperature or fall below the minimum temperatures are plotted in
the second diagram as nTHigh and nTLow, respectively. The loop controller is successful to
keep the HTF safe, with an average maximum temperature of 397.2 ◦C and maximum tem-
perature overshoot of approximately 401.8 ◦C briefly reached in the loops. The minimum
temperature in the loops is found to be 353.3 ◦C.

The lower diagram of Figure 4.14 shows the total focusing in the solar field. After ap-
proximately 0.2 hrs, some collectors start to defocus as the inlet mass flow rate is reduced as
the field outlet temperature drops due to the passing clouds. However, as the sky gets clear
and the field outlet temperature is still low, the controller does not push in enough flow
which results in overheating and defocusing of the SCAs. This continues until a steady-
state is reached with some defocusing maintained. This controller behaviour resulted in
unnecessary defocusing and wasting of solar energy. The weighted mean focus is 88.7%.
It is also worth noting that at t=0.25hrs and t=0.5hrs, two contradicting effects take place;
approximately 40% of the collectors are defocused while, at the same time, 40 loops show a
drop in the outlet temperature, representing approximately 23% of the field. This is due to
the absence of local flow control as the flow for al the loops is reduced, causing unshaded
collectors to overheat, while completely shaded ones cool down.
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Figure 4.13. Solar field flow and outlet temperature for DNI data
from 19.09.2015.

4.2 CHALLENGES

4.2.1 Manual operator intervention

The behaviour of the controller described above is practically unacceptable due to the large
amount of wasted solar energy through defocusing. In operational power plants, manual
operator intervention is needed in such situations. As observed in parabolic trough power
plants in collaboration with this work, the operators switch off the solar field main flow
controllers during strong transients and use their experience to control the flow to maxi-
mize energy yield and stabilize the field outlet temperature as much as possible. If they
observe excessive defocusing in the collector field, they force in more flow to get the defo-
cused collectors back to sun focus and then control the field outlet temperature accordingly.
Alternatively, some operators prefer to reduce the flow to maintain the field outlet temper-
ature while sacrificing some uncollected solar energy as shown previously. This depends
on the plant operation strategy and the required energy yield on the specific day.
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Figure 4.14. Range of loop outlet temperatures and field total fo-
cus for spatially-varying DNI.

4.2.2 Plant performance model

As described in Section 4.1.2, the mass flow FF loop relies on a simple static plant model
to compute the required flow for the current irradiation condition. However, such model
highly depends on the solar field condition such as the cleanliness of the mirrors and loop
maintenance schedule. It also depends on the accuracy of the irradiation measurement
devices and estimation of the thermal losses in the field [15, 17].

In the controller implementation presented in this work, the FB loop provides correc-
tion to the FF controller to compensate for the model errors listed above. The robustness of
the control concept to systematic errors is discussed in the next chapter.

4.2.3 Wide range of operation

Solar fields have a wide range of operation in terms of the flow rate and temperatures, that
has a notable effect on the system dynamics. Consequently, we used adaptive controller pa-
rameters that take the current state of the system into account so the controllers are properly
tuned for the different behaviours. Figure 4.15 shows an example of the different system
dynamics in response to a step down of the pump differential pressure from 8 to 7.5 bar.
Two irradiance levels are studied, first with 600Wm−2 and the other with 800Wm−2, and
the change in field outlet temperature is normalized and compared in the figure.

The controller tuning parameters depend on the process gain, Kp, time constant, Tp and
dead-times, θp. The process gain is defined as the system response to a disturbance in the
controlled parameter as stated in Equation (4.3). This is clearly different for the exemplary
cases shown in Figure 4.15. As a result, the temperature FB controller parameters are com-
puted adaptively depending on the system condition. A simple field model based on static
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Figure 4.15. FOPDT different tuning values for different opera-
tion conditions in response to a step-down of the

pump differential pressure, pδ.

energy balance is set-up and a relation between the change in the field outlet temperature
is response to a change in the pump pressure is derived as

Kp = −
(Q̇sol − Q̇loss)

cp · ṁ2(2c2(TField)ṁ+ c1(TField))
. (4.7)

c1(TField) and c2(TField) are hydraulic system curve coefficients that depend on the mean
temperature in the solar field as explained in Section 4.1.3. The values computed with this
method show very good agreement with the simulated system response.

The time constant is defined as the time needed for the system to reach a change of
63.2% of the steady state value for first-order systems. Tp depends mainly on the thermal
inertia of the field and if there is a difference in the fluid through put time from the dif-
ferent subfields [43]. Quasi-dynamic models for the loop performance and residence time
models for the travel time are described in [39], however, to save computation time, an
approximation of Tp is computed as

Tp =
∆HField

Q̇in,Field
× 0.6 , (4.8)

where Q̇in,Field is the net input thermal energy and ∆HField is the change of enthalpy in the
field calculated as the sum of heat input to the HTF and to the pipe walls. This computation
method does not consider the different fluid travel times from the subfields. This resulted
in a systematic error from simulation data, which is fitted with the correction factor of 0.6
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Figure 4.16. Solid and dotted lines show the maximum and min-
imum irradiance values in the DNI map. Dashed
line represents average irradiance from 2 weather sta-
tions. Values measured on 16.06.2016 at the PSA,

Spain.

for La Africana solar field. The process dead-time is computed from the shortest travel time
from the subfields to the solar field outlet as

θp = min
(
lheader
vheader

)
+∆tsim , (4.9)

where lheader and vheader are the length and fluid velocity of the headers, respectively. The
simulation time step, ∆tsim, is added, since the controller does not observe the response of
the control action until, at least, 1 simulation time step.

4.2.4 Spatial variability of DNI

Parabolic trough power plants cover a very large surface area; however, they are usually
equipped with only a handful of irradiation measurement points. For example, Andasol-III
has 5 weather stations, while La Africana has only 2. The controllers use the measurement
points to estimate the required flow for the FF loop. These are usually sufficient during
clear-sky days or days with very little clouds. However, a lot of clouds pass undetected or
cloud sizes are over- or underestimated when the spatial resolution is so low.

Figure 4.16 shows the minimum, maximum and average values of Geff measured on
16.06.2016 as another example. Figure 4.17 shows a few snapshots of the irradiance maps,
which are particularly interesting for a controller lacking information about the spatial dis-
tribution of clouds. The controlled flow and the resulting temperatures in the solar field
are plotted in Figure 4.18.
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(a) t = 0.22 hrs (b) t = 0.33 hrs (c) t = 0.42 hrs

Figure 4.17. DNI maps at different times on 16.06.2016. The
red circles indicate the approximate location of the

weather stations.

(a) Solar field flow and outlet temperature. (b) Loop outlet temperature ranges

Figure 4.18. Simulation results for DNI data from 16.06.2016.

In Figure 4.17a, a relatively large cloud covers a significant part of the solar field at
t=0.22hrs without being registered by the weather stations and not affecting the FF con-
troller. This results in temperature drop in the loops as shown in Figure 4.18b. At t=0.33hrs,
large clouds cover nearly all of the field, however are only detectable by one of the weather
stations. As a result, the average of both measurements indicates only partial shading
and the flow is too high for the irradiation situation and the temperature drops noticeably.
The third snapshot in Figure 4.17c shows large clouds that are not detected by any of the
weather stations. The resulting increased flow causes further drop of the average loop and
solar field temperatures.

4.2.5 Assessing controller performance

If the flow controller fails to provide the adequate flow rate in the solar field, the HTF will
either overheat and cause defocusing of the SCA, or will be cooled down resulting in a
lower solar field outlet temperature. Both result in a reduction in the field performance
and energy yield, which is challenging to quantify. In order to evaluate the performance
of the different controllers, energetic penalties for collector defocusing and reduced field
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outlet temperatures have been developed. The penalties are calculated and summed up,
such that the total penalty is

ptot = pdef + pT,PB + pTES , (4.10)

where pdef, pT,PB and pTES are the penalties due to defocusing, reduced power block effi-
ciency and diminished TES efficiency, respectively. The penalties are computed in mone-
tary value to try to estimate the economic benefit or loss of using a specific control concept
in specific situations. Then, we compute the pentalties as percentages of the calculated
revenue for the investigated time interval.

To make the economic computations more realistic, we performed an annual yield sim-
ulation of the investigated power plant configuration using Greenius simulation tool de-
veloped at the DLR [20]. The simulation provides annual averages of the LCoE and power
block conversion efficiency, ηPB,a, which is estimated as

ηPB,a =
Ea

QPB,a
, (4.11)

where Ea and QPB,a are the annual electric energy output of the power plant and thermal
energy input to the power block, respectively. Each kWth of energy not collected due to
defocusing results in an economic penalty of

pdef = Qdef · ηPB,a · LCoE . (4.12)

Qdef is the solar energy lost due to defocus in the respective time interval, which is equal
to
∫
Q̇th,SF(t+ ∆ttr) ·

1−f(t)
f(t) dt. The value of f(t) is the amount of focusing in the field as

a function of time and Q̇th,SF(t+ ∆ttr) is the thermal power output of the field which are
calculated from the simulation results. The transient time delay ∆ttr is considered, because
the current focusing state corresponds to the thermal energy output of a future time step.
It is computed according to the average travel time in the field piping from the subfield
outlet to the PB.

Another important factor that makes a good controller is the field outlet temperature.
Off-design field outlet temperatures reduce the power block efficiency, as well as the effi-
ciency of the thermal energy storage (TES). In order to penalize a reduced PB efficiency,
the efficiency at the design temperature, ηPB,T0

, is estimated using a detailed heat flow
diagram of the PB implemented in EBSILON® Professional . From this model, the PB effi-
ciency, ηPB,T, is derived as a function of the HTF temperature as shown in Figure 4.19 for a
50MW turbine. The reduction in HTF temperature is penalized as

pT,PB = Qth,SF · ηPB,a ·
(
1−

ηPB,T

ηPB,T0

)
· LCoE . (4.13)
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Figure 4.19. Simulation results and fitted interpolation of the PB
efficiency as a function of temperature.

Finally, we add a penalty to account for the reduced stored energy due to low MS
temperatures being pumped in the hot storage tank and the limited tank capacity. As the
tank gets full, any thermal energy more than the PB capacity is an overload and will need
to be dumped. The penalty value of such instances of dumping due to reduced storage
efficiency is calculated as

pTES = Qth,SF · ηPB,a ·
(
1−

T − Tin
T0 − Tin

)
·
QOL,a

QTES,a
· LCoE . (4.14)

T and Tin are the field outlet and inlet temperatures, respectively, T0 is the design field outlet
temperature, and the ratio QOL,a

QTES,a
represents the annually averaged ratio of TES overload

resulting in solar energy dumping in the SF. Both annual averages are estimated from the
Greenius simulations. The simulation results for the La Africana power plant set-up with
yearly irradiance data are listed in Table 4.3.

Table 4.3. Greenius simulation results for La Africana power
plant

Value Unit
LCoE 192.5 e/MWh
ηPB,a 0.25 -
QOL,a/QTES,a 0.33 -

The absolute penalty values have not been validated against real power plant data.
However, they serve as excellent comparison values when comparing different control con-
cepts as will be shown in Chapter 5 as more control concepts are developed and compared
with the ones described in this chapter. To provide a reference value, the theoretical revenue
is computed. This corresponds to the expected revenue from an ideal controller, which is
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able to maintain the field outlet temperature at the set-point without any defocusing, and
neglecting heat losses in the solar field. The theoretical revenue is computed as

Rth = ηPB,a · LCoE ·
∑
SCA

∫ [
Geffηoptwapl

]
SCA dt . (4.15)

On the other hand, the actual revenue results from transforming the thermal energy output
of the field into electrical energy and is computed as

RSF = ηPB,a · LCoE ·
∫
Q̇th,SFdt−

(
pTES + pT,PB

)
. (4.16)

The penalties due to defocusing are already included in RSF, hence, only the additional
penalties due to the reduced field outlet temperatures are subtracted. Other losses in the
field correspond to the thermal losses and additional losses from the field transient be-
haviour that are not accurately considered within the computation of the penalties. These
other losses are computed as

oth.losses = Rth − pdef − ηPB,a · LCoE ·
∫
Q̇th,SFdt . (4.17)

Thermal losses depend on the fluid temperature of the field, as well as the flow rate and are,
hence, influenced by the field operation and control. The revenues, losses and penalties are,
then, normalized by the theoretical revenue and used for the comparisons. The absolute
values depend highly on the values of the PB efficiencies and LCoE computed from the
annual simulation model in Table 4.3 and are only meant as to give an order of magnitude
of the economics. In Chapter 5, the revenues and penalties for different control concepts in
various DNI conditions are compared to provide a comprehensive and reliable measure of
the plant and controller performance.
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5 N OV E L C O N T R O L S T R AT E G I E S

As more CSP projects are being built, continuous advancement and improvement to the
field controllers is necessary. Moreover, new developments in related research and appli-
cation fields, such as meteorology and control hardware, render it possible to incorporate
more sophisticated control concepts and foster the energy yield of solar fields. For exam-
ple, advancements in cloud detection and motion prediction can provide accurate irradia-
tion maps and even short-term forecasts paving the way for optimized solar field control
with model-predictive approaches. Moreover, the economic and technological feasibility of
solenoid control valves and improvement in network communications offer the possibility
to control the flow in each single loop to account for any local transients with very high
resolution.

Nevertheless, the economic benefit of applying such advancements is yet to be proven.
A simulation model with a high level of detail helps to estimate the benefits and feasibility
before applying the control strategies to real solar fields. This reduces the commissioning
time and risk, and avoids interrupting the operation of the power plant. In this chapter,
the use of VSF to test and evaluate the benefit of some novel control concepts is discussed.
Firstly, we take the first steps towards a fully automatic solar field flow controller under
different weather conditions. Secondly, an initial study of the use of short-term DNI fore-
casts, known as nowcasts, is discussed. Finally, we investigate the potential of adding loop
valves to improve the solar field performance. The main findings and result highlights
are presented in this chapter; however, the reader is referred to Appendix F for the details
of each simulated test case. Using the detailed simulation results, the scheme is able to
quantify the economic benefit of one control strategy over the other.

5.1 AUTOMATIC FLOW CONTROLLER

As described in Chapter 4, the flow controller was found to be too slow for overcoming the
effect of local transients. It also fails to recover the required flow to overcome the exces-
sive defocusing in the collectors for some cases as shown in Figure 4.9 and 4.14. In some
operational parabolic trough power plants, the operators switch off the automatic flow con-
troller during thick cloud passages and manipulate the flow manually according to their
experience and the field condition.

Numerous solar field control concepts are reported in literature, for example, main com-
mon flow controllers are described in [15, 95]. Moreover, a simple PID controller is mod-
elled and described in [6]. More advanced control concepts which, to the knowledge of the

73
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author, have not yet been implemented in large commercial projects, like model-predictive
and fuzzy logic controllers are briefly outlined in [16]. However, a lot of challenges re-
garding automatic solar field control have been reported due to the local variations in ir-
radiation on the large solar fields. An automatic solar field controller is interesting for us,
so that the VSF can run independently and be used to test new control concepts. Thus,
within the work for this thesis, an automatic solar field controller has been developed and
implemented. The goal is to implement a controller that is more robust in various realistic
irradiation conditions. In addition, a performance evaluation scheme is developed to com-
pare it to other controllers as introduced in [60, 61]. In the following section, this scheme is
discussed in more detail in the next section.

5.1.1 Field focus feedback

To emulate what a manual operator would normally do, an additional feedback (FB) loop
observing the focusing condition of the solar field has been added to the flow controller.
The control diagram is shown in Figure 5.1 where all 3 control components are shown,
namely, the flow FF loop, the temperature FB controller and, finally, the focus FB (FFB) loop.
This last FB loop forces the controller to push in more fluid to reduce the temperatures in
the SCAs and, hence, getting them back to tracking. This controller does not directly control
the pump; it, rather, alters the temperature error, eT (t), using a PI-controller. It indicates
over heating when higher flow rate is needed and also signals field cooling to reduce the
flow rate causing more defocusing in the case when solar energy dumping is needed. Using
this method, we avoid having an over-determined system, where more than one controller
manipulates the same parameter, in this case the change in pump pressure, ∆pδ.

The change in temperature error, ∆eT , is computed from the deviation, ef(t), of the
current total focus in the plant, f(t), from the focus set-point, fSP. A set-point filter is
added to increase the stability of the control scheme against abrupt set-point changes. It
works by smoothing out sharp changes using a first order lag with a time constant equal
to the integral time as shown in Figure 5.2. Also to foster the stability of the system, the
controller output is bounded to±12 ◦C as a convenient value to avoid abrupt changes to the
temperature error. The value of the bounds depends on the focus error from the set-point,
such that a large absolute value for the bounds is used when the focus error is large, while
smaller values are used for only small deviations from the focus set-point. The controller
is manually tuned and satisfactory results for different scenarios have been obtained for
process gain, Kp = 3%/◦C, process time constant of Tp = 160 s and dead time θp = 4∆tsim.
The performance of the controller is shown in the test cases described below.

Spatially-invariant irradiance

Firstly, the artificial spatially-invariant DNI disturbance shown in Figure 4.7 is tested in
the same plant layout described in Chapter 4. Figure 5.3 shows the inlet mass flow rate
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Figure 5.2. Schematic of the action of the set-point filter.

compared with the required mass flow rate from the FF controller, as well as the field outlet
temperature. When the focus feedback loop is switched on, more flow is pumped to the
solar field as soon as the field focus drops below the set value, here 100%. As a result,
the mass flow controller agrees better with the FF controller with a root mean square error
(RMSE) of 55.78 kg s−1 as compared to 90.28 kg s−1 achieved by the basic controller in
Figure 4.8. The automatic controller is also able to maintain the field outlet temperature
close to the set-point, such that the mean outlet temperature is 390.22 ◦C with a RMSE of
4.91 ◦C from the SP. The mean field outlet temperature is, however, slightly lower than the
391.13 ◦C achieved by the basic controller. This is due to the prioritization of the controller
to avoid defocussing over maintaining the exact temperature set-point.

Figure 5.3. Mass flow rate and field outlet temperature for
spatially-invariant DNI with the automatic flow con-

troller.

Figure 5.4 shows the total field focus during the simulation time. The automatic con-
troller demonstrates significantly improved solar energy harvesting with a weighted mean
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focus of 99.35% as compared to only 92.1% in Figure 4.9. Also appreciably lower distur-
bance in the collector focus and temperatures in shown in Figure 5.5 as compared to Figure
4.10.

Figure 5.4. Total percentage focussing in the solar field for
spatially-invariant DNI with the automatic flow con-

troller.

As described in Section 4.2.5, the penalties method provides a comprehensive compar-
ison between the different control concepts. The total penalties as percentage of the plant
theoretical revenue for the basic and the automatic controllers are shown in Figure 5.6a
and 5.6b, respectively. The break-down of the 3 different penalties and other losses is also
shown. The total of the revenue, penalties and losses represents the theoretical revenue
if all the incident solar irradiance were to be perfectly captured without any thermal or
defocus losses. This is equal for both the basic and automatic cases. The basic controller
resulted in revenue of 83.54%, where the penalty resulting from defocusing represent the
clear majority of the penalties at 7.02%. Thermal losses in the field account for approxi-
mately 9.1%. On the other hand, the automatic controller yields 90.43% of the theoretical
revenue and is able to significantly reduce the defocusing penalty to only 0.59%. However,
the PB and TES efficiencies are slightly reduced resulting in an increase of the correspond-
ing penalties as compared to the basic controller. This is due to the slightly reduced field
outlet temperature as shown in Figure 5.3. The thermal losses are also slightly lower due
to the reduced field operation temperature.

Spatially varying irradiance

The controller shows also better performance with irradiance data from the DNI map on
19.09.2015 shown in Figure 4.11. Figure 5.7 shows the mass flow rate and field outlet tem-
perature. As with the spatially-invariant test case, the average field outlet temperature is
388.15 ◦C, which is lower than that of the basic controller, 390.73 ◦C, as shown in Figure
4.13. However, the difference in average field outlet temperature between both controllers
is noticeably higher for the spatially varying case at 0.68% in contrast to only 0.23% for
the spatially invariant case. This is due to the absence of spatially distributed flow control
as the overall flow is increased in response to overheating and defocusing of unshaded
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(a) Collector focus.

(b) Collector middle temperatures.

Figure 5.5. Focus and temperatures of 4 SCAs in loop number 29
in subfield 1 for spatially-invariant DNI with the auto-

matic flow controller.

loops as some thick clouds partially shade the field. This is specifically prominent at ap-
proximately t = 0.5 hrs as shown in Figure 5.8, where more than 130 loops cool down in
comparison to only 40 loops in the previous case. This is the expected behaviour as the
advanced controller forces in more flow to reduce the over-all defocusing and achieves a
weighted average focus of 96.42% against only 88.67%.

Consequently, the automatic controller is able to increase the economic benefit by 7.1%
of the theoretical revenue using the same irradiance data from weather stations as the basic
controller as shown by the penalties in Figure 5.9. The additional penalties due to the lower
field outlet temperature are also shown in the figure as the PB and TES penalties are nearly
tripled.
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(a) Basic controller without FFB. (b) Automatic controller with FFB.

Figure 5.6. Penalties break-down for spatially-invariant DNI.

Figure 5.7. Solar field flow and outlet temperature for spatially
varying irradiance (ThkS1).

In Section 4.2.4, the challenges associated with spatially varying DNI have been dis-
cussed. Figures 5.10a and 5.10b show the penalties break-down for the test case on
16.06.2016 with the basic and automatic flow controllers, respectively. Despite the reduc-
tion of the defocusing penalties and thermal losses, the automatic controller slightly under-
performs the basic controller in this test case due to the significant drop in outlet temper-
ature resulting in reduced PB and TES storage efficiencies. The plots given in Figure F.19
depict the flow rate and temperatures in the field. The mean field outlet temperature of
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Figure 5.8. Range of loop outlet temperatures and field total focus
for spatially varying irradiance (ThkS1).

(a) Basic controller without FFB. (b) Automatic controller with FFB.

Figure 5.9. Penalties break-down for spatially varying irradiance
(ThkS1).

384.51 ◦C is approximately 0.41% lower than that resulting from the basic controller in Fig-
ure 4.18a.

(a) Basic controller without FFB. (b) Automatic controller with FFB.

Figure 5.10. Penalties break-down for test case on 16.06.2016
(ThkH4).
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Both controllers are compared for numerous test cases. Table 5.1 shows a list of the
different test cases classified according to the DNI category as presented in Section 2.3.2.
The number of test cases in each category correspond to the number of representative in-
cidents found within the data processed from DNI maps from cloud and shadow cameras.
The detailed simulation results are presented in Appendix F. Figure 5.11a shows a radar
map of the percentage revenue from the theoretical revenue averaged for each of the DNI
categories. The automatic controller harvests an average of 90% of the incident irradiance
in the CS and RQ categories. The collected energy slightly drops to approximately 85%
for days with small and large thick clouds, ThkS and ThkL, respectively. This is typically
due to the increased defocusing in the field as the loops are exposed to spatially varying
DNI conditions whilst the flow is not adjusted for each loop accordingly. On the other
hand, the expected revenue significantly drops to round 67% for days with thick clouds
with little gaps belonging to the ThkH category. Generally, the flow is very low for such
DNI conditions, as shown in Appendix F.5, which results in high thermal losses and signif-
icant over-heating of any loops that get exposed to solar irradiance through the gaps in the
clouds.

The performance of the automatic controller surpasses the basic controller for all cate-
gories except RQ, where the revenue for both controllers is nearly the same. Figure 5.11b
shows the normalized percentage revenue of the basic and automatic controllers for all
the weather categories. For CS and RQ, the differences between both controllers is minor
showing that the basic controllers could effectively operate the solar field for most cases.
The highest performance boost is with the ThkS and the ThkL categories, where the cloud
disturbance traverses the whole field and the automatic controller improves the revenue
by 10% and 13%, respectively. However, the improvement is only 2.5% when the DNI be-
longs to the category of thick clouds with gaps, ThkH. This is because there are only very
few unshaded loops and the flow corresponding to the mean DNI is generally too high
for most of the loops. Hence, the field outlet temperature drops significantly. This causes
the temperature FB PI-controller to reach its output limits and not to be able to modify the
prescribed flow from the FF loop adequately. Also a further reduction in the flow would
cause an increase in the defocusing of the unshaded loops. In addition, the output of the
FFB loop is also limited to −3.5 ◦C resulting in it not being able to correct the temperature
drops that exceed 20 ◦C from the SP according to Figures F.16 and F.19, for example.

5.1.2 Challenges

In this section, some common challenges for the automatic controller are described. Fur-
thermore, the performance and robustness of the controller during those challenges is
tested for the different DNI conditions and the limitations are discussed.
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(a) Revenue percentage.

(b) Normalized revenue.

Figure 5.11. Comparision between the basic and automatic flow
controllers for different DNI categories.

Thermal performance model

In real power plants it is considered impossible to predict the thermal performance of the
solar field accurately. The thermal performance highly depends on a few factors, some
examples are listed below:

− Mirror cleanliness, which is very difficult to determine accurately given the large
stretch of the solar fields and dependence on the dust and sand conditions in the air.

− Irradiance condition, which is impossible to accurately predict in the case with pass-
ing clouds, as power plants are usually equipped with only a few weather stations
measuring the irradiance at specific locations. Even though cloud cameras provide
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(a) Flow, outlet temperature and field focus. (b) Penalties and losses.

Figure 5.12. Case CS2 with −10% error in FF controller.

detailed irradiance maps on the field depending on the cloud conditions, they come
with some uncertainties estimated to be in the range of 8–10% according to [47].

− Field maintenance, such that one or more loops could be shut down for maintenance.

− Defective components such as mirror facades or absorber tube glass, which affects
the thermal insulation of the tube [65].

− Measurement uncertainties of all DNI, flow, temperature and pressure sensors.

If the above information is not accurately provided to the flow FF controller, the resulting
required flow or pressure, pδ,req, will be erroneous. For clear-sky conditions, controllers
predict a correction factor for the FF controller, which depends on the actual plant perfor-
mance. However, during short term transients, like passing clouds, this correction factor
fails to adjust the required flow accordingly as the cloud situation changes quickly.

In the test cases described above, we considered that the mass flow FF controller pro-
vides ideally accurate estimates of the required mass flow for the current average irradiance
condition in the field. As most of the above-mentioned sources of error occur over long pe-
riods of time, for example a few hours to few days, they impose systematic errors in the
system. Therefore, we impose systematic error on the mass flow rate provided by the FF
loop of ±5% to 25% to test the robustness of the controller to more realistic cases. Figure
5.12 shows the simulation results for test case number CS2 in Table 5.1 as an example. The
FB controllers in this case are able to adjust the flow, such that the process variables are
kept at the set-points despite the erroneous prescribed mass flow. The robustness of the
controller is proven by comparing the revenue from idealistic mass flow FF and the one
with the imposed error. In this test case, the revenue is 92.04% of the theoretical revenue,
which is nearly equal to the revenue without any errors in the FF controller at 92.09% as
shown in Figure F.2. Accordingly, the control concept is considered robust for such distur-
bances.

With regard to transient conditions, Figure 5.13 shows the results of another test case
with passage of some thick small clouds and considering positive and negative errors in
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the FF controller. The case with the ideal mass flow controller is shown in Figure 5.7 and
correspond to the DNI category ThkS1. Again, the two FB components of the control sys-
tem are able to correct the flow accordingly and provide stable operation with small effects
of less than 1 ◦C on the average field outlet temperature and field focus. These small dif-
ferences are mainly due to slower response to the temperature drops resulting from the
accumulated integral part of the FB components that correct the inaccurate estimate of the
FF loop. This is especially prominent in the case with the negative error. The distribution
of revenues and penalties plotted in Figures 5.13c and 5.13d show a difference of less than
0.5% in revenue from the ideal case in Figure 5.9b. Overall, for cases with negative error in
the FF part, the FB PI-controllers have a high positive integral part causing them to tend to
force in slightly more flow than needed. This, in turn, results in some minor drop in tem-
perature, which increases the penalties due to losses in PB and TES efficiencies. Moreover,
this results in an increase in plant focus as the collectors have lower tendency to overheat.
In contrast, having a positive error in the FF part results in high tendency of the FB con-
trollers to reduce the flow a bit too much, which, consequently, causes some defocusing in
the field and an increase in the corresponding penalties. In general, the defocusing losses
are considerably higher than the losses due to the lower outlet temperature, which results
in higher revenues for the case with negative error often surpassing the performance of the
ideal FF controller.

This investigation is performed for all the test cases and categories listed in Table 5.1 for
errors in the mass flow FF of ±5% to 25%. The revenues are normalized by the revenue in
the case with ideal mass flow FF controller for each category. In Figure 5.14, a summary of
all the results is compiled. For the most part, the control concept is very robust to systematic
errors of up to±10% losing no more than 0.5% for CS, RQ and ThkS cases. The controller is
even still very robust for±25% in the ThkS cases. However, the performance drops slightly
for the ThkL category and more significantly for the ThkH category as the controllers are
operating at their boundary output values while keeping the field operation stable. As for
the ThkL case, the controller with negative error outperforms the one with positive error
as discussed previously. Nevertheless, behaviour is inversed with the ThkH category as
the average DNI level is generally very low for this category as are the temperatures of
the shaded loops. As a result, the unshaded loops are overheated and only minor benefit
on the defocusing can be achieved with slight increase in flow for the negative error cases
as compared to the positive error ones. Under these circumstances, the penalties resulting
from even lower temperatures are higher than the small benefit of the reduced defocusing
resulting in lower overall revenues.

In conclusion, the described control concept is robust to errors in the thermal perfor-
mance model in the FF controller. The two FB components of the controller are able to
correct the errors and yield performance similar to the ideal case for errors up to ±10% for
the CS, RQ, ThkS and ThkL cases. The performance drop is, however, more prominent for
the ThkH category as the it drops by up to 2% from the controller with ideal overall mass
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(a) Error of -10%. (b) Error of +10%.

(c) Penalties for -10% error.

(d) Penalties for +10% error.

Figure 5.13. Case ThkS1 with ±10% error in FF controller.
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(a) CS. (b) RQ.

(c) ThkS. (d) ThkL.

(e) ThkH.

Figure 5.14. Normalized average revenues of the test cases of the
5 categories at different errors in the mass flow FF

controller.
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flow FF estimation. This is not expected to have a significant effect on the plant daily or
annual yield, as the revenue during such weather conditions is anyhow very low. As for
the errors as high as 25%, the performance drops by up to 4%. As a result, the plant perfor-
mance models should be accurate enough to avoid such considerable decline in revenues.

System dead-time

Up to this point, the controllers have been reacting in real-time and operating every sim-
ulation time step, which is typically 2 s for all the simulations included in this thesis. The
controllers have instantaneous access to all needed FB quantities and current process vari-
ables to produce their adjusted output accordingly. This, however, is challenging to realize
within real systems and is associated with a few system delays that could be due to

− signal processing,

− actuator response and dead times,

− operator input, and

− mass or thermal inertia of the controller actuators or sensors that is not considered
in the controller tuning.

The above listing have been obtained from power plant designers and operators experi-
ences, and also observed from field visits to commercial solar fields. Exact information
about the durations of such delays are not investigated within this work. The study is in-
tended to show the controller reaction if such delays are present in the system and how
they affect the plant performance and energy yield in different DNI situations.

Therefore, artificial system delays of 10, 15, 30, 45, 60, 90 and 120 s are added to the
system, such that the controllers in VSF are only invoked at those time intervals. Within
the time intervals, the flow controllers do not receive any information about the system
and, hence, do not change their output. The local SCA controllers, however, are always
online. Figure 5.15 shows the changes in revenue with the added system delays for the
same simulation set-up described before with the 5 DNI categories. As can be expected,
system delays have negligible effects on clear-sky situations, because of the imperceptible
changes in irradiance within the scope of 2min delay. Nearly similar is the behaviour with
random-quick clouds (RQ); however, the performance drops by nearly 1% with system
delays of 120 s as the little disturbance in irradiance already affect the yield.

In contrast, for transient cases, the revenues increase considerably for short system de-
lays, where they peak at approximately 15 s delay and then tend to decline for longer delay
times. The performance boost is approximately 3% for ThkS and ThkL clouds and is a
whole 6% for the ThkH category. To explain this, the results of a time delay of 30 s in case
ThkL3 is presented in Figure 5.16 and compared to the no delay case in Figure F.15 as an
example. Firstly, it is observed from the flow in Figure 5.16a that the controller is more
conservative and the overshoots in the flow are hindered. As a result, excessive tempera-
ture drops are avoided as the average field outlet temperature is approximately 2 ◦C more
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(a) CS. (b) RQ.

(c) ThkS. (d) ThkL.

(e) ThkH.

Figure 5.15. Normalized average revenues of the test cases of the
5 categories with different system time delays.

in this case. This serves for the reduction of the PB and TES penalties as shown in Figure
5.16b. Secondly, due to the reaction delay the flow does not follow the high frequency DNI
disturbances like the ones shortly before t = 0.5hrs. This causes the unshaded collectors to
remain in focus and does not significantly affect the temperatures, as the disturbances are
local and take only a very short period of time. This can be shown as the average focus of
the SCAs is increased from 97.6% to approximately 99%.

As expected, the performance drops for longer delay times as the flow does not corre-
spond to the actual irradiation condition. This is especially prominent for the ThkH case,
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(a) Flow, outlet temperature and field focus.
(b) Penalties and losses.

Figure 5.16. Case ThkL4 with time delay of 30 s.

as the total flow is typically very low and the time constant and dead times for the temper-
ature FB controller are too long, which limits its ability to correct the effect of the delayed
controller response.

5.1.3 Solar energy dumping

During the operation of the power plant on high irradiation days, the solar field thermal
energy output might exceed the capacity of both the PB and TES, or the TES could get
full. The excess irradiance needs to be dumped through defocusing some collectors. This
is traditionally achieved by manually reducing the inlet fluid flow in the solar field which
results in overheating of the collectors, thus causing defocusing. In this section, the im-
plementation of the dumping feature in the automatic flow controller is explained and the
plant performance for some test cases with energy dumping is illustrated.

The portion of solar energy that needs to be dumped, D, is input to the mass flow FF
block and the required mass flow is weighted by (1−D). Also the set-point for the field
focus FB loop is computed, such that the allowed defocusing in the solar field is given by:

fdump = D ·
(
1−

Q̇loss

Q̇sol

)
, (5.1)

where Q̇loss and Q̇sol are the total thermal energy loss and collected solar energy in the
field, respectively. This takes into account the amount of thermal energy lost and sets the
set-point to achieve the needed energy dumping level. Q̇loss is computed as the sum of the
thermal energy dissipated from all loops and absorber pipes.

The dumping controller is applied for the test cases CS2 and ThkS1 and demonstrated
below. The dumping set-point is set to 10% and 30% and the results are shown in Fig-
ures 5.17, 5.18 and 5.19. For the clear-sky case with 10% energy dumping, the resulting
revenue is exactly 90% of the revenue without dumping as shown in Figure F.2. The field
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(a) Flow, outlet temperature and field focus.
(b) Penalties and losses.

Figure 5.17. Case CS2 results with 10% solar energy dumping.

outlet temperatures are kept within the set-point and the mean focus value is very close to
the required portion of the solar energy to be collected. As for the 30% case, the revenue
represents approximately 72% of the case without dumping while the mean field outlet
temperature is 395.8 ◦C, which is already more than the temperature set-point of 393 ◦C.
The controller is not able to further reduce the focusing by lowering the flow, as the temper-
ature error correction exceeds the controller bounds, making the temperature FB controller
take-over the mass flow control. Thus, a steady-state error in the defocusing is maintained
as the FB PI-controllers output is bounded. The loop temperatures in Figure 5.18b show
that the emergency controllers in the SCAs are able to maintain the loop temperatures be-
low the maximum allowed temperature of 398 ◦C, and the emergency controller in the loop
outlet ensures safe operation below 400 ◦C.

More transient behaviour is shown in case ThkS1 in Figure 5.19. The dumping signal is
given at t ≈ 0.02hrs, where the required mass flow drops accordingly as shown in Figures
5.19a and 5.19c. For both cases, the mean field focus approximately reflects the required
dumping and both controllers maintain stable field outlet temperatures despite the strong
transients. The penalties represent 10.7% and 25.2% of the theoretical revenues for the 10%
and 30% dumping cases, respectively as shown in Figures 5.19b and 5.19d. For the 30%
dumping case, the losses are also increased by approximately 3.5% due to the excessive
heat losses in the defocussed collectors and reduced flow rate. This is already taken into
account when setting the focus set-point as shown in Equation (5.1). Table 5.2 summarizes
the percentage revenues for the test case without any dumping and with 10% and 30%
dumping. The relative revenues with respect to the non-dumping case. It is shown that the
dumping controller achieves the desired reduction in collected energy.

To conclude, with the help of the focus FB loop, the automatic controller is able to
operate the solar field during overload operations when less energy is needed from the
field. The controllers exhibit very stable operation and are able to maintain the field outlet
temperatures within the set-point even during transient conditions. Nevertheless, more
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(a) Flow, outlet temperature and field focus. (b) Range of loop temperatures.

(c) Penalties and losses.

Figure 5.18. Case CS2 with 30% solar energy dumping.

Table 5.2. Revenues with the dumping controller in case ThkS1.
D [%] Rev.

[%]
Rel.rev.
[%]

0 86.8 100
10 80.2 92.4
30 63.64 73.3

tuning of the controller bounds and temperature set-points is needed to effectively achieve
higher values of solar energy dumping.

5.2 CONTROL USING NOWCASTING DATA

As described in Section 2.3.2, technologies using cloud and shadow cameras are able to
provide highly spatially-resolved DNI maps with short-term forecasts. These maps not
only serve as accurate input of the weather situation to the VSF, they can also be used by
the controller to improve the field operation and increase its energy yield. To demonstrate
this, improvements to the control concept described in this chapter are implemented and
the results are presented in this section.
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(a) Dumping 10%. (b) Penalties for 10% dumping.

(c) Dumping 30%. (d) Penalties for 30% dumping.

Figure 5.19. Case ThkS1 with 10% and 30% dumping.
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5.2.1 Using current DNI

As described in Equation (4.4), the mass flow FF controller uses the available DNI measure-
ment points to estimate the required mass flow in the field according to the available solar
resource. The controller in all test cases shown previously use DNI measurements from 2
weather stations illustrated in Figure 4.6b. It has also been discussed that only 2 measure-
ment points are not sufficient to provide information about the current irradiance situation.
We have seen cases where the irradiance is over-estimated, like in Figure 4.17, or underes-
timated, as in Figure 4.12b. The FB controllers do a good job to correct the effect of false
input to the FF controller; however, their response is always delayed by the system dead-
time and process time constants. This results in sub-optimal performance during transient
conditions when the spatial variability of irradiance is high. Now with the availability of ir-
radiance maps, the spatial variability is available to the controllers and the response delays
could be significantly reduced.

The FF controller is slightly modified to act upon the average of the whole DNI map
instead of only the average of the measurements from weather stations. The VSF makes
it possible to quantify the benefit of the DNI nowcasting system on the field control in
different situations. This contributes to investigating the feasibility of adding such systems,
like cloud cameras, to a solar field and, by computing the expected revenues, it gives a
good estimate of the return on investment.

To study this we used DNI maps to compute the revenue increase for each of the test
cases listed in Table 5.1 in comparison to data from weather stations. Here it is important
to note that we considered that DNI maps provide exact prediction of the irradiance falling
on the collectors. The results are compiled and the average of the percentage revenue for
each DNI category is normalized by the revenues from using data from weather stations
only. Figure 5.20 shows the percentage increase in revenue for each category.

Obviously, the change in revenue for the CS and RQ is negligible as the weather stations
already provide accurate estimates due to the absence of any noticeable spatial variation.
The performance during random-quick cloud passages is minutely reduced by 0.03% as
some collectors defocus if the flow is reduced as the thin clouds pass. In this case, the im-
provement due to the slight increase in outlet temperature does not compensate the defo-
cusing losses. The revenues increase by 1.84% and 1.44% for the ThkS and ThkL categories,
respectively. The biggest performance boost is seen for ThkH category as the revenues are
increased by approximately 4%. From the plot, it can be inferred that the improvement in
controller performance is highly dependent on the spatial variability of the DNI situation.

To gain more insight on how the system performs along a whole day, some exemplary
days, listed in Table 5.3, are simulated with the controller using the actual DNI maps from
the nowcasting system. The controller performance is then compared with the cases where
measurements from 2 weather stations are used. The average, maximum and minimum
effective irradiance for the 5 days are plotted in Figures 5.21 to 5.25. Solar field start-up is
not considered in any of the 5 cases.
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Figure 5.20. Comparison of normalized revenues for cases with
using DNI data from 2 weather stations and from

DNI maps for the 5 DNI categories.

Figure 5.21. Geff on 10.10.15 (WD1).

Figure 5.22. Geff on 24.11.15 (WD2).
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Figure 5.23. Geff on 14.05.16 (WD3).

Figure 5.24. Geff on 27.09.16 (WD4).

Figure 5.25. Geff on 11.05.16 (WD5).
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Table 5.3. Whole day simulations using the nowcasting system.
Case Day Main irradiance characteristics
WD1 10.10.2015 Mostly CS with thick clouds in the morning and

evening
WD2 24.11.2015 CS at low DNI levels
WD3 14.05.2016 CS morning at high DNI level with thick cloud

passage from the afternoon
WD4 27.09.2016 CS morning and noon with cloud passage late af-

ternoon
WD5 11.05.2016 CS morning till noon strong transients in the after-

noon and complete blockage in the evening

The simulation results and penalties are plotted in Appendix F.6, while the expected
revenue for each day is compared in Figure 5.26 for the cases using weather stations and
DNI maps. The RMSE between the average Geff computed from the two weather stations
and that from the maps for each test case is computed. It is then normalized by the average
irradiance of the maps to provide comparable values for the various cases and plotted
on the figure. The normalized RMSE (nRMSE) indicates how inaccurate the average of
the measurement of the weather stations is as compared to the actual average DNI on
the field. The nowcasting system improves the yield for all the 5 investigated days with
highest gains during days with high DNI variability and nRMSE. For example, the highest
gains are 2.24% and 2.22%, which correspond to approximately e1400 and e2500 more
revenue per day, for cases WD1 and WD5, respectively. The nRMSE is approximately 14%
for both cases. The improvement is a little less for case WD3 making only 1.71%, due to the
increased thermal losses as average field outlet temperature is higher than cases WD1 and
WD5. For cases with low nRMSE, the gain in revenue is less significant as shown in case
WD4. However, there are merely any significant gain for CS cases as shown previously in
Figure 5.20 and confirmed in case WD2, where the revenue gain is a mere 0.03%.

Although absolute revenue strongly depends on the accuracy of the annual yield sim-
ulation results listed in Table 4.3, the comparison between the revenues in both cases indi-
cates the expected order of magnitude for the benefit of using the nowcasting systems.

5.2.2 Using forecasted DNI

Nowcasting systems also provide short-term forecasts of 15min for the DNI maps [62].
A weighted average of the forecasts is used to estimate the required mass flow in the FF
controller, such that the effective irradiance fed to the FF controller is computed as

Geff,FF =

15∑
n=0

wnGeff,n , (5.2)
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WD1 WD2 WD3 WD4 WD5
Gain 2.24% 0.03% 1.71% 0.7% 2.22%

Figure 5.26. Comparison of revenues for cases with using DNI
from 2 weather stations and DNI maps for whole
days in Table 5.3. The black line represents the
nRMSE of the average DNI of weather stations mea-

surements.

where n is the forecast number. The current irradiance is given for n = 0 and the 15min
lead time forecast is for n = 15. Different averaging weights, wn, have been tested and
the weighting sets are depicted in Figure 5.27. Both shown weighting sets lay significantly
higher weights on the current and near-future irradiance with weight set ws9 considering
forecasts with lead times up to just 5min.

Figure 5.28 shows the revenues of the same 5 whole days in Table 5.3 including us-
ing forecasts with weighting set ws9. When compared to using DNI maps of the actual
observed value, the inclusion of additional forecast values with different weights does
not show significant benefit in the current control concept. For cases that consider higher
weights on future forecasts, for example ws3, the performance even drops in comparison to
using the maps only. This is due to the lack of explicit use of any optimization procedures
based on information of the futuristic state of the solar field. In addition, the forecast maps
include some prediction errors of 20% up to 30% for spatial resolutions of approximately
50m, where the magnitude of the error depends on the lead time of the forecast [46, 47].
This is already taken into account in the simulation since the forecast DNI maps are not the
one that will finally hit the field. Here real nowcasts from the cloud camera system with all
forecasting inaccuracies are used instead of just using the DNI values from the time series
of the current DNI map which is used as the solar energy input to the system.

On the other hand, however, in case of system delays and the controller cannot be op-
erated in real-time frequency, the knowledge of short term DNI forecasts will get more
important. This is because the calculated control action will then consider the effects of
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Figure 5.27. Nowcasting averaging weights sets.

Figure 5.28. Comparison of revenues with using nowcasting data
for the whole days in Table 5.3.
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(a) Case WD1 (10.10.15).

(b) Case WD3 (14.05.16).

Figure 5.29. Comparison of revenues with using nowcasting data
with system time delay.

a longer time period in the future, for example the next 90 s instead of only the current
DNI. Possible sources of controller and system delays are listed in Section 5.1.2. Hence, we
investigated using the forecast nowcasting maps for system delays of up to 120 s and the
revenue for cases WD1 and WD3 are plotted in Figure 5.29. For both cases, the addition of
forecasts improved the revenue for system delays of 90 s. Nevertheless, the change is very
minor yielding only 0.1-0.2% more revenue. Accordingly, Figure 5.30 shows the normal-
ized revenue for all 5 days using a weighted average of the nowcasting forecasts with ws3
and ws9 and a system delay of 90 s.

As it is expected, the performance with using ws3 is lower than ws9 for all investigated
days, since it puts higher weight for future forecasts than in ws9 and the current control con-
cept does not utilize such information effectively. Again, the best performance is achieved
for WD1, WD3 and WD5, which are the days with the most transient conditions.
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Figure 5.30. Comparison of revenues with using nowcasting data
with 90 s system delay. The grey and dotted lines rep-
resent the nRMSE of the average irradiance based on

ws3 and ws9, respectively.

5.3 LOOP VALVE CONTROLLER

There is growing interest in using controllable loop valves to manipulate the flow in the
individual loops to react to local transients [1, 59]. For example, the flow could be reduced
in a few loops if smaller clouds shade only a small portion of a subfield. This will result in
smaller temperature drop in the loops and maintain more stable field outlet temperature.
Similarly, defocusing of unshaded loops could be avoided through locally increasing the
flow in the loops in cases when the total solar field flow is reduced. This usually occurs
due to larger clouds that cover most of the power plant as has been shown in the previous
section. Such cloud shading scenarios could only be captured through spatially-resolved
DNI data provided by the cloud camera systems.

For this test case, a simple controller has been implemented to open or close the valves
in response to loop outlet temperature variations. The main principle of the controller is
that it is a single control element that controls all the SCAs in a loop, as well as the valve at
the loop inlet. This is achieved by slightly opening the valve aperture when the loop outlet
temperature exceeds a prescribed upper set point, Tmax. Also slight defocusing of the SCAs
to ensure safe operation takes place. If the loop valve could not be opened further, more
defocusing in the SCAs will take place. Valve openings as well as the collector focus are
given by percentages. As the temperature excessively drops below the minimum, TMin, the
collectors get quickly back to focus and the valves are slightly closed. In the safe operation
temperature range, the controller ensures that all the collectors are focused and slightly
closes the valves to increase the temperature as close as possible to the maximum. The goal
of the controller is to stabilize the loop and solar field outlet temperatures while ensuring
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Figure 5.31. Valve and focus algorithm for local loop controllers.

Figure 5.32. Pump differential pressure as a function of the aver-
age irradiance on Andasol-II power plant.

that the maximum temperature limit for the oil (400°C) is not exceeded. A pseudocode of
the control algorithm for the collectors and loop valves is shown in Figure 5.31 below.

For the investigation of the benefit of loop valves control, simulations of Andasol-III
power plant are performed and the thermal power output of the power plant is studied.
To avoid interactions with the main flow controller, all three parts of the automatic flow
controller are disabled and the flow is rather controlled as a function of the average effec-
tive irradiance, Geff, on the field. The relation is determined from a polynomial fit of the
differential pump pressure, pδ, during plant operation as shown in Figure 5.32.

Figure 5.33 shows a comparison of the subfield and solar field outlet temperatures us-
ing the same control strategy as in Figure 5.31, once without manipulating the valves and
the other including valve control. The dashed lines correspond to the temperatures for the
case of collector focus control without loop valve manipulations, while the solid lines show
the results of using controlled loop valves. The dotted lines show the mean DNI values
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Figure 5.33. Subfields 1–4 and solar field outlet temperatures for
control scenarios with (solid) and without (dashed)
loop valve control in Andasol-III. The dotted lines
show the mean DNI values of the DNI maps in each

subfield and the mean over the whole solar field.

from the DNI maps in each subfield and the whole solar field. Both control scenarios have
the same lower and upper temperature set-points of 394°C and 400°C, respectively. Stable
outlet temperature during field operation is maintained when controlling the loop valves.
This is specifically significant at strong cloud passages from 10:30 till 13:00 o’clock, such
that strong temperature fluctuations have been completely avoided.

Figure 5.34 shows the thermal power gain for both scenarios. The thermal power gain
of the HTF in the solar field is computed from the laws of thermodynamics according to
[41] as

Q̇thgain = ṁcp (Tout − Tin) . (5.3)

ṁ is the total mass flow rate, Tout and Tin are the fluid inlet and outlet temperatures, re-
spectively, and cp is the integral average specific heat capacity of the fluid between both
temperatures. The value of Q̇ is computed for each time step and integrated in time to com-
pute the total energy output of the solar field. In Figure 5.34 the thermal power collected
by the solar field with and without valve control and the power difference between both
scenarios, as well as the total produced thermal energy, are shown. The proposed control
strategy resulted in approximately 2% increase in the total produced thermal energy. This
increase is due to the reduced defocusing instances as a result of manipulating the flow rate
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Figure 5.34. [Top]: Comparison of thermal power gain in the solar
field between valve-controlled (solid) and no valve-
controlled (dashed) control strategies. The dotted red
line shows the mean DNI on the field. [Bottom] The
difference in thermal power gain between both strate-
gies. The heat energy from integrating the power

curves is also stated.

during transient conditions. However, the exact value of the energy gain strongly depends
on the parameters set to control the valves and the defocusing. Moreover, the proposed
controller concept resulted in a notable drop in produced power during cloud passage that
block the sun irradiation at around 11:30 and 12:40. The reason is that the main goal of
the controller is to stabilize the outlet temperature during DNI drops and not maximize
the produced power. This results in closing the loop valves and reducing the flow rate to
maintain the temperature during passage of large clouds. Thus, detailed parametric and
yield optimization studies need to be executed and the benefits could be evaluated using
VSF.

In conclusion, a control strategy based on manipulating loop valves to alter the mass
flow in the loops is implemented and used to control the virtual field modelled by VSF.
This resulted in an improvement in outlet temperatures stability and increase in thermal
power when compared to the standard control strategy without loop valves control. This
can result in more robust and economical solar plant operation and control. Further inves-
tigations on improved control algorithms and refining the control parameters need yet to
be conducted.
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5.4 SUMMARY AND CONCLUSION

To summarize this chapter, an automatic flow controller is developed to overcome the ex-
cessive defocussing during transient conditions resulting from the basic one. The basic con-
troller is supplemented by an overall focus feedback loop that manipulates the flow. The
controller penalties are computed for different test cases belonging to different DNI cate-
gories using the performance assessment scheme described in Chapter 4 and compared for
both controllers. The automatic controller is able to increase the revenue of the power plant
for all transient situations by up to 13%. However, for clear-sky and thin cloud conditions,
the basic controller already does a good job to collect the incident solar energy.

Then a few challenges that such controllers encounter are discussed and their effects
on the performance are studied. The controller is found to be robust to systematic errors
of up to 10% in the plant yield model in the FF controller. As for higher errors reaching
25%, a drop in the controller performance of up to 4% is observed due to the boundaries
imposed to the controller output. In addition, the effect of different system delays on the
controller performance is investigated. In general, the controller is able to cope up with
system delays of up to 2min without strongly affecting the plant performance. These test
cases also showed that more investigation is needed for the controller tuning parameters to
further increase the yield. After that, a small add-on is included to account for automatic
solar energy dumping in case the PB is not able to consume all the available thermal energy.

Furthermore, two novel control concepts using nowcasting systems and loop valves
are studied. Nowcasting systems provide spatially-discretized DNI maps for the whole
area of the solar field. The system can also provide short-term forecasts that are accurate
enough to be usable by the solar field controllers. Firstly, only the current irradiance map
is used to provide the flow FF controller with more accurate information about the average
DNI incident on the solar field. This overcomes the limitation of using local DNI measure-
ments of only a few points, where most of the information about the spatial variation of
DNI is lost. This helps the controller to provide more adequate flow to the field and avoid
defocusing instances and excessive temperature drop during cloud passages. In particular,
the expected increase in revenues are calculated for the different cloud categories, where a
surplus of up to approximately 4% is achieved for scenarios with high cloud traffic. How-
ever, no increase in revenues is expected during clear-sky and homogeneous irradiance
situations, since the local measurements in weather stations provide sufficiently accurate
information about the DNI on the whole field. To generalize this, simulations of whole
days excluding start-up and shut-down are performed and the daily revenues are expected
to increase by up to 2.2% for cloudy days. For all the above investigations, the irradiance
maps were assumed to be 100% accurate, but it has been previously shown in Section 5.1.2
that the controller is able to cope with systematic errors in the flow FF controller without
having large effect on the plant performance and yield.

Secondly, short-term forecasts of up to 15min in the current control concept are used.
Nevertheless, the performance of the controller dropped for cases where the controller and
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system provide real-time action and response. This paves the way for investigations of
more advanced control concepts that can better utilize the forecasts, like model predictive
control. Alternatively, if the system has some delays of 90 s, the use of the short term
nowcasts becomes minutely beneficial for the plant performance. In brief, the implemented
control concept is not able to make significant use of the short term forecasts. Further use
of forecasts from nowcasting systems during start-up operations is an interesting topic that
will be investigated in future work.

In the end, a simple control strategy that considers controlling the flow in the single
loops is adopted and tested. The results show tremendous potential for such controllers
to overcome disturbances due to transient conditions in the field while stabilizing the field
outlet temperature and increasing the thermal energy yield by 2% for the investigated test
case.
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6 C O N C L U S I O N S A N D O U T L O O K

Optimization of both components and processes could cut-down the costs and make CSP
more economically attractive. The work in this thesis is a step towards providing the nec-
essary tools for optimizing the process control and potentially increasing the yield of such
power plants during transient processes. It can be divided into three streams. The main
stream is the development and implementation of the simulation model that can efficiently
represent the physical behaviour of parabolic trough power plants. The second stream is
the implementation of control strategies to automatically operate the solar field in realistic
weather conditions with cloud passage and solar field start-up. Finally, the tool is used to
test various novel control concepts including the usage of nowcasting systems and control
valves on every loop. In addition, a performance assessment scheme for comparing the
different control concepts is defined.

This work presents the simulation tool developed to study the transient behaviour of
line-focus solar thermal power plants with single-phase HTF, the Virtual Solar Field, VSF.
A thorough literature review of available dynamic models reveals the lack of detailed solar
field models that consider spatially-varying conditions on the field within reasonable com-
putation times. For this, the model needs to simulate every loop in the field independently
while coupling the thermal and flow conditions to get an accurate representation of the real
physical system. The main focus of the work is on solar fields using parabolic trough col-
lectors. The model equations, assumptions and implementation are described. The model
is divided into two parts due to the different time scales between the thermal and the flow
aspects. Therefore, a computationally efficient static hydraulic model is used to compute
the flow distribution in the parallel pipes according to the pressure loss in each pipe. This
saves computation time, as there is no need to solve the momentum balance equations for
the finely-spatially discretized thermal model, which takes care of the heat transfer in the
system.

The validation of the different model components shows good agreement with analyt-
ical and other simulation models. The model is validated against operational data from
a full-scale commercial solar field, namely Andasol-III. The results show very good agree-
ment in terms of reproducing the transient behaviour in the field, as well as the variation in
temperatures and flow distribution between the different loops. The limitations of the tool
are also discussed and the sensitivity to layout details and parameterization of component
models in the actual solar field is investigated.
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In conclusion, the physical and transient behaviour of parabolic trough power plants
can be accurately simulated using correlations for heat transfer coefficients and flow fric-
tion factors. In addition a computationally efficient implementation is achievable by sepa-
rating the flow distribution and heat transfer problems while making use of the different
time scales between both effects. To be able to simulate solar fields in realistic situations, a
complete control algorithm was also implemented.

Large full-scale solar fields are exposed to numerous transient situations that hinder
the performance and reduce the energy yield. A convenient balance of flow and focus reg-
ulation is needed as skilled and experienced operators try to minimize the losses associated
with passing clouds, especially in situations with high spatial variability of the DNI. The
second part of this thesis focuses on the implementation of automatic solar field controllers.
Firstly, state-of-the-art controllers composed of a feed-forward mass flow controller and a
feed-back temperature controller have been implemented. The controllers are tested for
different DNI categories ranging from clear-sky to large thick clouds with some gaps that
result in high spatial variability of the DNI on the field and show good performance in
some cases. However, the controller failed to achieve acceptable performance in cases with
high spatial variability of irradiance. Significantly high defocusing of collectors is main-
tained for prolonged periods of time. This problem has been also reported by solar field
operators, such that manual intervention is needed to compensate that effect.

As a result, the controller has been improved by adding a total field focus loop to im-
pose higher flow mass flow in the field in case of excessive defocusing. A performance
assessment scheme is developed to comprehensively compare different control concepts.
Economic penalties are deducted from the theoretical revenue at off-design operation. The
improvement in the controller resulted in a revenue increase of up-to 14% for individual
weather categories. The robustness of the controller to different modelling errors and inac-
curacies of the input signals is tested. The controller can maintain the performance despite
of systematic error in the measurement signals of up-to 25%. Since solar fields are subject
to a wide range of operation conditions, the controller parameters need to be adequately
tuned. It has been found that adaptive parameters are needed for stable response of the
field temperature controller as the wide operation range of the systems strongly affects the
system time constant and gain.

The investigations in the second part of the thesis demonstrate that the VSF can effi-
ciently be used to test and improve controller setup. The goal of the implemented auto-
matic controller is to reduce defocus instances, then regulate the field outlet temperature
providing stable field output. However, it has been shown for cases with very high spatial
variability that this does not necessarily increase the revenue of the plant. Further improve-
ment in response and the energy yield is expected when controllers are specifically tuned
depending on the category of irradiation. The performance assessment scheme provides
extensive and compact information about the field operation.
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In the third stream, initial efforts are made in the direction of solar field control op-
timization through testing the feasibility and benefit of novel control concepts that have
never been tested on real power plants. An estimate of the economical benefit of adding
control features, such as nowcasting systems and loop valves is calculated. It has been
found that the stretch of the solar field and the spatial variability of the DNI have a pro-
found effect on the plant performance that cannot be substituted by single point measure-
ments or by scaling average values. Then, DNI maps from nowcasting systems are used
to improve the weather condition input to the flow feed-forward controller instead of only
a few DNI measurements from weather stations. This resulted in an increase in the plant
yield of up to 4%, which is significant for the size of the plants.

To decrease the losses further, VSF enabled testing the benefit of adding controllable
loop valves to manipulate the flow in the single loops depending on the local solar irra-
diance and temperatures. Initial studies have shown that the field outlet temperature can
be kept constant, even during strong transient situations, and the daily energy yield of the
solar field was increased by 2% for the examined test case. Thus, it can be concluded that
spatially-distributed disturbance requires spatially-distributed control action to eliminate
its negative effects on the performance. However, a more extensive loop valve controller
needs to be coupled with the main flow controller to avoid over-determination in the con-
trol system.

In conclusion, the existence of a detailed and validated transient simulation tool allows
programming of different control concepts in various weather conditions. Also the per-
formance assessment scheme provides comprehensive comparison by translating the yield
gain into a monetary revenue while showing a distribution and weight of the different
losses. The revenue value is to be considered as a comparative value only. The exact rev-
enue stream depends on other economic factors such as O&M costs and electricity prices.

Future outlook

In this section follow-up work is recommended for the three streams mentioned above. Re-
garding the physical model, thermal inertia of the header walls and insulation material can
be considered. This would more precisely represent the solar field during start-up and shut-
down as the effect is expected to be more significant. Also higher order approximations can
be implemented for cases of direction-reversing flows. To achieve this, the implementation
of the hydraulic part of the solver will need to be accordingly adjusted. This is only relevant
in case of overnight cool-down simulations or if solar field drainage is to be simulated for
example in case of molten salt fields. In addition, more accurate valve models are required,
as the characteristics of an orifice do not resemble those of the common globe or needle
valves used in commercial power plants, especially for valve opening above 50%.

The accuracy, robustness and little computation time taken by the field simulation
model, VSF, allows for testing more advanced control concepts. More elaborate investiga-
tions on the spatial variability of DNI on the controller performance are expected to further
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increase the revenue of a solar field. This can be achieved by tuning the controllers accord-
ing to the current and future irradiation condition on the field. Furthermore, optimization
of plant output could be performed through multiple runs and trials of different control pa-
rameters paving the way for model predictive control with DNI forecasts from nowcasting
systems.

It would also be interesting for annual yield models to define expected loss values asso-
ciated with the different weather categories and their occurrence during the year. Annual
yield models rely mainly on simplified solar field models. A more detailed model will
give better estimates of the actual yield. By associating corresponding loss factors, the an-
nual yield and feasibility of CSP projects can be more accurately computed, securing more
investments [25].

VSF could also be used during the design phase of the plant to test the performance of
the different components or to study the plant behaviour and its feasibility under specific
critical conditions. An interesting application is using the tool to identify critical low tem-
perature or flow zones in the power plant. This is particularly important for molten salt
applications to avoid freezing and reduced heat transfer due to laminar flow. Additionally,
operation using new HTFs, such as silicon-based thermal oils, can be tested and evaluated
before implementing in actual power plants.

Finally, during commissioning and operation of the plant, VSF could be used to facil-
itate day-to-day operation and monitoring. For example, VSF could calculate the valve
settings needed to hydraulically balance the power plant according to the different seasons.
In addition, it could be used as a reference for a plant performance monitoring system and
report defective components or loops through comparing their expected and actual perfor-
mances.
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A F L U I D P R O P E RT I E S

Since the temperatures of the HTF vary significantly as it is heated or cooled, all fluid
properties are computed as a function of the temperature using fitted data in literature.
Figure A.1 shows the temperature dependence of density, viscousity, specific heat capacity,
and heat conductivity according to [82] for Therminol®, [21] for DOWTHERM® A , [94] for
Solar Salt, and [77] for HitecXL CaNaK molten salt (CaNaK Siegel).

Figure A.1. Fluid properties function of temperature
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B V I S C O U S F L OW I N P I P E S

An approximation of the head losses due to fluid shear stresses in pipe flow is expressed
by a correlation relating the losses with the velocity of the fluid. This correlation is called
the Weisbach equation and is given as

hf = f
L

d

v2

2g
(B.1)

where f is the Darcy friction factor which is computed using various empirical approxima-
tions to the Moody Chart depending on the Reynolds number of the flow as in [30, 86]. L,
d, and v represent the pipe length and diameters and the fluid mean velocity, respectively.
g is the coefficient of gravity.

The Darcy friction factor is computed using one of the following methods depicted in
Figure B.1 and listed below according to the flow regime and approximation.

Figure B.1. Friction factor computations for ε/d = 6.8 · 10−4
[solid] and ε/d = 1.5 · 10−3 [dashed] as examples.

B.1 LAMINAR FLOW
For Re < 2300, the friction factor for laminar flow is calculated as a function of the Reynolds
number in [80] as

f =
64

Re
. (B.2)
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B.2 TURBULENT FLOW IN SMOOTH PIPES
If the pipe is assumed to be smooth, the friction factor is computed according to the Blasius
relation for 4000 < Re < 105 as

f =
0.3164
Re0.25 (B.3)

B.3 TURBULENT FLOW IN ROUGH PIPES
For rough pipe walls, the friction factor computation becomes more complicated depend-
ing on the roughness of the pipe, ε, as well as the Re-number and dimensions of the pipe.
The most accurate estimate of the friction factor is provided by the Colebrook equation.

Colebrook-White equation

The Colebrook-White equation is a nonlinear equation and needs to be solved iteratively.
The equation is given by

1√
f
= −2 log

[
(ε/d)

3.7
+
2.51

Re
√
f

]
. (B.4)

Moody Chart approximation

Due to the nonlinearity in the Colebrook equation, it was plotted for different values of
roughness in the famous plot known as the Moody chart. To facilitate the numerical pro-
cessing of such charts, numerous approximations have been derived. One approximation
of the Moody chart is given by the following relation summarized in [28]

f = 0.0055+ 0.0055
(
2× 104 ε

d
+
106

Re

)1/3

(B.5)

The relation is valid for 4000 < Re < 5 · 108 and 0 < ε
d < 0.01.

Swamee-Jain approximation

Another approximation of the Colebrook-White equation is

f =
0.25(

log
[
(ε/d)
0.37 + 5.74

Re
0.9
])2 . (B.6)

This approximation is valid for 5000 < Re < 108 and 10−6 < ε
d < 0.05.
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C VA LV E C H A R AC T E R I S T I C
C U RV E S

As discussed in Section 2.1, in the initial implementations of VSF, valves are represented
by orifices to facilitate the computation of the pressure losses as function of valve opening
and vice-versa. However, it was also necessary to implement more realistic valve models
that accurately describe installed valves according to the manufacturers’ data sheets.

By rearranging Equation (2.3) in the form ∆por = Korificeṁ
2 as in Equation (2.2) and

substituting for ∆por, we compute the hydraulic resistance of the orifice, Korifice, as:

Korifice =

(
1−β1.9) (1−β4)
2 (cDAor)

2 ρ
. (C.1)

Industrial valves are characterized by the valve flow coefficient, Kv, as mentioned in
[84, 86]. Kv is defined as the volume flow rate of water that flows through the valve with
1 bar differential pressure across the valve. It can be calculated as

Kv = V̇

[
m3

h

]√
1 [bar]

∆pv [bar]

ρ

ρw
, (C.2)

where ρw is the reference density of water equal to 1000 kgm−3. The units of each term in
the above equation are written in square brackets.

To transform this form to the common form used in VSF, as ∆pv = Kv,SIṁ
2 with SI-

units, we reach the form

Kv,SI =
105 · 36002

ρρwK2v
. (C.3)

Similarly, the Kv value can be computed from the mass flow rate and required pressure
loss in the valve as

Kv =
3600 ·

√
105

√
ρw

ṁ

[
kg

s

]√
1

∆p [bar] ρ
(C.4)

To compute the Kv value of an orifice to produce Figure 2.4, Equations 2.3 and C.2 are
combined and the Kv value is given as

Kv =
3.6 · 104√
ρKorifice

. (C.5)
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D C O E F F I C I E N T O F C O N V E C T I V E
H E AT T R A N S F E R

The heat transfer mode is considered a mixture of forced and free convection. Hence, the
heat convection coefficient, as described in Equation (2.29), is computed as

αf =
λ

di

(
Nunforced + Nunfree

)1/n . (D.1)

The Nusselt number for forced convection is given in terms of the Reynolds and Prandtl
numbers according to the Dittus-Boelter equation[37] as

Nuforced = 0.0235 ·Re0.8 · Prn (D.2)

for turbulent flows, where n = 0.4 if the fluid is being heated up or n = 0.3 if it is being
cooled down. For laminar flows the Nusselt number is computed as

Nuforced = 0.32 ·Re0.61 · Pr0.31 . (D.3)

The Pr-number is the ratio of the viscous diffusion rate to the thermal diffusion rate given
by

Pr =
µ · cp
λf

. (D.4)

Another more accurate method for computing the Nu-number for forced convection is the
Gnielinski correlation given by [37]

Nuforced =
(f/8)(Re − 1000)Pr

1+ 12.7(f/8)0.5
(

Pr
2/3 − 1

) , (D.5)

where f is the Darcy friction factor.
The Nu-number for free convection is given according to [44]

Nufree =
2

− ln

1−
2

[( 2

1−exp−0.25

)5/3
+(0.587Ra0.25

d )
5/3

]3/5

15

+

(
0.1Ra

1/3
d

)15


1/15


(D.6)

Rad is the Rayleigh number representing the significance of free convection. Rayleigh num-
ber is defined as the product of Prandtl and Grashof numbers, Rad = GrdPr. The Grashof
number the ratio of buoyancy forces to viscous forces and is given by

Grd =
gβv abs(Tw − Tf)D

3
in

ν2
, (D.7)
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where βv is the volumetric coefficient of thermal expansion given by

βv = −
1

ρ

∂ρ

∂T
. (D.8)
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E S O L A R T H E R M A L E N E R G Y
P OW E R P L A N T C O M P O N E N T S

Common insulation materials for header pipes used are MinWool-1260® and THERMO-12
Gold® for the cold and hot headers, respectively [30]. The thermal conductivities as listed
in [54, 83] are

λminWool = 1.96367× 10−7 · T2m + 1.02156× 10−4 · Tm + 0.0291031 (E.1)

λthermoGold = 4.53117× 10−8 · T2m + 1.11288× 10−4 · Tm + 0.0455104 (E.2)

where Tm is the mean temperature in the insulation material. To compute the the outer
temperature of the insulation material, Tinsul as illustrated in Figure E.1, the conducted
heat within the insulation walls can be written as

q̇cond =
2π

ln
[
Dout+2tins
Dout

]λins (Tw − Tins) , (E.3)

where Dout is the outlet pipe diameter and q̇cond is equated to the sum of radiated and
convected heat to the ambient, such that

q̇loss,h = q̇rad + q̇conv , (E.4)

q̇rad = εσπ (Dout + 2tins)
(
T4ins − T

4
amb

)
, (E.5)

q̇conv = αaπ (Dout + 2tins) (Tins − Tamb) . (E.6)

ε is the emissivity of the external shell of the insulation material and σ is the Stefan-
Boltzmann constant equal to 5.6703× 10−8Wm−2 K−4. αa is the convective heat transfer
coefficient due to external flow of air on the pipes. It is computed using same methods
listed in Appendix D.
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Figure E.1. Sketch of the temperature distribution within the
header insulation.
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F D E TA I L E D S I M U L AT I O N R E S U LT S

In this appendix, more simulation results are shown.
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F.2 RANDOM-QUICK CLOUDS (RQ)
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F.3 THICK SMALL CLOUDS (THKS)
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F.4 THICK LARGE CLOUDS (THKL)
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F.5 THICK CLOUDS WITH GAPS (THKH)
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F.6 WHOLE DAY SIMULATIONS
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