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Exploring the Chemistry of Low-Temperature Ignition by
Pressure-Accelerated Dynamics

Lukas Krep,”™ Wassja Alexander Kopp,” Leif Christian Kréger,” Malte Déntgen,

Kai Leonhard*®

Reaction models that accurately describe the complex reaction
processes of ignition are key for the development of novel
engine- and fuel concepts. Since reactive molecular dynamics
can be used to discover reaction networks in a largely
automated fashion, this method has the potential to drastically
reduce the real time effort necessary for the development of
reaction models. With standard reactive molecular dynamics,
the simulation of low-temperature reaction processes is
hindered by the small accessible time scales of only a few

1. Introduction

For the design of spark-ignition (SI) and compression-ignition
(Cl) engines as well as for the development of novel engine
concepts, detailed knowledge about the ignition process is
required."? However, ignition processes, like many other
chemical processes, such as catalyzed saccharides conversion,”
or polymerization,” are complex phenomena with a variety of
species and reactions to be modeled, cf. e.g. the reaction
models by Bugler et al.”” or Ranzi et al..”

As the automatization of the time-consuming task to
develop reaction models is highly desirable, a number of
automated approaches have been proposed, such as Reaction
Mechanism Generator,”” AutoTST,"” EXGAS,"" Rule Input Net-
work Generator,"? KinBot,"® the Heuristics-Guided Exploration
of Reaction Mechanisms by Bergeler et al.¥ or molecular graph
methods.”>” A discussion of recent advances in reaction
network exploration methods is given by Dewyer et al.”" For
many fuels, these methods are already able to estimate kinetic
and thermodynamic models. Clearly, only reactions included in
the applied heuristics, e.g. reaction classes,” chemical
descriptors,™ can be expected to be found.*? Other ap-
proaches, such as ADDF,**¥ or GRRM,”” do not simplify
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nanoseconds. In this work, we propose the pressure-accelerated
dynamics method to overcome the time scales obstacle
through exploitation of Le Chatelier’s principle. For the example
of pentane low-temperature ignition, we show that with
pressure-accelerated dynamics, the ReaxFF reactive force field,
and the ChemTraYzer not only the known key low-temperature
igniton pathways can be found, but also reactions that are not
yet included in reaction models.

chemical space using heuristics but are limited in applicability
to smaller systems due to their high computational cost.*"!
Reactive molecular dynamics (rMD) is an alternative approach
to determine reaction networks that does not rely on
predefined classes and heuristics, but is able to handle large
complex systems. The ability to predict reaction networks,
kinetics, and thermochemistry makes rMD methods interesting
for the generation of reaction mechanisms, as they need less or
ideally even no a-priori knowledge.

As feasible timescales of rMD simulations are limited to a
few nanoseconds, some reaction processes, such as low-
temperature ignition (600-900 K), are too slow by several orders
of magnitude to be fully uncovered by standard rMD at engine-
relevant conditions. In the last two decades, a number of
acceleration methods have been developed in order to extend
feasible timescales. One group of methods includes the
hyperdynamics,”® metadynamics,””’ bond-boost,”® or the Col-
lective Variable-Driven Hyperdynamics (CVHD)®” methods.
These methods apply bias potentials to reduce potential energy
barriers. Another group includes the Temperature-Accelerated
Dynamics (TAD) method,®” which adds kinetic energy distrib-
uted randomly over all configurations by an increase of
temperature, or the Forward Flux Sampling (FFS) method®'=*
that adds kinetic energy only to configurations specified by an
order parameter. Another possibility to increase the observation
probability of infrequent events, such as reaction events, is the
exploitation of parallelization as in the parallel replica
method.®**? With the existing methods, it is possible to extend
feasible timescales by multiple orders of magnitude.”” They
have been shown to be applicable to a great variety of
problems.’”~* still, there are limitations to these methods. It
has been found, for example, that the construction of bias
potentials is not trivial.*® For each system of interest the
metadynamics user is confronted with the task of choosing a
collective variable that delivers the necessary acceleration for
the desired transitions and at the same time does not block
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relevant but often a-priorly unknown parts of chemical space. It
has been shown that the effort to find an appropriate collective
variable can be alleviated but not fully overcome using deep
learning methods as the employed method requires training for
each application.*” Originally, the bond-boost method was
designed to accelerate bond breaking,”® but the method has
been extended to accelerate both bond breaking and forming
of pre-defined atoms.*” In processes, such as low-temperature
ignition, in which the reactivity is determined by meta-stable
reaction equilibria (O,-addition), and slow subsequent reactions
(internal H-atom abstraction, cf. Figure 1), acceleration methods
should push the reaction equilibrium to the product side to
increase the probability of observing subsequent reactions,
which the bond-boost method does not achieve. For a similar
reason, the use of TAD is not advisable for the rMD simulation
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Figure 1. The key low-temperature chain branching path starting from the
alkyl radical R. A detailed review on low-temperature ignition chemical
processes can be found in Zador et al..?
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of low-temperature ignition processes. The use of high temper-
atures pushes the meta-stable O,-addition reaction equilibrium
to the reactant side. The shift of the O,-addition reaction
equilibrium to the reactant side diminishes the number of
peroxy-radicals that can undergo further low-temperature
reactions (e.g. internal H-atom abstractions, cf. Figure 1 for a
skeletal mechanism). The decreasing number of peroxy-species
counteracts the accelerating effect of increasing temperature
on subsequent reactions and leads to an increase in ignition
delay at certain temperatures (cf. Figure 2). A further increase of
temperature eventually paves the way for pyrolysis and other
reactions with high-energy reaction barriers. That means, at
sufficiently high temperatures, the ignition delay decreases
again. This complicated interplay of shifts in 0O,-addition
reaction equilibria and acceleration of high-barrier reactions
leads to s-shaped ignition delay time graphs (cf. Figure 2) for
many hydrocarbons. A pronounced increase of ignition delay is
called “Negative-Temperature Coefficient” (NTC) behavior. Fig-
ure 2 shows ignition delay times for different initial temper-
atures and pressures for lean pentane-oxygen mixtures with an
equivalence ratio of ¢ = 0.09. At the lowest temperatures, e.g.
below 800K at 10 atm, ignition is dominated by O,-additions
and internal H-atom abstractions.”? At the lowest pressures this
mixture shows NTC behavior. From the pronounced NTC
behavior, two more regimes besides the low-temperature
regime can be identified that come along with the described
changes in O,-addition reaction equilibria and a change in
predominant reactions from low-temperature reactions to high-
temperature reactions (e.g. pyrolysis) — the intermediate and
the high-temperature regime. According to mechanistic simu-
lations the NTC behavior becomes less pronounced with
increasing pressure, until it eventually vanishes at pressures
between 250 atm and 1250 atm (cf. Figure 2). At the highest
pressures after the NTC behavior has vanished, both low-
temperature and high-temperature reactions remain present.
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Figure 2. Ignition delay time of n-pentane for different initial pressures modeled with the reaction mechanism from Bugler et al.
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simulations. The simulations were conducted with Cantera.*” Ignition delay times of lean n-pentane-oxygen mixtures with an equivalence ratio of ¢ =0.09 as

in our rMD simulations are shown.
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These findings are qualitatively validated by high-pressure
experiments up to 530 atm.*® An overview of important
reactions in all three regimes can be found in Curran et al..”
Besides a vanishing NTC behavior, we observe that the low-
temperature regime extends to higher temperatures and short-
er ignition delay times with increasing pressure. The observa-
tion that with pressure the low-temperature ignition is accel-
erated and the low-temperature regime extends to higher
temperatures is important as it leads to the idea to use elevated
pressures to accelerate rMD simulations of low-temperature
ignition. In other words, we propose to modify the standard MD
approach from searching for the phenomena that are present
at specific conditions to finding conditions that allow for the
observation of such phenomena. Certainly, this requires more
a-priori knowledge than the set-up of a standard MD simulation
but compared to the aforementioned bias-potential accelera-
tion methods no detailed knowledge of the underlying
processes on the atomic scale is required. In case of ignition,
which is presented in this work, the observation that the
ignition process is generally accelerated with increasing
pressure (cf. Figure 2) is a sufficient motivation to run rMD
simulations at elevated pressure. Still, knowledge of the most
important reactions is helpful to find a set-up, which increases
the probability to observe the expected reactions. The key idea
of the method presented in this work is to increase the partial
pressures of the reactants. That way, the reaction equilibria of
the O,-addition reactions, which are key reactions in the low-
temperature ignition process, are pushed to the product side.
Hence, the product, the peroxy radical, is available for a larger
part of the simulation and thus the probability to observe
subsequent reactions, such as the internal H-atom abstraction,
is increased. The extension to higher temperatures is another
important ingredient of the “pressure-accelerated dynamics”
(pAD) method as it allows to accelerate reactions subsequent to
the O,-addition not only by the increase of reactant concen-
tration, but also by temperature. A similar approach has already
been employed in the nanoreactor.”" They use a virtual piston
to increase the pressure periodically.®" As the authors note,
their goal is to find reactions that are generally possible on the
given potential energy surface instead of generating kinetic
models that are consistent with any given temperature and
density directly. Meaningful kinetics have to be generated
through reoptimization of barrier heights and thermochemistry
using DFT or higher-level methods and subsequent reaction
model building. Only then, the kinetics are extrapolatable to
other temperatures. With pAD, consistent high-pressure limit
kinetics are directly generated for the simulated conditions.
With a second set of pAD simulations at different temperatures,
extrapolation of the kinetics is possible without the need of
reoptimizations. Apart from the periodically high concentrations
in the nanoreactor, equilibrium simulations with high concen-
trations have already been successfully used to accelerate high-
temperature oxidation and pyrolysis in ReaxFF studies,®? the
oxidation of cyclohexane and other systems using metadynam-
ics and the GFN2-xtb hamiltonian.®® Bal and Neyts®” use the
CVHD acceleration method and ReaxFF to investigate the
oxidation processes of n-dodecane. From their simulations, they
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note that the average reaction time decreases with pressure. In
our work, we exploit this observation for acceleration purposes
and show that an increase in pressure is already sufficient to
observe low-temperature ignition reaction pathways. We
present pAD as a method predestined to investigate low-
temperature ignition processes. Nevertheless, the applicability
of pAD is not limited to low-temperature ignition processes but
can more generally be used for systems in which association
reactions in the gas phase are expected to play a key role. As
pAD does not require any code implementation or construction
of a bias potential, it is not only very convenient to use but can
also easily be combined with other acceleration methods, e.g.
metadynamics.”¥ As an example, we present the low-temper-
ature reaction pathways observed during pAD simulations of
pentane low-temperature ignition processes using the ReaxFF
reactive force field.®™ It will be shown that inaccuracies of the
ReaxFF force field can have a considerable impact on the
branching ratios. Still, with ReaxFF, we are able to find the
expected, important low-temperature reactions, and other side
reactions, whose importance for reaction models might have
been overlooked so far.

Computational Methods

The alkyl radical and especially the oxygen concentration cq, are
the key parameters here. A higher concentration of these two
species pushes the reaction equilibrium of the O,-addition to the
product side, i.e. the peroxy radical. As the peroxy concentration is
thereby increased, the subsequent reactions, most notably the
internal H-atom abstraction (cf. Figure 1), are accelerated. For the
optimal choice of the simulation box composition and the
simulation temperature in NVT simulations, the existence of
reactions parallel to the reactions we intend to observe, especially
the O,-addition and the internal H-atom abstraction, must be taken
into account. The S-scission is the most important parallel reaction
that becomes competing with the O,-addition. That means, the j-
scission reaction rate constant kg is of the same order of
magnitude as the pseudo-first-order reaction rate constant
Koz—add - Coa- Figure 3 illustrates that an increase of cq, by two orders
of magnitude (0.0001 molcm™-0.01 molcm~3) shifts the temper-
atures at which the S-scission and the O,-addition are competing
from less than 1200K to more than 1800K (cf. the areas left of the
vertical lines in Figure 3). A ¢, of 0.0001 molcm™ corresponds to
the oxygen concentration of a stoichiometric ideal pentane-oxygen
mixture at approx. 10 atm.

To increase the reaction rate of the O,-addition, we could also
increase the alkyl radical concentration. An increase of the alkyl
radical concentration would also increase the reaction rate of the -
scission, though. Therefore, we decided to choose a highly diluted
system. In order to focus on the key low-temperature reactions, we
decided to put only one fuel radical into the simulation box. A side
effect of the high dilution is that self-interactions, which might
appear in small boxes with periodic boundary conditions, are
shielded by the large number of O, molecules. The box size was
adjusted to fit the respective co,. The appropriate order of
magnitude of O, concentration depends on the simulation temper-
ature. For the choice of temperature, we take the most important
parallel ROO reactions in the low-temperature chain-branching
process (cf. Figure 1) into account (cf. Figure 4). In the high-pressure
limit, the reaction rate constants of the internal H-atom abstraction
Kint h—atom abstr» @Nd the reverse reaction of the O,-addition, the R—02

© 2020 The Authors. Published by Wiley-VCH Verlag GmbH & Co. KGaA


http://orcid.org/0000-0002-2570-7454

}ChemPubSoc

CHEMSYSTEMSCHEM

Articles

— 1 x 1072 molem™ - ko, _add

1010

Efis™

109

108

—1x 103 molem™3 - kOg-add
-1 x 10~*mol em—3 - kQ,-add

Figure 3. The gap between the high-pressure limit pseudo-first-order reaction rate constants of the O,-addition reaction kg, _,4q Co, and the reaction rate
constant of the -scission kg..;; of the 2-pentyl radical is shown for different oxygen concentrations co,. O,-addition rate constants are taken from Asatryan and
Bozzelli,*® the f8-scission rate constants from Comandini et al..*” At temperatures left of the vertical lines 3-scissions are competing to the pseudo-first-order

reaction rate constants with a ¢, of the same color or even become dominating.
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Figure 4. The reaction rate constants of the first internal H-atom abstraction and the reaction rate constant of the R-O, bond dissociation reaction of the 2-

peroxide-pentane, obtained from Asatryan and Bozzelli,*

bond dissociation, kz_g, pond giss ONly depend on the temperature.
Kint H—atom abstr @Nd Kr_02 bond diss INtersect at approx. 1200K. Below,
Kint H—atom abstr 1S higher than kz_o, pond diss- IN this regard, temperatures
lower than 1200K are preferable for the simulation of low-temper-
ature ignition processes. On the other hand, for the chosen box
composition with one fuel radical, which means, there will also be
only one C5 peroxy radical in the box, we have to simulate at
higher temperatures than 1200K to achieve expected waiting times
of less than 10 ns for the internal H-atom abstraction to occur at
least once with a 90% observation probability. A derivation for the
expected waiting time can be found in Kréger etal.®™® Our
considerations show that for the choice of temperature a trade-off
between a low reactivity of reactions subsequent to O,-additions at
low temperatures and increasing importance of R-O2 bond
dissociations, and f-scissions at high temperatures is necessary.
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intersect at approx. 1200 K.

With a ¢, of 0.01 molem™, koy_oqq - Cop is More than two orders-of-
magnitude larger than ks at 1200K, which gives us a safety
margin in case the S-scission is faster and the O,-addition is slower
than expected in our simulations. Also, at 1200K R-O2 bond
dissociations are at least not faster than the internal H-atom
abstraction, making 1200K a possible trade-off. Choosing pentane
ignition as case study allowed us to determine favorable NVT
simulation conditions from literature reaction rate constants.”%*”!
The chosen simulation conditions should be transferable to other
fuels, as the change in regimes in the ignition delay time often
appears at similar temperatures (cf,, [59-61] a comparative plot is
given in the Supporting Information).

We have conducted 200 simulations with 90 oxygen molecules and
one pentane molecule (¢ = 0.09) in the simulation box at 1200K.
The simulation boxes were created with packmol®? After a
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minimization and a thermalization of 500 ps, we removed an H-
atom from the pentane molecule and from the system. That means,
the analyzed part of the trajectory with a length of approx. 2 in
total starts with a 2-pentyl radical. Simulations were run using the
USER-REAXC package and fix geg/reax®® implemented in LAMMPS
version 17Nov16®" and were analyzed with the ChemTraYzer.®
The simulations were thermostated with the Nose-Hoover thermo-
stat implemented in LAMMPS with a damping constant of 10 fs. A
timestep of 0.1fs was used. Back and forth reactions occuring
within 1 ps were considered to be recrossing events and were
therefore not counted.

We chose the well-established CHO-2008 parametrization by
Chenoweth et al.® which has been designed to study combustion
processes. The CHO-2008 pararametrization has been applied to
various systems.®®”¥ For all these cases, “generally a good agree-
ment with experimental results in terms of the initiation mechanism
and barriers were observed”.* Comparison of the bond dissocia-
tion energies of the species used in the training data (ReaxFF bond
dissociation energies vs. B3LYP bond dissociation energies, cf.
Chenoweth et al.*™) shows that we have to expect average errors
of more than 10 kcalmol™" in bond dissociation energies. We use
the bond dissociation energy error as an estimate for the reaction
barrier error of the force field. For the GMTKN55 database an error
of 3.2 kcalmol~" was reported for barrier heights for B3LYP.'”!

In order to verify observed reaction paths, transition state theory
(TST) reaction rate constants were calculated using the RRHO model
implemented in tamkin.”® Transition states were optimized with
the Berny algorithm” implemented in Gaussian09 at the CBS-
QB3787 level of theory. The CBS-QB3 model chemistry has been
evaluated on test sets, e.g. in the DBH24/08 database of barrier
heights. Therein, Zheng et al.®” report an error of 1.62 kcalmol ™" in
CBS-QB3 barrier heights. Additional uncertainty arises from the
other RRHO ingredients of the TST rate constant formulation. Kopp
et al.®" evaluated these uncertainties for B3LYP geometries and
frequencies, which are also used in CBS-QB3. Combining these
uncertainties with the uncertainty in barrier height leads to an
uncertainty in the rate constants of a factor of 10 at 1000K. By
rotating C—C and C—O single bonds, conformers were searched on
the B3LYP/CBSB7 level of theory, which is also used for geometry
optimizations and frequency calculations in the CBS-QB3 com-
pound method.” Transition states on ReaxFF level were optimized
with an in-house python implementation of the Berny algorithm.””
Additionally, we conducted rMD simulations in a temperature range
from 1200K up to 1450K in steps of 50K (10 simulations per
temperature) for comparison of reaction rate constants.

All simulations with the model by Bugler et al.*” (cf. Figures 2, 5)
were conducted with Cantera® and the IdealGasReactor model.
Simulation conditions are given in the Figure captions.

2. Results and Discussion

Figure 5 shows the lumped reaction scheme of the low-temper-
ature chain branching mechanism with branching ratios of C5
species from our simulations and from the reaction model by
Bugler et al.”” applied at 1300 atm. A detailed list of observed
reactions is provided in the Supporting Information. In order to
obtain the depicted branching ratios in Figure 5, isomers were
first lumped into species classes. As the internal H-atom
abstraction is an important reaction in the low-temperature
ignition process, the peroxy radicals and the hydroperoxy
radicals were lumped into two different species classes. Unlike
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Figure 5. Lumped C5 reaction scheme with branching ratios from our simu-
lations (black) and from the model by Bugler et al.*” (red) at 1200 K,

1300 atm and up to 1% fuel consumption. Fluxes are derived from lumping
all isomers to classes of species. Thus, isomerizations, except internal H-atom
abstractions and the OH-migration (ROO — QOOH, QOOH

— OQOH, DOQOOH — HOOPOOH), are not taken into account. Fluxes
obtained from simulations with the reference model are time-averages over
the simulation time up to 1% fuel consumption.

QOOH, OQOH species do not follow the key reaction path
anymore. Therefore, also QOOH and OQOH are seperate species
classes. Branching ratios were then obtained by dividing the
net number of escaping reaction events from one species class
into another Niyara — Npackwara BY the sum of all net number of
reaction events that escape from one species class. For
consistency, the fluxes generated with the reference model,
from which the reference branching ratios have been obtained
are averaged over the simulation time up to 1% fuel
consumption. 1% fuel consumption is a trade-off between 20%
fuel consumption, which usually serves as the reference time
for the rate-of-progress analysis (cf. [6,82]) and the initial, pre-
ignition reactor composition, which is represented by our MD
set-up (low fuel radical concentration). Assuming only the
uncertainty of the dissociation energies of 10 kcalmol™ to be
present in barrier heights, we already obtain substantial
uncertainties in the branching ratios. Hence, the branching
ratios shown here can only serve as an orientation, whether the
simulations produced mostly reasonable results, i.e. the
majority of observed reactions are members of well-known
reaction classes. The error propagation scheme is given in the
Supporting Information. It should be mentioned that also the
reference branching ratios must be expected to have uncertain-
ties given the high pressure. Rigorously, real-gas effects would

© 2020 The Authors. Published by Wiley-VCH Verlag GmbH & Co. KGaA
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have to be considered. Here, we neglect them for two reasons.
First, Zhukov™®® showed for the n-heptane model by Curran
etal® that only marginal reoptimizations of reaction rate
constants are required to adjust the reaction model to high
pressures. Second, as already argued, the branching ratios are
only for qualitative comparison considering the large uncertain-
ties in the MD branching ratios. To resolve the largest
deviations between reaction pathways from our simulations
and from the model by Bugler et al.”” we recalculated the 2-
pentyl radical—2-methyl-but-1-yl radical isomerization and the
OH-migration of the 2-hydroperoxide-pent-4-yl radical with
quantum mechanical methods as described above (cf. Figures 6,
7). For the identification of reactions that require further
attention, the magnitude of the uncertainty in the free-energy
reaction barrier can be used as an alternative.”” The approach
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by Proppe et al.®® can be used for a system-specific reparamet-
rization of the force field.”

As expected, a majority of the initial pentyl radicals
proceeds through the first O,-addition in our simulations (67 %),
while the rest proceeds through fS-scissions. Before proceeding
through these reaction channels, in many simulations the 2-
pentyl radical isomerizes first, mainly to the 2-methyl-but-1-yl
radical. Intuitively, the branching ratio of the isomerization to
the 2-methyl-but-1-yl radical of 41% seems to be very high
compared to O,-additions and p-scissions. Comparison of
reaction rate constants derived from MD trajectories and CBS-
QB3 TST reaction rate constants in Figure 6 shows that the MD
reaction rate constants of the isomerization Kg,gearr are
approximately seven orders-of-magnitude higher than the TST
reaction rate constants K, stces_qes- The statistical errors are

°
1011 = i S kIso,ReaxFF
e — o - Frso,fit
10° Ty --~§,§r_ ——  Kkiso,TST,CBS-QB3
§§?¥ e ey - koz—add,ReaxFF * COy
N s | | 7 k0z-add,cBS-qBs3 * CO,
Tm 10 A kﬁ—scis,ReaxFF
R S Kp-scis,lit
=~ 10°
103
10!
0.5 0.6 0.7 0.8 0.9 1
1000 K
T

Figure 6. (Pseudo-) first-order reaction rate constants of the isomerization of the 2-pentyl radical to the iso-pentyl radical and the parallel reactions O,

addition, and S-scission. kg, is an Arrhenius fit to the data points from the trajectory. ko, .qqcss.qss Was obtained from Asatryan and Bozzelli,

Comandini et al..*”

[56]
k/ﬁ—scis,l'\t from

1011

1010

10°

k/1s71

108

107 |

L4 kOH—migration,ReaxFF
- - = kKOH-migration, TST,CBS-QB3

o k0,-add,ReaxFF - CO,

k0,-add,CBS-QB3 * CO,

0.5 0.6

Figure 7. (Pseudo-) first-order reaction rate constants of the O,-addition and the competing OH-migration of the 2-hydroperoxy-pent-4-yl radical. The CBS-QB3

0,-addition high-pressure reaction rate constant is taken from Asatryan and Bozzelli.
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too small to be the cause of the deviation. The lower slope of
the Arrhenius fit to the data points from the trajectory kg
compared to the CBS-QB3 TST reaction rate constant shows
that the deviation is caused by a too low reaction barrier. The
too low ReaxFF reaction barrier of approx. 15.3 kcalmol™
instead of 60.71 kcalmol™ on the CBS-QB3 level of theory
makes the isomerization competing to the S-scission. The O,-
addition is two orders of magnitude faster than both the
isomerization and the f-scission at 1200K. Both the O,-addition
reaction rate constants Ko,_.qqpeaxre @Nd the fB-scission reaction
rate constants ks geaxrr Nave met the reaction rate constants
from the literature (koy_sddces—assr Kp—sasie) almost within
statistical uncertainty (cf. Figure 6).

Further down the low-temperature reaction path, most ROO
species isomerize via internal H-atom abstractions. A minority
reacts to alkenes and HO, radicals, decomposes into ketones
and OH radicals, or decomposes into radicals and diradicals
("bond dissociations” in Figure 5). The bond dissociations
appear at multiple steps in the low-temperature path, e.qg.
reactions R54, R143, R157 in the Supporting Information.
Neither the bond dissociations nor the formation of ketones or
aldehydes and OH radicals are included in the reference model
(cf. “n/a" in Figure 5), but the latter have been described in the
literature B4

After the first internal H-atom abstraction, 18% of QOOH
species undergo the second O,-addition. In the reference
model, though, this is the main reaction channel with a
branching ratio of 78%. The main difference comes from the
OH—migration reaction QOOH—OQOH. OH—migration is not
included in the reference model. Figure 7 illustrates that in our
simulations, the OH-migration and the O,-addition are compet-
ing. While the pseudo-first-order reaction rate constant of the
0,-addition of the 2-hydroperoxide-pent-4-yl radical to 2-hydro-
peroxide-4-peroxide-pentane has been met almost within

O
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statistical uncertainty (cf. Koy_aqdreaxir = Co,r Koz—add.ces—qe3 * Co, iN
Figure 7), the MD reaction rate constant of the OH-migration
Kon-migration reaxrr Of the same molecule is too high by four orders
of magnitude compared to the CBS-QB3 TST reaction rate
constant  Kop_migrationTsTces—qes-  Again, the deviation can be
explained by the too low ReaxFF energy barrier of approx.
5.33 kcalmol™" compared to approx. 28.44 kcalmol™ on the
CBS-QB3 level of theory. Green etal.®® and Villano et al.®”
discuss the OH-migration reaction channel. Green et al.®® found
that “this channel has a significant rate”, but the competing
cyclic-ether+ OH formation is about an order of magnitude
faster. The authors state that a final assessment of the
importance of this OH-migration channel is only possible by
taking into account subsequent reactions of OQOH.® Similar to
the well-known RO species” we have found that OQOH
decomposes into aldehydes and alkyl radicals via S-scission but
also isomerizes into ethers (cf. Figure 8). Other QOOH side
reactions are the well-known cyclic ether formation, 5-scissions,
and formations of alkenes+OH (cf. Figure5). Again, we
observed bond dissociations, and formations of di-methyl-
cyclopropane + HO, (cyclic alkanes +HO, in Figure 5). We found
the latter reaction neither in the reference model nor in the
literature. From the literature model, the products of the second
0O,-addition are expected to undergo a second internal H-atom
abstraction in 79% of all cases (cf. Figure 5). Instead, we find a
branching ratio of 27% in our simulations. Again, the main
difference comes from a reaction that has not been included in
the reference model. Asatryan and Bozzelli®® describe the
barrierless carbonyl-peroxide + OH formation that can further
decompose in a number of ways. They describe the decom-
position of carbonyl-peroxides into oxygen, propene (we found
a propyl radical, cf. Figure 9) and acetyldehyde, the elimination
of CHs, and the formation of oxetanes with the elimination of
0,, a reaction that we did not observe. Instead, we found a ring

Il/\ ()”/\(.‘112
1 1

(m/\)\/

— CH2 — CH3

0]

I/\/U“

]

CH3

0
I/\/\ -

O
| ol
. _OH
)\/\('n/ :

Figure 8. Examples of observed reactions of OQOH.
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«0 00

Figure 9. Examples of observed reactions of carbonyl-peroxides.

closure connecting the carbonyl radical site and the peroxy
radical site (cf. Figure9). A comparison of reaction rate
constants of the carbonyl-peroxide+OH formation from our
simulations and from the literature can be found in the
Supporting Information.

After the second internal H-atom abstraction, 67% of
HOOPOOH species in our simulations or 74% in the literature
model, respectively, decompose into keto-hydroperoxides and
OH radicals. Other side reactions than the formation of alkenes
and HO, radicals side have not been observed.

We have shown that the major differences between our
ReaxFF simulations and the reference model start with the
QOOH species in Figure 5 as the second O,-addition channel is
less pronounced in our simulations than suggested by the
reference model. The second O,-addition channel is diminished
by the large number of QOOH side reactions, which reduce the
number of QOOH species that can undergo the second O,-
addition. Also, the computation of the reaction equilibria of the
first and second O,-additions is computationally expensive, as
the system spends much time hopping back and forth between
the reactant and the product state. With high concentration,
the representation of the reaction equilibria remains expensive,
but, as the meta-stable O,-addition reaction equilibria are
pushed to the product side, and subsequent reactions are
accelerated by high temperature, the remaining simulation time
is not only sufficient to observe the remaining key low-
temperature reactions but also to observe a variety of verified
side reactions.
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3. Conclusions

With pAD, an acceleration method has been presented that
allows for the simulation of low-temperature ignition processes,
which are dominated by meta-stable O,-addition reaction
equilibria, and internal H-atom abstractions. The method offers
a physically substantiated way to increase the probability of
escaping meta-stable reaction equilibria. While working without
a bias, a suitable choice of parameters as ¢, ¢,,, and temper-
ature can optimize pAD performance. With only little informa-
tion on 3 reactions, which are commonly known to be
important in ignition processes, the three parameters could be
tuned to increase visibility of the key low-temperature reactions
in our pentane low-temperature ignition test case. The
observed pathways were verified against an established
pentane ignition reaction model from the literature.”” In
addition to the key low-temperature reaction pathways, other
reaction classes not included in that literature model,*” such as
OH-migration or the formation of carbonyl-peroxides, showed
up in the simulations. The applicability of pAD is not restricted
to the low-temperature ignition process, but pAD can be
employed more generally in cases in which association
reactions in the gas phase play an important role.

Supporting Information
A list of all reactions including reaction rate constants derived

from MD trajectories, as well as geometries of the 2-pentyl—
iso-pentyl radical isomerization and the 2-peroxide-pent-4-yl

© 2020 The Authors. Published by Wiley-VCH Verlag GmbH & Co. KGaA


http://orcid.org/0000-0002-2570-7454

::ChemPubSoc

OH-migration, a comparison of reaction rate constants of the
carbonyl-peroxide + OH formation from our simulations and
from the literature, and the employed schemes for the
propagation of errors in energies to TST reaction rate constants,
and to branching ratios are available in the Supporting
Information. Also, a plot, in which experimental ignition delay
times of different fuels are compared, is provided.
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Time to ignite: The low-temperature
ignition reaction process exceeds the
time scales accessible to reactive
Molecular Dynamics simulations.
Through a drastic increase of
pressure, the important reactions can
be made visible within the accessible
time scales. Compared to many other
existing acceleration methods, only a
minimum of a-priori knowledge is
necessary for the successful applica-
tion of the ,pressure-accelerated
dynamics” method.
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