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1 Introduction

In the first half of 2019, digital video data was reported to make up 60% of the total down-
stream volume of traffic on the internet [[San]]. With new, bandwidth-intensive video appli-
cations on the rise, such as immersive video or cloud-based gaming, and established appli-
cations with increased spatial and temporal resolution to be expected, the need to compress
the data with higher efficiency is evident.

The principle technology used for video compression since the last 30 years is based on
the hybrid video coding scheme: Using a combination of prediction, transform coding, and
quantization of the data, the spatial and temporal redundancy of the video is exploited,
and less information is needed for transmission from the encoder to the receiving decoder.
Typically, a lossy representation of the original video is reconstructed by the decoder. The
performance — or coding efficiency — of a video coding scheme can be assessed by measuring
the objective distortion of the reconstructed video for a given data rate.

The objective of this thesis is to improve the inter-picture prediction and coding process
for a hybrid video coding scheme such that higher coding efficiency can be obtained. A
fundamental principle in modern video coding is the segmentation of every picture into
rectangular blocks of pixels. This is visualized in Figure The available methods of pre-
diction and coding, also termed the coding tools, of a video coding scheme are then applied
to these blocks individually. Static areas or areas with homogeneous motion of the video can
be efficiently coded using large blocks and motion compensated prediction, whereas areas
of high spatio-temporal activity typically require a fine block partitioning granularity, pre-
diction error coding, and hence, more data rate. Especially moving natural objects, such as
people, trees, or cars can be difficult to approximate using rectangular block partitioning,
due to their smooth and curved object boundaries. At low data rates, the rectangular block
partitioning can further result in block artifacts, subjectively perceived as poor video quality
by human viewers.

This thesis proposes non-rectangular block partitioning as an additional coding tool, to bet-
ter adapt to the signal characteristics. A specific variant of non-rectangular block partitioning
is called geometric block partitioning. In this scheme, a rectangular block is partitioned by
a straight line into two segments. This method is visualized in Figure The pixels asso-
ciated with each segment are then predicted using motion compensation techniques. This
idea is not new but has not been adopted into established video coding standards, due to
the algorithmic complexity of the involved processes, which is a relevant factor for software
or hardware implementations of encoders and decoders.

The main contribution is a fully developed, geometric block partitioning coding tool that
provides up to 1% of improved bitrate saving on top of the state-of-the-art without signifi-
cantly increasing the decoding run time. This is achieved through novel methods of predic-
tion and coding of the inter-prediction side information of geometrically partitioned blocks.
Furthermore, methods are demonstrated on how an encoder can estimate the optimal coding
parameters of the proposed tool with 6% increased encoding run time. This work has been
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(a) Rectangular block partitioning (b) Geometric block partitioning

Figure 1.1 Visualization of block partitioning methods in hybrid video coding schemes.

presented to the Joint Video Experts Team (JVET]) of ISO/IEC JTC1/SC29/WG11 (MPEG)
and ITU-T SG 16 (VCEG), the leading standardization group for video coding technology,
and has been adopted into the working draft of the newest video coding standard in devel-
opment, Versatile Video Coding (VVC).

First, fundamental topics of signal processing and video coding are briefly introduced in
Chapter 2l This is followed by a review of prior art in the field of non-rectangular block
partitioning in Chapter [3]

The main body of the thesis is structured into four chapters, covering the topics of rep-
resentation, quantization, prediction, and coding of geometric partitioning parameters, re-
quired modifications to the inter-prediction process, algorithmic simplifications relevant for
standardization, and lastly an exploration into methods of transform coding for geometric
partitions.

In Chapter[4] two different mathematical representations for geometric block partitioning
are studied. Since a block can be partitioned by a straight line in theoretically infinite ways
using continuous modeling, quantization is required to be applied to the model parameters
that describe the partitioning for discrete blocks. These parameters are signaled to the de-
coder as additional side-information. A finer quantization may lead to better adaptivity to
the video characteristics but also requires more side-information to be signaled. Further-
more, the parameter space that needs to be searched by an encoder is increased. A novel
quantization scheme is therefore experimentally derived that maximizes coding efficiency
and balances this trade-off for the application of geometric partitioning to blocks resulting
from a Multi-type tree (MTT)) partitioning. In the second part of the chapter, entropy coding
methods to signal the side-information are evaluated. Known methods of spatial prediction
of the geometric partitioning parameters are systematically investigated and an improved
method of temporal prediction is presented, which can further increase coding efficiency.

In Chapter 5 all adaptations to the inter-prediction scheme for geometric block partitions
are presented and optimized. The two predicted geometric segments are combined into a
rectangular block for further processing. This is performed using a blending filter, which
provides a smooth transition between the two segments. The size of the transition zone
affects the coding efficiency and is experimentally optimized. The new insights gained from
these contributions lead to the development of a variant of geometric partitioning which
is specifically suited for the efficient coding of screen content. Furthermore, differences



between uni- and bi-directional motion compensation and the effects on coding efficiency
and memory bandwidth are analyzed. Lastly, motion vector coding and storage approaches
based on existing methods in VVC are adapted for geometric partitioning.

In Chapter [6], simplifications of the previous developed methods are presented. These
simplifications are a necessity for the practical application and standardization of such a
coding tool and are in many cases mandated by the JVET standardization group. Methods
are derived on how the proposed scheme can be performed with low-complexity integer
arithmetic. An encoder strategy is presented that demonstrates how the optimal partitioning
parameters can be determined for the first time with reasonable additional encoding time
while still performing a nearly exhaustive search.

In Chapter (7}, alternative methods to linear block transforms for transform coding of the
prediction error are briefly explored. The Shape-adaptive DCT is adapted for VVC and other
potential methods, such as transform-skipping and symmetric extension of the prediction
error in combination with regular DCT coding are investigated.

In the last Chapter |8} the main findings of the thesis are summarized and an outlook for
potential future research is given.






2 Fundamentals

In the following sections, fundamentals topics are introduced that are the foundation of
subsequent chapters. First, mathematical concepts are introduced in Section followed
by the basics of video coding relevant for this thesis in Section Since much of the
terminology used is coming from High Efficiency Video Coding and also used for its
successor [VVC|, fundamental aspects of video coding are explained in close alignment with
these two standards. The experimental setup used for the evaluation of developed algorithms
is detailed in Section At last, an introduction into the specific inter-prediction coding
tools of VVC is given in Section[2.4] Where applicable, the origin and relation of such coding
tools to and the interim Joint exploration model is pointed out.

2.1 Mathematical Fundamentals

In this section, mathematical fundamentals are briefly introduced that help in the under-
standing of this thesis. Since video coding is a field where numerous concepts from signal
and image processing, modeling, prediction and entropy coding are being combined, this
brief overview cannot claim to be comprehensive. For more details, the reader is referred to
[Ohm15[], [GWO08] or [OS09] for in-depth fundamentals in discrete-time signal processing.

2.1.1 Signal Representation

The predominant types of signals considered in this thesis are two-dimensional digital images
and image sequences, i.e. videos. An image or picture in the context of this thesis is a
sampled, discrete, digital representation, captured by a camera or computer-generated. It
may be defined by a two-dimensional function s(x, y), where x and y are spatial coordinates
and s being the amplitude of the image at that point. An element of this two-dimensional
field is referred to as a sample or a picture element, in short, a pel. The picture of size M XN,
in terms of width and height, can be represented as a matrix S:

s(0,0) s(M—1,0)
S = : : 2.1)
s(OON—1) -+ s(M—1,N—1)

It is sometimes beneficial to interpret the picture as a single row vector s, or column
vector s, = srT. These representations can be generated by row- or column-wise scanning of
the image S, obtained by the concatenation of rows of columns into a single vector.

A picture is typically composed of multiple color-channels unless it is a monochromatic
picture or video. Depending on the given color model, the color components span a color
space. The most relevant color spaces for video coding are the YCz;Cr and RGB color spaces
that can be easily converted into one another. The Y CyCy color space consists of one luma
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component Y and two chroma components Cy and Cy, which are the gamma-encoded ver-
sions of the luminance and chrominance. An image Sy, given in this color space could
also be thought of as a tensor composed of three planes, €.g. Sycper = [ Sy, Scb» Scrl »
making the image effectively a three-dimensional signal. In video coding however, it is
much more common to regard time as the third signal dimension. Therefore, a video can
be thought of as a signal S(x, y, t) with t being the discrete time variable. Unless other-
wise stated, S often implicitly refers to the luminance component only. An entire video S,
with T pictures can now be expressed as the concatenation of T luminance pictures, e.g.
SV:[ SO’ Sla T St: T ST—l] .

2.1.2 Random Variables

In signal processing and its applications, it is often the case to model a specific source signal as
a stochastic process using random variables. For image and video sources this is necessitated
by the fact that these signals most often do not fulfill ideal properties of stationarity, meaning
that their statistical properties can vary greatly over time and space. However, methods
of statistical analysis can be applied to local groups of samples for which stationarity is
assumed. In the field of video coding, statistical analysis plays a crucial role in the design
of compression tools: After all, it is the high spatial and temporal redundancy of a video
source, quantifiable through statistical properties, that is exploited for compression. These
statistics are often measured over a given test set, for specific pictures, or individual blocks.

Sample statistics can be measured for continuous or discrete signals. An important statis-
tical measure for a continuous random process x is the distribution of amplitudes. This is
described by the probability density function p(x), fulfilling the properties of being a
real-valued function for a real-valued process, i.e. p : R — R, non-negativity for all x, i.e.
p(x) = 0, and being normalized in the sense of having unit area, i.e. f_o; p(x)dx = 1. The
PDF for an interval [a, b] over x defines a probability measure P(x), expressing that x takes
on values in the range between a and b with the given probability:

b
P([a, b]) = / p(x)dx 2.2)

The PDF of a signal or process can be used to derive further statistical properties that
characterize it. This is possible in the most general terms using the expected value operator
E{-}, defined as:

E{f(x)} = / £ (Op()dx

Intuitively, this can be thought of as a dense summation of probabilities using a weighting
function f(x). If f(x) = x, the expected value is the mean value, also denoted as u, and is
given by:

oo

u, =E{x}= / xp(x)dx (2.3)

—0Q0
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In general terminology, this is denoted as the first order moment of the PDE Higher, n-th
order moments of the PDF can be computed accordingly:

oo

E{x"} = /x”p(x)dx (2.4)

—0Q
By subtracting the mean from the weighting function, the so-called central moments can
be computed. The n-th order central moment is given by:

E{(x—p )} = / (x — p)"p(x)dx @.5)

Most importantly, the second order central moment is given by the variance of the signal,
denoted as 0.

Since all signal sources considered in this thesis are discrete in both space and time, only
the discrete statistical equivalents are relevant. If x(n) is now a discrete random process,
then the equivalents to the above equations are given by:

b =E{x(n)} = Y x(n)-p (x(n) (2.6)

02 = E{(x(n) — )} = > (x(n) — ) p (x(n)) 2.7)

Since the PDF is now a function of the underlying discrete process x, it is also discrete
in nature and therefore termed the probability mass function or the discrete density
function. The true PDF of a process x remains unknown, but from the observed, discrete
realizations of x, the PMF can be estimated by counting the amplitude observations. This
results in a so-called histogram of x. A parameter that controls the resolution and therefore
visual appearance of the histogram, is the binning of the range of values. It is often unprac-
tical to count every single possible amplitude occurrence of x. Therefore, the entire range
of values is subdivided into a series of intervals Ax; = [x,, X} ]. Typically, these intervals
are non-overlapping and of equal size, e.g. X, — X,0 = Xp1 — Xq1 = ... = Xpp — Xq, DUt
this is not a strict requirement. Using the following notation for counting if the amplitude
of x falls into the interval Ax,

(x) 1 ifxeAx 2.8)
ca () = )
Ax 0 otherwise

the histogram py; as a function of the bins Ax; is given by:

PulBx) = D ca (x()) (2.9)

n

For simplicity and if equal binning is used, this can also be shortened to py(k),where k
denotes a bin index.

Another important statistical measure for video compression applications is the covari-
ance. The covariance measures the joint variability of two random variables. Specifically, it
measures the linear relationship between these two variables.
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The covariance of two discrete random processes x(n) and y(n) is given by:

o2 =E{(x—u )y —u,)} (2.10)

xy

This can be extended to define the covariance between any number of sequences or pro-
cesses. It is specifically interesting to apply the covariance for analysis of the inter-sample
relationship that exist within multiple images or a single image. For this purpose, defining
a covariance function u, (k) is helpful:

ey () = E{(x(n) — )y (n + K) — )} 2.11)

For the special case x(n) = y(n), Equation becomes the autocovariance function.
Considering a maximum of K sequences that were extracted from the same sequence x(n),
the resulting covariances can be arranged into a symmetric autocovariance matrix C,., :

a0 a1 e (K=1) ]
c. = ux,f(l) Hx (0)
: . MX,X(]')
| :ux,x(K_l) Au'x,x(l) :ux,x(o) i
1 px,x(l) px,x(K_l)
_ 2| Pex(D 1 : (2.12)
. Z . Prx(1)
| px,x(K_l) px,x(]-) 1

Since covariances and autocovariances can be difficult to interpret in absolute numbers,
due to the dependence on the underlying processes and signal amplitudes, a normalized
version of the covariance is often used, termed the correlation coefficient. Here, in Equa-
tion (2.12)), p,. (k) = #e®)/u, (0) = #(K)/02 are the autocorrelation coefficients of x(n). The
covariance matrix for 2D images, e.g. x(m,n) can be generated by concatenating rows or
columns into a one-dimensional column vector. It is clear from this representation that the
autocovariance matrix for large values of K quickly becomes unwieldy and difficult to inter-
pret visually. A compact representation for the 2D case is derived in [[Cla85]].

2.1.3 Markov Chains and Autoregressive Modeling

Markov chains are discrete-time and discrete valued random processes in which the current
value depends on the entire past values only through the most recent value. In a K-th order
Markov chain, the current value depends on the past values only through the most recent
K values. This is called the Markov property. Markov models play an important role in
signal processing and are frequently encountered in the context of video coding, for example
in binary arithmetic coding (BAC), intra-prediction or in quantization with quantizer state
modeling (dependent quantization or trellis-coded quantization, see Section [2.2.7)).
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An example of a process that fulfills the Markov property is an Autoregressive (AR]) pro-
cess, with v(n) being a zero-mean, independent and identically distributed (iid) white noise
process with variance O'f:

K

x(n) =Zaix(n—i)+v(n) (2.13)

i=1

AR(1) processes are often used to model images. Following the naming convention a; = p,
an AR(1) process has the autocovariance function

Uy (k) = o2 p (2.14)
with a variance
o?= % (2.15)
x - 1 _ pz . .

Typical values for natural images are between p = 0.85 and p = 0.99. Such AR(1) pro-
cesses can for example be used to assess the decorrelation and energy-compaction efficiency
of linear block transforms.

2.1.4 Entropy

In information theory, entropy is a quantitative measure of information, originated by Shan-
non in 1948. For a discrete random process x(n), the entropy is defined as the average
self-information. If all possible outcomes of a random process x(n) are defined by a source
alphabet S = {xg, X1, ..., Xx5_1}, then the first order entropy H(S) is defined as:

N,—1
H(S) == p(x))log, (p(x,)) (2.16)
i=0

The unit of entropy is given in bit/symbol. The first order entropy is used for example to
design fixed-length and variable-length codes of a given source alphabet. Another important
concept in the context of video coding is the conditional entropy H(S,|S;):

Ns,l_1 Ns,Z_1

H(S,IS) == > > play, x;,)log, (p(x, |x,)) (2.17)

The conditional entropy is a measure of the information content of S,, given the knowledge
of the states of S;. Since H(S,|S;) < H(S,), the conditional entropy is the property which is
being exploited in predictive coding and context-dependent entropy coding. In this thesis,
the latter case is especially relevant, since the Context-adaptive binary arithmetic coding
engine of VVC is used for the final stage of coding.
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2.1.5 Transforms

In the most general terms, a transform T applied to a 2D input signal X of size N x N can be
expressed as ¢. = T - x., where x, is the column-scanned vector representation of X. Accord-
ingly, the transform T must be of size N? x N2. For practical applications, it is well known
that such a non-separable transform T quickly becomes difficult to handle for increasing val-
ues of N, due to the computational complexity and large memory requirements of storing
the non-separable transform matrices. Therefore, special attention is given to separable 2D
transforms. In this case, the coefficient matrix C containing coefficients c(x, y) resulting
from the 2D separable transform of a real-valued block of data X of size N x N is given by
the matrix multiplication C = T, - X - T, where T, and T, are the vertical and horizontal
transforms, respectively. This overall process is denoted as the forward transform. The cor-
responding backward transform is given by X = T, - C - |:Th_ 1]T. A complex, orthonormal
transform furthermore fulfills the property that T~ = [T*]" = T",where T" is the Hermitian
matrix (conjugate transpose) of T,and T - T~ =J.

Linear block transforms are an essential part of a video coding scheme. They have three
important properties useful for video coding: First, they decorrelate the data and provide a
frequency-related distribution of energy such that low energy coefficients can be discarded.
Secondly, the retained coefficients can be quantized using a scalar quantizer. Here, percep-
tual considerations relating to the human visual system can also be exploited. Lastly, the
sparse matrix of remaining quantized coefficients exhibits symbol redundancies that can be
exploited using variable length and CABAC-coding. In video coding, the separability feature
of an orthonormal linear block transform is often desired, since it simplifies the computation
process. Further considerations are made regarding the internal structure, e.g. symmetry
and number of unique values of a transform matrix T [[Wiel4]]. In recent video coding devel-
opments, it is also common to apply a secondary, non-separable transform to the coefficients
C or a sub-matrix of C in order to further decorrelate them in the transform domain.

An N x N transform matrix T is composed of rows t,, n € {0,...,N — 1} of basis vectors.
The elements t,(m) of each vector t, are the coefficients of the transform matrix. Sinusoidal
transforms based on the cosine and sine function and their discrete approximations are of
particular importance. In total, 8 different discrete cosine (DCT type) and 8 different discrete
sine (DST type) transforms are being distinguished. Each of these two types have different
even or odd symmetry properties. Table lists a selection of some of the more common
basis functions in their orthonormal variant [BYRO7/][[Zha+16]]. Figure visualizes the
second basis function for each of the DCT and DST types given in Table[2.1|for length N = 32.

The effectiveness of a transform can be assessed using the following criteria:

* The energy packing efficiency 7., which is the ratio of energy contained within the
first T out of U diagonal coefficients:

o E{c3(1,1}}
o E{c2(k, k}}

Ne(T) = (2.18)

* The decorrelation efficiency 7., which measures the amount of diagonalization pro-
vided by the transform. This is computed by the sum of non-diagonal covariances u,
in the transform domain divided by the sum of non-diagonal covariances u, , in the
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Transform type Basis function t,(m), n,m € {0,1,...,N —1}
_ 2 n(2m+1)n _ 7 ifn=0
DCT-II t,(m)=c, \/;cos () e = {1 otherwise
1 . —

DCTV ta(m) = eyt c08 (5557 )s Cum) = {1 ’ ftﬁe:N;:
DCT-VIII t,(m) = —2= cos (2 2nlr)

DSTI t(m) = 4/ 557 sin (REE)

DST-VII t,(m) = 1/ gy sin (2P r )

Table 2.1 Transform basis functions.

—— DCT-II

——DCT-V
DCT-VIII
DSTI

——DSTVII | ]

t1(m)

—0.2 | i
wﬂi%téw#@

10 15 20 25 30 35 40
m

Figure 2.1 Visualization of the second basis function t;(m) for different DCT and DST types with
N =32.

spatial domain.

Zx#y nu’c,c(x: J’)|

— (2.19)
Zx;éy |nu‘x,x(x’ .y)|

nc_

* The coding gain G for Gaussian processes under high-rate assumptions is given by the
ratio of the arithmetic and geometric mean values of the squared expected values over

the discrete set of U coefficients:

3 k,1)?
G= 0 2 Eleth ) (2.20)
{/l_[k’lE{C(k,l)z}

2.1.6 Quantization

In most general terms, a quantizer maps an input value to an output value according to a
specified rule. If just a single input value x is quantized using Q(+) to an output value y, this

11
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is termed scalar quantization. If the input x is a vector, this is termed vector quantization.
The most common type of scalar quantizers relevant for this thesis are uniform quantizers
using a defined step size A:

¥r = Qq(x) = sgn(x)- E + %J (2.21)
Yr = Qgr(x) =sgn(x)- Q%J + %) (2.22)

Equation[2.21]is called a mid-tread quantizer, due to the fact that small values |x| < 4/2 are
mapped to zero. Equation[2.22]is called a mid-rise quantizer, mapping small values around
zero to :t%. Typically, if the output quantization levels of y are odd in number and symmetric
about the origin, this corresponds to a mid-tread quantizer. Accordingly, if the number of
output quantization levels is even, this corresponds to a mid-rise quantizer.

Quantizers with non-uniform step size can be beneficial in many cases, for example if the
Probability density function or Probability mass function (PMF]) of the signal x is not
uniform, if certain signal levels (e.g. x ~ 0) contain excessive noise or if it is beneficial
to map a larger signal range to zero (e.g. in transform coding). The most common type
of non-uniform quantization is the so-called deadzone quantizer. Here, the quantization
step size is larger for input values around zero. In image and video coding, quantizers are
specified from a decoder point of view. The most common are called Uniform reconstruction
quantizers (URQF). In this case, the reconstructed value X is given by:

R=A-y (2.23)

The task of finding the optimal y is handled by the encoder and could be determined
by simple application of Equations (2.21)) or (2.22), or a more complex process, such as
Rate-distortion optimized quantization (RDOQ).

2.1.7 Filters

Finite impulse response (FIR) filters are encountered at many stages in a video coding frame-
work. A distinction must be made between linear and non-linear filters, which are both com-
mon. If a unit impulse 6(n) is given as an input to a Linear time-invariant (CTI) system, h(n)
is termed the impulse response of the system. For a general input signal x(n), the output
oo
ym= > x(k)h(n—k) (2.24)
k=—oc0

is observed. This is also written using the convolution operator * as y(n) = x(n)*h(n). The
effect of filtering is frequently analyzed in the transform domain using an N-point Discrete
Fourier transform (DFT]). Examples for linear filters in the video coding framework are the
sub-sample interpolation filters for motion compensation, FIR Wiener filters or the blending
filter applied to the prediction signals resulting from geometric partitioning.

Rank-order, median filters and morphological filters are typical examples of non-linear
filters. The de-blocking filters of HEVC and VVC are also examples of non-linear filters.
These filters are not based on linear relationships between input and output. Unlike linear
filters, they do not have an explicit frequency domain transfer function.

12



2.2 Video Compression Fundamentals
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Figure 2.2 General concept of a video transmission scheme. The video coding part is indicated by
the dashed box.

2.2 Video Compression Fundamentals

The main idea of video coding is to exploit the high temporal and spatial redundancy of
the signal for compression. Two general distinctions can be made: In lossless compression
schemes, only the statistical redundancies are exploited for coding and no information is lost
in the encoding process. In other words, the lossless decoder is able to reconstruct a video
from the bitstream which is identical to the source video. This is an important feature in
many applications, e.g. in medical imaging where compression artifacts are to be avoided.
The achievable compression ratios, measured by dividing the original video file size by the
file size of the compressed bitstream, is typically in the range from 2:1 to 5:1 for natural
video, heavily depending on the characteristics of the source material. For screen content
for example, higher compression ratios may be achieved.

If the condition that all information must be preserved is relaxed, this opens the field
of lossy compression, which is the predominant type of video coding used for broadcast,
streaming, and consumer video on DVD and Blu-Ray discs. Lossy compression exploits not
only the statistical redundancy but also the psychovisual redundancy of the video signal
by means of color sub-sampling, frequency transforming, or quantization of the prediction
error signal. Information about the original video source is discarded that is considered to
be irrelevant for the human observer. The more information is discarded — thereby lowering
the bitrate — the lower the quality of the compressed video. Naturally, this opens up the
question of how the quality of the compressed video could be assessed. This important
aspect is further detailed in Section[2.3] An important operating point of a lossy video coder
is the bitrate at which the compressed video can be considered visually lossless, meaning
that most human observers could not tell a difference between the compressed and original
video. Considering this specific operating point, compression ratios of 1000:1 and more can
be achieved by today’s video coding schemes.

The basic concept of a video transmission scheme is visualized in Figure A video
source, which might be a camera or any other device that outputs a digital video represen-
tation, provides a sequence of pictures at a given frame rate. This is followed by an optional
pre-processing step, such as a color conversion or denoising process. Then, the encoding is
performed, compressing the video and transforming it into a bitstream. In the transmission
stage, the data is prepared and sent to the receiver. This stage may involve many sub-steps
such as packetization, encryption, channel coding and all of the inverse processes at the
receiver side. The decoder, assuming its input is the error-free bitstream, reconstructs the
compressed video. Subsequent operations may be applied on the decoded video in a post-
processing stage, such as the addition of film grain or a frame interpolation. Lastly, the video
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is displayed for viewing.

2.2.1 Hybrid Video Coding

The predominant type of video codecs deployed today apply the hybrid video coding scheme.
The term hybrid is used to emphasize that two different approaches are being combined:
Predictive coding and transform coding. The most basic structure of a hybrid video coder
is visualized from an encoder perspective in Figure Essentially, the hybrid video coder
is a DPCM loop: From the input video — more specifically input blocks — a prediction is
subtracted. The prediction error or residual signal is then transformed, and the resulting
transform coefficients are quantized. These are fed to an entropy coder. Since encoder and
decoder are synchronized, an inverse transform is also part of coding loop. Therefore, the
prediction process only utilizes information that has already been coded and is identically
available at a decoder side. The prediction itself might relate to intra-picture prediction (in
short intra-prediction), meaning that only already coded samples of the current picture are
used, inter-picture prediction (in short inter-prediction), meaning that already coded past
pictures are used for prediction, or a combination of both of these approaches.

Before a picture is being output for display or put into the picture buffer, one or more loop
filters are applied to remove visible compression artifacts and to improve the dependent
prediction process.

Pictures can be distinguished by the type of prediction that is allowed to be applied for
the blocks that compose them:

* Intra-coded pictures or I-pictures only allow intra-prediction to be applied to the coding
blocks. Therefore, every I-picture can be decoded independently.

* Inter-coded pictures with one motion hypothesis per block, e.g. uni-directional or uni-
prediction, are denoted as P-pictures. This generally does not exclude the possibility
that individual blocks are intra-coded.

* Inter-coded pictures with up to two motion hypothesis per block, e.g. bi-directional or
bi-prediction, are denoted as B-pictures. This generally does not exclude the possibility
that individual blocks are intra-coded or using inter-prediction with just one motion
hypothesis.

The following sections give brief introductions into the relevant sub-blocks of a hybrid video
coding scheme, closely aligned with recent video coding standards, such as HEVC and VVC.
More specific information on concrete methods of inter-prediction used in[VV(is detailed in

Section

2.2.2 Source Formats

The most common type of video source format relevant for video coding and also this thesis
is called a YUV format. YUV is an integer, byte-aligned, and packed representation of the
Y CiCy color space . Historically, YUV was also used for a specific analog encoding of color
in television systems, while Y C;Cy always related to the digital encoding for video and image
compression. Nowadays, both terms YUV and Y C,Cy are often used interchangeably.
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Figure 2.3 General concept of a hybrid video coding scheme.

The luma and chroma components of the Y C;Cy color space are encoded with a given bit-
depth B,. For the video sequences included in the JVET test set for example, 8 bit and 10 bit
sequences are defined, but higher bit-depths up to 16 bit are encountered in professional ap-
plications. The theoretical signal range of each component is therefore given by [0, 25 —1].
International Telecommunication Union recommendations however, which specify
common properties and parameters for video standards such as ITU-R BT.709 (HDTV) and
ITU-R BT.2020 (UHD), may give different quantization level assignments. BT.709 for ex-
ample specifies an allowed value range for video data of [1,254] for 8 bit and [4,1019] for
10bit video. In this thesis, the video encoder scales every input source to a 10 bit representa-
tion by a factor 22478, The color components in this integer representation are also denoted
as the luma and chroma components.

Since the human visual system is less sensitive to color than it is to structure, sub-sampling
of the chroma components is commonly applied in consumer applications. Many sub-
sampling schemes exist but three are of special interest for video coding. The sub-sampling
scheme is expressed by the ratio between the number of luma and chroma samples:

Y:X,:X, (2.25)

The first value Y denotes the number of luma samples considered and the two other values
X; and X, indicate the number of chroma samples in horizontal and vertical direction in
relation to the Y value. The three very common types of sub-sampling are:

e 4:2:0, where X; = 2 specifies that the horizontal chroma resolution is halved. The
value X, = 0 indicates that the same sub-sampling is also applied in the vertical direc-
tion. If the luma component of a picture has a resolution of w x h in terms of width
and height, the chroma component has a resolution of 3 x g All JVET test sequences
are given in 4:2:0 chroma sub-sampling.

* 4:2:2, where X; = 2 again specifies that the horizontal chroma resolution is halved.
The value X, = X; however indicates that no sub-sampling is applied in the vertical
direction. The chroma component would have a resolution of 3 x h.

* 4:4:4, where X, = 4 specifies that no horizontal sub-sampling is applied and X, = X;
specifies that also no sub-sampling is applied in the vertical direction. All components
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of a picture would have a resolution of w x h. This sub-sampling scheme is often
encountered in professional video applications and in captured screen content.

2.2.3 Picture Partitioning

Every picture is partitioned into an array of non-overlapping blocks that are processed in
raster-scan order. The blocks in all relevant recent video coding schemes are square-shaped
and have a defined maximum size. In AVC for example, a fixed block size of 16 x 16 luma
samples is specified, denoted as a Macroblock (MB). In HEVC, this is increased to a max-
imum of 64 x 64 luma samples to cope with higher resolutions and denoted as a Coding
tree block (CTB). The same terminology is kept for VVC, but the maximum block size is
again increased to 128 x 128 luma samples. If all three color components are considered
as a whole, this is also termed a Coding tree unit (CTU. may be further grouped
into structures that fulfill certain requirements, such as independent decodability or parallel
processing capability.

In HEVC and VVC, a[CTUmay be further split into multiple Coding units (CUs), comprising
the Coding blocks (CBk) of each component. In HEVC, the splitting is governed by a quad-
tree, always resulting in square shaped while in VVC a quad-tree with nested binary and
ternary trees is used. Therefore, a in VVC can be square-shaped or rectangular.

Further sub-division of a is also possible: Depending on the processing stage that
is being considered in the hybrid video coding scheme, the distinction is made between
Prediction units (PUs) and Transform units (TUk) with their associated Prediction blocks
(PBk) and Transform blocks (TBk). In HEVC, a[CUmight be partition