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Abstract

The current development of smart electronic devices (e.g., smartphones and tablets)
and multimedia applications leads to tremendous data traffic growth, which is an
enormous challenge for future wireless communication systems due to the spectrum
scarcity. In such a context, the 60 GHz band, due to the several GHz of unlicensed
bandwidth worldwide, is a promising option to serve the ever-increasing demands
of local and personal area networks for higher data rates and higher spatial reuse.
This dissertation’s subject is the scientific investigation of new concepts for short-
range radio transceivers that work with carrier frequencies of 60 GHz and bandwidth
between 1 and 10 GHz.

For a given amount of processing energy per information bit, the overall power
consumption increases with the data rate. When targeting data rates beyond 100
Gb/s, the system’s overall power consumption soon exceeds the power which can be
dissipated without forced cooling. In order to achieve a maximum data rate under
this power constraint, the processing energy per information bit must be minimized.
Therefore, in this dissertation, a novel processing efficient transmission scheme, i.e.,
using joint analog/digital signal processing architectures, is proposed. As a pre-
requisite, the wireless channel characteristics at 60 GHz are well studied, and the im-
plementation of a 60 GHz channel model for system simulations is done. The major
baseband signal processing tasks such as beamforming/MIMO techniques, channel
estimation, equalization, matched filtering (pulse shaping at the transmitter) are in-
vestigated. Each of the transceiver tasks is studied both concerning the high-level
power consumption and the communication performance impact. Except that, the
low complexity algorithms with acceptable performance loss are investigated to guar-
antee the strict power limit.

The overall methodology is energy-driven. For instance, all design decisions like
transmission scheme selection, analog/digital partitioning, and algorithms optimiza-
tion, are driven by energy efficiency. There is a strong relationship between energy
efficiency and communication performance. Thus, power estimation is performed for
the components identified to be suitable for a system that meets the overall through-
put, communication performance, and power constraints. This applies to compon-
ents in both the analog as well as the digital part. Besides, an analysis of the relation



between energy and spectrum efficiency is also performed to guide the practical en-
ergy/spectrum efficiency trade-off for the millimeter-wave system design.

Finally, as proof of concept for the methodology and because of its high relevance,
the proposed approach is applied towards systems operating beyond the 100 GHz car-
rier frequency range. The impact of an extension to 120 GHz carrier frequency ranges
and an extension from the point-to-point MIMO transmission to multi-user case are
addressed. In this dissertation, all novel designs and analytical evaluations in system
design aspects are validated via simulations. The results demonstrate the perform-
ance advantage of millimeter-wave systems, which positions 60GHz technology as a
critical component in the forefront of Gbps wireless communications.



Kurzfassung

Die derzeitige Entwicklung intelligenter elektronischer Gerite (z.B. Smartphones und
Tablets) und Multimedia Anwendungen fiihrt zu einem enormen Wachstum des Daten-
verkehrs, was aufgrund der Knappheit des Spektrums eine enorme Herausforderung
tir zukiinftige drahtlose Kommunikationssysteme darstellt. In einem solchen Kontext
ist das 60 GHz Band eine vielversprechende Option, um die stindig steigenden Anfor-
derungen lokaler und personlicher Netzwerke nach hoheren Datenraten und hoherer
rdumlicher Wiederverwendung aufgrund der weltweit nicht lizenzierten Bandbreite
von mehreren GHz gerecht zu werden. Der Gegenstand dieser Dissertation ist die
wissenschaftliche Untersuchung neuer Konzepte fiir Nahbereichs-Funktransceivers,
die mit Tragerfrequenzen von 60 GHz und einer Bandbreite zwischen 1 und 10 GHz
arbeiten.

Bei einer bestimmten Menge an Verarbeitungsenergie pro Informationsbit steigt
der Leistungsverbrauch mit der Datenrate. Wenn Datenraten tiber 100 Gbit/s an-
gestrebt werden, tibersteigt der Gesamtleistungsverbrauch des Systems bald die Leis-
tung, die ohne erzwungene Kiithlung verbraucht werden kann. Um unter dieser Leis-
tungsbeschrankung eine maximale Datenrate zu erreichen, muss die Verarbeitung-
senergie pro Informationsbit minimiert werden. Daher wird in dieser Dissertation ein
neues verarbeitungseffizientes Ubertragungsschema vorgeschlagen, das auf gemein-
same analogen/digitalen Signalverarbeitungsarchitekturen benutzt. Die Vorausset-
zung ist, dass die Eigenschaften des Funkkanals bei 60 GHz gut untersucht sind und
die Implementierung eines 60 GHz Kanalmodells fiir Systemsimulationen erfolgt. Die
Hauptaufgaben der Basisbandsignalverarbeitung wie Strahlformungs/MIMO Tech-
niken, Kanalschdtzung, Entzerrung und angepasste Filterung (Impulsformung am
Sender) werden untersucht. Jede der Transceiver Aufgaben wird sowohl hinsichtlich
des hohen Stromverbrauchs als auch der Auswirkungen auf die Kommunikationsleis-
tung untersucht. Abgesehen davon werden die Algorithmen mit geringer Komplex-
itdt und akzeptablem Leistungsverlust untersucht, um die strenge Leistungsgrenze
zu gewdhrleisten.

Die Gesamtmethode ist energiegetrieben. Zum Beispiel, alle Entwurfsentscheidun-
gen wie Auswahl des Ubertragungsschemas, analoge/digitale Partitionierung und
Optimierung von Algorithmen, hdngen von der Energieeffizienz ab. Es besteht ein



enger Zusammenhang zwischen Energieeffizienz und Kommunikationsleistung. Die
Leistungsschidtzung wird fiir die Komponenten durchgefiihrt, die als fiir ein System
geeignet identifiziert wurden, das den Gesamtdurchsatz, die Kommunikationsleis-
tung und die Leistungsbeschrankungen erfiillt. Dies gilt sowohl fiir Komponenten im
analogen als auch im digitalen Teil. Dartiber hinaus wird eine Analyse der Beziehung
zwischen Energie und Spektrumseffizienz durchgefiihrt, um den praktischen Kom-
promiss zwischen Energie und Spektrumseffizienz fiir das Design von Millimeterwel-
lensystemen zu bestimmen.

Schliefilich wird der vorgeschlagene Ansatz als Proof of Concept fiir die Meth-
odik und aufgrund seiner hohen Relevanz auf Systeme angewendet, die aufSerhalb
des 100 GHz Tragerfrequenzbereichs arbeiten. Die Auswirkungen einer Erweiterung
auf 120 GHz Tragerfrequenzbereiche und einer Erweiterung von der Punkt zu Punkt
MIMO Ubertragung auf den Mehrbenutzerfall werden angesprochen. In dieser Dis-
sertation werden alle neuartigen Designs und analytischen Bewertungen in Bezug auf
Systemdesignaspekte durch Simulationen validiert. Die Ergebnisse zeigen den Leis-
tungsvorteil von Millimeterwellensystemen, die die 60 GHz Technologie als kritische
Komponente an der Spitze der drahtlosen Gbit/s Kommunikation positionieren.
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Chapter 1

Introduction

The current development of smart electronic devices (e.g., smartphones and tablets)
and multimedia applications leads to tremendous data traffic growth, which is an
enormous challenge for future wireless communication systems due to the spectrum
scarcity. The 60 GHz band is a promising option to serve the ever-increasing de-
mands of local and personal area networks for higher data rates and higher spatial
reuse [58]. When considering commercial mobile devices, the forced cooling of integ-
rated circuits is out of scope. This limits the power consumption for signal processing
to a few Watts. Assuming, e.g., a 1 W limit, a simple calculation shows that for an
information rate of 100 Gb/s, this results in a limit of 10 p] of processing energy
for one information bit (1 W / 100 Gb/s). Thus, energy-efficient processing is crit-
ical for achieving data rates beyond 100 Gb/s. When optimizing the communication
system architecture for maximum achievable data rates under a processing energy
constraint, different architectures result. Due to the different propagation conditions
of millimeter-wave (mmWave), multiple-input multiple-output (MIMO) processing in
mmWave systems differs significantly from the ones for lower frequencies (below 10
GHz). At mmWaves, the channel is, for instance, sparse in the angular domain [76,96].

The focus of our research is on communication system architectures for data rates
of 100 Gb/s and beyond under a processing energy constraint. As a scenario, short-
range wireless transmitters working at carrier frequencies around 60 GHz and band-
widths between 1 GHz and 10 GHz are assumed. One of the critical challenges is the
partitioning into analog and digital signal processing tasks, particularly since analog
to digital converter (ADC) and digital to analog converter (DAC) typically are power-
hungry operations for high data rates. The partitioning must be capable of supporting
the required throughput and, at the same time, fulfill the overall energy constraints.

Target is the design of innovative high-frequency architectures, mixed-signal ar-
chitectures, and digital signal processing architectures to support a very high energy,
bandwidth, and implementation efficiency. To achieve these goals, several aspects are
considered in this work, including higher-order modulation, multiple antenna sys-
tems, digitally adjusted and switched analog signal processing, compensation of the
impact of hardware imperfection on the signals as energy-efficient implementations.
Key issues for all concepts are the ability to achieve the highest data rates and to study
their impact on the overall energy consumption.

It is well known that larger bandwidth and higher power efficiency require more
elaborate signal processing and, thus, higher processing energy per information bit.
This motivates our approach to consider implementation efficiency already in the
communication system design. Achieving data rates beyond 100 Gb/s requires a
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design of space exploration considering jointly wireless communication performance
and implementation efficiency. Based on this, suitable high-frequency transmission
schemes together with energy-efficient architectures and their implementations are
investigated in a true cross-layer approach.

1.1 Project LP100

The project LP100! was conducted by the institute for communication technologies
and embedded systems (ICE) and the institute for high frequency electronics (HFE)
of RWTH Aachen university together with the institute for microelectronic systems
design (EMS) of TU Kaiserslautern. This work was funded by the German Research
Foundation (Deutsche Forschungsgemeinschaft, DFG?). The project’s focus is the in-
vestigation of near field wireless transmitters working on a carrier frequency of 60
GHz and bandwidth between 1 GHz and 10 GHz. For a given energy per information
bit, the overall energy consumption increases with the data rate. When targeting data
rates in the region of 100 Gb/s, the overall system’s power consumption has a severe
problem. Therefore, transceivers should be optimized to achieve a maximum data
rate under a strict overall energy constraint, which implies that the transmit energy,
as well as processing energy, is limited for a given data rate.

In this project, there are close interrelations between the requirements on high fre-
quency, mixed-signal, and digital sides from a communications and implementation
point of view. To achieve the ambitious project goals, the intensive interdisciplin-
ary collaboration of researchers from the different fields is essential. The research
for this thesis was carried out as part of the LP100 project. Throughout the whole
project LP100, the algorithm-hardware co-design approach is adopted. This thesis ad-
dresses the ultra-high throughput wireless communication system under constrained
processing power only at the algorithmic level. Various techniques were applied,
e.g., performance vs. complexity trades-off, transmission schemes to reduce hard-
ware cost, designs to relax power amplifier requirements, and exploitation of unique
channel characteristics occurring in systems. An important technology required for
the design of space exploration is a high-level power estimation, which is, therefore,
studied as well.

1.2 Research Objectives

As already introduced, the objective of our research is on wireless communication
systems design for data rates of 100 Gb/s and beyond under a processing energy

1LP100 - "Optimization of 100 Gb/s near field wireless transmitters under consideration of power
limits" as part of SPP 1655/0 - Wireless ultra-high data rate communication for mobile internet access
"Wireless 100 Gb/s and beyond ".
More detailed information and project-related publications about the LP100 project can be found on
the website: https://www.wireless100gb.de/index.html.

2 Duration: 1st June 2013 until 30th September 2019
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constraint. The overall power consumption increases with the data rate for a given
amount of processing energy per information bit. When targeting data rates beyond
100 Gb/s, the system’s overall power consumption soon exceeds the power which
can be dissipated without forced cooling. To achieve a maximum data rate under
this power constraint, we must minimize the processing energy per information bit.
Therefore, transceivers should be optimized to achieve a maximum data rate under a
strict overall energy constraint, which implies that the transmit energy and processing
energy are limited for a given data rate.

The main challenges are the investigation of methods to reach data rates of 100
Gb/s and the partitioning into analog and digital signal processing tasks. In this
dissertation, we mainly address the following questions:

¢ How to make the choice of the scenario (e.g., the carrier frequency around 60
GHz) and why? What are the characteristics of the wireless channel at such car-
rier frequency? Because it lays the foundation for the investigations in the fol-
lowing research scopes (e.g., to study the transceiver methods and algorithms).

* What is the processing energy optimized system architecture at 60 GHz? How
to develop suitable transmit and receive strategies (e.g., beamforming/MIMO,
beam steering)?

¢ How can the information bit rate be maximized under a given processing power
constraint? How to trade-offs between analog and digital processing, as well as
trade-offs between power and bandwidth efficiency?

The exploration of these questions and the corresponding research items are explained
explicitly in the following. In this dissertation, the information bit rate (to be maxim-
ized) is the most important metric of the system communication performance. Here,
the information bit rate of a digital communication channel is the channel capacity,
also known as the Shannon capacity, which is a theoretical upper bound for the max-
imum net bitrate in bits/s/Hz.

1.2.1 Channel Modeling

The best trade-off between the carrier frequency choice and the available bandwidth is
accomplished with a carrier frequency of around 60 GHz. Several GHz of unlicensed
bandwidth is available worldwide, e.g., 57~66 GHz are available in Europe. The main
downside is the severe signal attenuation and penetration loss at 60 GHz. Therefore,
one objective is to evaluate and counter the adverse effects of propagation and channel
at millimeter-wave (mmWave) frequencies. Thus, we consider a carrier frequency of
60 GHz for an indoor environment, with the perspective to go up to 120 GHz, and
aim to identify a suitable trade-off between high throughput and high energy/power
efficiency. In this work, target use cases are initially short-range wireless transmitters
working at carrier frequencies around 60 GHz and bandwidths between 1 GHz and
10 GHz.
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In order to identify a suitable transmission scheme that allows achieving a through-
put of more than 100 Gb/s within the given energy budget, the characteristics of the
wireless channel at 60 GHz have to be well studied, and the implementation of a
60 GHz channel model for system simulations has to be done. Since many groups
already work on sounding and characterizing the 60 GHz channel, our work’s focus
is on the derivation of suitable channel models based on published work. A cor-
responding software model is also implemented to enable further investigations of
communication algorithms.

1.2.2 Transmission Schemes

An essential topic of this part consists of re-evaluating the analog/digital partitioning
of the whole system [33], which can yield some flexibility in the trade-off between the
requirements of high data rates and low energy consumption.

The channel modeling studies show that frequency selectivity will already be
relevant for signal bandwidths in the MHz-range. The most common way to en-
able feasible equalization is orthogonal frequency division multiplexing (OFDM).
In [83,102,103], for example, different criteria were proposed to design an RF beam-
former for frequency selective channels by employing OFDM. However, OFDM is very
costly in terms of power consumption. Due to its high peak to average power ratio
(PAPR), OFDM requires high-resolution AD- and DA-converters and high linearity
ranges of the amplifiers. Both lead to excessive power consumption (e.g., 3 W for 1
Gsamples/s, 10 bits, see www.ti.com) and is, thus, not a suitable approach for getting
the highest data rate under a processing power constraint. Another option to combat
the frequency selective fading is single carrier modulation with frequency domain
equalization (SC-FDE). In [63], hybrid beamforming for frequency-selective MIMO
channels using SC-FDE is proposed. Compared with multicarrier OFDM systems,
single-carrier systems can achieve a better power efficiency in AD-/DA- conversion
and the RF front-end and better synchronization robustness. Yet, for the targeted data
rates above 100 Gb/s, frequency selectivity is so severe that equalization becomes
exceptionally complicated.

Since antennas are small at 60 GHz, multi-antenna transceivers can be implemen-
ted efficiently. Thus, the channel can be made frequency-flat by RF domain beam-
forming, separating the dominating paths and per-beam time delay compensation
(TDCQ). For paths separable by the transmitter, pre-transmission delay compensation
is managed. For paths separable by the receiver, beamforming at the receiver side is
employed. This architecture can now be used to trade-off data rates and processing
energy. For example, more antennas per beam provide a better separation (less inter-
ference) and higher gain, but at the cost of more processing power (more RF chains).
Different paths may be combined in the receiver to get a higher gain or be used for
spatial multiplexing.

This confirms that a processing energy optimized transceiver architecture differs
from an architecture where only communication performance is optimized. Thus, a
novel transmission scheme, i.e., joint analog/digital signal processing architectures, is
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proposed in this work [107]. The major baseband signal processing tasks are wide top-
ics, which include many modules such as channel estimation, Beamforming/MIMO
techniques, equalization, matched filtering (pulse shaping at the transmitter) 3. Each
of the transceiver tasks should be studied both concerning the power consumption
and the communication performance impact. Except that, the low complexity al-
gorithms with acceptable performance loss should be investigated to guarantee the
strict power limit.

1.2.3 Power Estimation

The overall methodology is energy-driven, i.e., all design decisions like transmission
scheme selection, analog/digital partitioning, algorithms optimization, etc. will be
driven by energy efficiency. There is a strong relationship between energy efficiency
and communication performance. Power estimation is performed for the components
identified to be suitable for a system that meets the overall throughput, communic-
ation performance, and power constraints. This applies to components in both the
analog and the digital part.

The power estimation for the analog blocks and the RF front-end can be found
precisely through circuit-level simulations. However, to explore the design space of
different suitable architectures and the optimum partitioning between analog and
digital functionality, system-level models will be created for the entire front-end. The
behavioral models will be built in such a way to allow for estimation of the power
consumption of the individual building blocks. These will then be used in system-
level simulation setups.

For the digital part, power estimation for the critical components will be con-
ducted based on the number of operations (addition and multiplication) but not a
simulation of synthesized gate-level netlists annotated with timing delay information
extracted from the physical chip layout. The hardware implementation is out of scope
for the author. Here, we focus on the energy efficiency maximization algorithms to
obtain the optimal system setting *.

1.3 Outline

The remainder of the thesis, which tries to meet the challenges and answer the prob-
lems as mentioned in Section 1.2, is organized as follows.

Since the performance of the physical layer strongly depends on the analog front
end characteristics, the choice of the carrier frequency and the available bandwidth is
studied at the start of our research. In Chapter 2, we first introduce the state of the art
of 60 GHz technology, such as worldwide regulatory and frequency allocations, and
potential indoor applications. Next, various standardization efforts for the 60 GHz

3 The demapping of symbols (i.e., detection of bits) and decoding algorithms and the corresponding
software models are contributed by other members in the Project LP100.

4 The specific simulation of synthesized gate-level netlists for critical components is performed by other
project members.



6 Chapter 1. Introduction

band already developed by multiple international standards groups and industry al-
liances are discussed. After that, to design a suitable transmission scheme that allows
us to achieve a throughput of more than 100 Gb/s within the given energy budget,
as a prerequisite, wireless channel models at 60 GHz are identified. For link-level
simulations, a precise knowledge of the radio channel is essential. These provide the
basis of the remainder of the thesis.

The channel modeling studies show that the 60 GHz band suffers from extremely
high propagation loss. Therefore, at mmWave systems, hybrid beamforming, in which
the precoding and combining are split into analog and digital domains, can be em-
ployed to provide ultra-high data rates and satisfy the hardware constraint. Moreover,
to mitigate the effect of frequency selectivity, making the channel frequency flat over
a wide bandwidth has to be performed in mmWave system architecture. In Chapter
3, we first propose a new method to combat the frequency selectivity named time
delay compensation, which, if implemented precisely, provides no delay differences
between different paths and achieves flat channel over a wide bandwidth. In order to
further achieve a flat fading channel, the best possible beam separation is necessary.
We propose an average signal-to-interference ratio (SIR) constrained design to achieve
the best possible beam separation. As is known, the SIR of a particular beam is related
to the number of antennas used. In this design algorithm, we optimize the number of
antennas to achieve the best possible directivity and, simultaneously, satisfy the SIR
constraint, which also minimizes the processing power.

In Chapter 4, we mainly focus on performance analysis on the hybrid beamform-
ing approach proposed in Chapter 3, such as MIMO pre-/post-processing, channel
estimation, and equalization for such large scale MIMO systems. To obtain the max-
imum information rate, we propose a joint design of digital baseband pre- and post-
processing based on a weighted minimum mean square error (MMSE) criterion on
the transmit power constraint. Further, the optimization in the RF domain is specified
into three criteria by taking various error weights into account. We also develop a
transceiver with lower complexity for ease of hardware implementation, where pre-
processing in the RF domain after up-conversion is implemented merely using analog
phase shifters. While employing such large antenna arrays, it becomes challenging to
estimate the mmWave channel using conventional algorithms. Hence, we develop
two novel multi-resolution mmWave channel estimation algorithms that exploit two
dimensional discrete Fourier transform (DFT) technique inspired by the sparse nature
of the mmWave channel. The proposed algorithms take into account practical radio
frequency (RF) hardware limitations and computational complexity reduction during
the training phases. Except that, we propose two frequency selective hybrid precod-
ing solutions, namely time delay compensation (TDC) based time-domain equaliza-
tion (TDE) and phase shift compensation (PSC) based frequency domain equalization
(FDE).

As mentioned in Section 1.2.3, the overall methodology is energy-driven. There-
fore, the trade-off relationship between energy efficiency and spectrum efficiency is
essential for mmWave systems design, which is addressed in Chapter 5. In Chapter
5, the spectrum efficiency of the hybrid beamforming approach is introduced. After
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that, a power consumption model for such a system is presented and analyzed, in-
cluding a detailed literature review. The total average power consumption along the
signal path can be divided into two main components: the power consumption of all
the circuit blocks in the analog part and the power consumption of baseband com-
biner. Except that, we optimize the overall system’s energy efficiency over different
parameters. The optimization of energy efficiency is a crucial factor in system optim-
ization and the design of power-hungry devices. Meanwhile, the spectral efficiency
goes through a reduction with the increasing energy efficiency. Thus, an analysis of
the relation between energy and spectral efficiency is also performed to guide the
practical energy/spectrum efficiency trade-off for the mmWave system design.

Until now, the research focuses on the 60 GHz range, in particular, for the radio
frequency (RF) architecture and channel characteristics. In Chapter 6, the impact of
an extension to 120 GHz carrier frequency ranges is considered. Except that, an exten-
sion from the point-to-point MIMO transmission to multi-user case (MIMO multiple
access channel for uplink and broadcast channel for downlink) is addressed. This
chapter has first studied the channel characteristics and channel models at 120 GHz
published in the literature. Compared to 60 GHz, the shorter wavelength of 120 GHz
allows more antennas employed, and larger bandwidth used in the system. Based
on literature research, we employ the ray-tracing method to generate the channel
model. Moreover, the planar antenna array is used instead of the linear antenna ar-
ray. After comparing different system architectures, a multi-user low RF complexity
hybrid beamforming MIMO system at 120 GHz is applied in our work, with two struc-
tures: fully-connected structure and array-of-subarray structure. Several algorithms
with CSI are proposed to maximize the capacity of such systems. Besides, we propose
an iterative power precoding algorithm without CSI. Its performance seems better
since the complexity of the hardware is much higher. Finally, we explore the influ-
ence of some parameters on the system performance, such as the number of antennas,
the number of users, and quantization-bits.

Finally, Chapter 7 gives a conclusion of this thesis and points out potential re-
search directions for future work.

1.4 Notation

In general, we use the following notations: small and large bold fonts are used to
denote vectors and matrices, respectively; (-)*, (-)T and (-)H denote conjugate, trans-
pose and conjugate transpose respectively; (A); denotes the fact that the negative
elements of A are replaced by zero; |A| is the determinant of A; Tr(A) is the trace of
A; ZA returns the phase of the elements of A; [A] rounds the elements of A to the
nearest integers towards infinity; round(A) rounds each element of A to the nearest
integer; Iy is the N x N identity matrix; CA (a, A) denotes a complex Gaussian vector
with mean a and covariance matrix A; Qn denotes the set {1,...,N}.
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Chapter 2

Preliminaries

For future cellular networks and local area networks, the millimeter-wave (mmWave)
spectrum in the 30-300 GHz carrier frequency will be used to meet the ever-increasing
demand for higher transmission rates [10]. Here, the mm-wave frequency range at 60
GHz is of particular interest, as the 60 GHz band (57 - 66 GHz) offers a continuous
bandwidth of at least 5 GHz in many countries worldwide. A primary challenge of the
mmWave spectrum is the severe atmospheric absorption, which results in extremely
high propagation losses. Fortunately, small wavelengths of mmWave frequencies en-
able installing numerous antenna elements array, which can give substantial array
gains and produce highly directional beams. Beamforming can concentrate the trans-
mit/receive signal power in the desired direction to improve the link budget. Despite
the beamforming gain, the propagation losses are still so severe that the potential 60
GHz systems will be limited to operate in single rooms and at distances of less than
10 meters [93]. Thus, mm-wave systems are well suited for indoor networks for ubi-
quitous communication coverage, either in the home environment or at public places
like hotels, restaurants, and office buildings. This thesis aims to design, optimize, and
link-level simulations of the physical layer algorithms for indoor mmWave systems.

In this chapter, we first introduce the state of the art of 60 GHz technology, such
as worldwide regulatory and frequency allocations, and potential indoor applications
in Section 2.1. Next, various standardization efforts for the 60 GHz band already
developed by multiple international standards groups and industry alliances are dis-
cussed in Section 2.2. At last, wireless channel models at 60 GHz are identified in
Section 2.3 as a prerequisite of designing a suitable transmission scheme that allows
us to achieve a throughput of more than 100 Gb/s within the given energy budget.
These provide the basis of the remainder of the thesis.

2.1 State of the Art of Relevant Research Topics

Although current wireless technologies give us almost near maximum theoret-
ical achievable capacity, most of them work under 10 GHz frequency bands. One of
the emerging wireless technologies is mmWave technology to overcome the spectrum
shortage at the microwave band. It is important to note that applying the mmWave
band for broadband indoor wireless communication systems has already been pro-
posed around 1990 [99]. However, it was to spend about 20 years before the first
commercial products have been available. The improvements in process technologies
and low-cost integration solutions have made mmWave technology become possible

9
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Figure 2.1: mm-Wave vs. conventional ISM bands

and begun to attract enthusiastic interest from academia, industry, and standardiza-
tion bodies.

The mmWave band from 30 to 300 GHz offers a 10 or 100 times larger band-
width than the conventional Industrial, Scientific and Medical bands(ISM) [78] where
we can squeeze more data and transmit with higher data rates. Fig. 2.1 illustrates
the available bandwidth in both conventional and mmWave systems. In this thesis,
however, we will focus specifically on 60 GHz radio, which enables many new ultra-
high throughput applications that are difficult to offer by wireless systems at lower
frequencies. Unless otherwise specified, the terms 60 GHz and mmWave are used
interchangeably in the following.

One primary reason for the recent interest in 60 GHz technology is the large unli-
censed bandwidth. The US Federal Communication Commission (FCC) first proposed
establishing an unlicensed band at 59—64 GHz in 1994 since radio regulatory organiz-
ations around the world have already done many types of research in these areas. In
recent years, an unlicensed spectrum allocation method in the 60 GHz band has been
approved by many countries such as the EU, the US, Canada, China, South Korea,
Australia, and Japan. As shown in Fig. 2.2, at least 5 GHz of continuous bandwidth
is available in many countries worldwide.

In [122], the author made a comparison between the typical 60 GHz system with
other unlicensed systems: ultra-wideband (UWB) systems and IEEE 802.11 systems
that operate near the US FCC regulatory limit, as shown in Table 2.1. Compared
with the UWB system, the typical 60 GHz system is less restricted in terms of power
limits since the UWB system is an overlay system and thus is subject to stringent
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Figure 2.2: Worldwide frequency allocation for 60 GHz band and operation.

Table 2.1: Comparison of the typical implementation of 60 GHz, UWB and 802.11n
systems in terms of their output power, antenna gain and EIRP output

Technology 60 GHz | UWB | IEEE 802.11n
Frequency [GHz] 57.0-66.0 | 3.1-10.6 24/5.0
PA output [dBm] 10.0 -11.5 22.0
Antenna gain [dBi] 25.0 1.5 3.0
EIRP output [dBm] 35.0 -10.0 25.0
Bandwidth [MHz] 2000 528 40
Efficiency 1 Gbps [bps/Hz] 0.5 2.0 25.0
Target date rate [Mbps] 4000 480 600
Efficiency required [bps/Hz] 2.0 1.0 15.0

and different regulations [4]. The bandwidth at 60 GHz is one of the largest unli-
censed bandwidths ever to be allocated. We can see that, compared to other existing
WLAN and WPAN systems, 60 GHz regulation allows much higher transmit power
— equivalent isotropic radiated power (EIRP).

In order to overcome the higher path loss at 60 GHz, the higher transmit power
is necessary. The steep path attenuation limits the 60 GHz transmission to the indoor
environment (the delay spread of the channel understudy is another limiting factor).
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Hence, the interference levels for 60 GHz are less severe than those systems located
in the bands less than 10 GHz, which turns its drawbacks into benefits.

As we know, the huge bandwidth also simplifies the design of the systems that
deliver a multi-Gigabytes transmission with much lower spectral efficiency (i.e., low
cost and simple implementation). Table 2.1 also shows the spectral efficiency required
by the 60 GHz, UWB, and IEEE 802.11 systems to achieve 1 Gbps transmission. The
spectral efficiency is the throughput divided by the bandwidth. For example, a typical
60 GHz system with 2GHz bandwidth requires efficiency only 0.5 bps/Hz to achieve 1
Gbps, and even for target data rate 4 GHz, the required efficiency is only 2.0 bps/Hz.
This makes it an ideal candidate for ultra-high data rate (e.g., 100 Gbps and beyond)
transmission systems with strict power limitation. Therefore, the target use cases in
this work are initially short-range wireless transmitters working at carrier frequencies
around 60 GHz. Though the UWB system only requires 2.0 bps/Hz to achieve 1 Gbps,
its actual throughput is limited to 480 Mbps at 1 m operating range with required
efficiency 1.0 bps/Hz. IEEE 802.11n systems will require 25 bps/Hz to achieve 1 Gbps
due to the narrower bandwidth, making the extension of such a system to beyond 1
Gbps unappealing in terms of cost and implementation.

Several potential indoor applications are listed in the following;:

* Cable replacement or uncompressed high definition (HD) video streaming is
emerging as one of the most attractive applications and related products based
on the WirelessHD specification are currently available on the market from com-
panies such as Panasonic, LG Electronics and Toshiba [8].

* Typical WLAN applications and Gigabit Ethernet cable replacement that permits
multi-Gigabit Ethernet traffic.

* ‘synch and go’ file transfer that enables Gigabytes of file transfer in a few
seconds.

¢ wireless gaming ensures high-quality performance and low latency for an excel-
lent user experience similar to today’s DLNA (Digital Living Network Alliance),
AirPlay [2,3].

2.2 60 GHz Wireless Standards

Driven by the potential applications, various standards for 60 GHz band have been
already developed by multiple international standards groups and industry alliance.

IEEE802.15.3c: In March 2005, the IEEE802.15.3¢ Task Group (TG3c) was formed
to develop a mmWave based alternative physical layer (PHY) for the IEEE 802.15.3
WPAN standard 802.15.3-2003 [1]. IEEE 802.15.3c is the first standard that addresses
multi-Gigabit short-range wireless systems. IEEE 802.15.3c standard has been expli-
citly designed for WPAN, meaning that it focuses on indoor environment propaga-
tion. IEEE 802.15.3c can provide a multi-Gigabit data rate (up to 5.67 Gbps) in the
range of a few meters with five usage models.
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Table 2.2: Overview of 60 GHz standards

System Frequency Band | Bandwidth | Max. Data Rate | Published | Ref.
ECMA-387 6.35 Gbps 2008 [4]
IEEE 802.15.3¢ 5.67 Gbps 2009 [1]
WirelessHD 60 GHz 2 GHz 7.1 Gbps 2010 [8]
WiGig 7 Gbps 2010 [7]
IEEE 802.11ad 6.8 Gbps 2012 [9]

ARIB-STD T69 and ARIB-STD T74: The Association of Radio Industries and
Business (ARIB) in Japan developed two standards related to the 60 GHz band for
specified low-power radio stations (point-to-point systems): the ARIB-STD T69 [6] and
ARIB-STD T74 [5]. The ARIB STD-T69 was released in July 2004 and was reviewed in
November 2005, which is the standard for mm-wave video transmission equipment.
While the ARIB-STD T74 is the standard for mmWave ultra-high-speed WLANSs. Both
of them cover the 59-66 GHz band, defined in Japan.

ECMA-387: In August 2006, European Computer Manufacturers Association (ECMA
International) Technical Committee Task Group (TG20) provided a PHY and a MAC
for short-range transmission up to 10Gb/s WPAN transport for bulk data transfer
and also multimedia streaming [4]. The ECMA-387 standard can provide a data rate
of up to 6.35 Gbps with a single channel and 25.41 Gbps with four bonded channels.

WirelessHD: In October 2006, the WirelessHD consortium was formed by many
key consumer electronics companies to deliver a specification for high-speed, high-
quality, uncompressed audio/video (A/V) streaming using 60 GHz technology [8].
The data rates can amount to up to 7.1 Gbps supporting 3D TV and 4K resolution.

WiGig: The Wireless Gigabit Alliance (WiGig) was formed in May 2009 to build
a unified specification for 60 GHz wireless technology, which focuses on connectivity
among PCs, consumer electronics, and handheld devices. The specifications were
finalized in 2010 which define data rates of up to 7 Gbps [7].

IEEE802.11ad: Since 2009 within the IEEE 802.11 working group, Task Group “ad’
(TGad) developed the successor standard of IEEE 802.11n and IEEE 802.11ac, aiming
to provide WLAN both the 802.11 physical layers (PHY) and the 802.11 Medium
Access Control Layer (MAC) at 60GHz frequency band with very high throughput
(VHT) [9]. This standard employs a single carrier(SC, data rate up to 4.620 Gbps)
and OFDM (data rate up to 6.756 Gbps) modulation techniques with a beamforming
method to maximize the throughput. The final specifications were published in 2012.

Table 2.2 shows the overview of 60 GHz standards and comparison with estab-
lished systems.
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2.3 60 GHz Radio Channel Modeling

The huge bandwidth, high EIRP limit, and unified regulation and frequency allocation
globally have positioned 60 GHz the ideal carrier frequency for ultra-high throughput
wireless communication systems. This can be confirmed by the extensive standardiza-
tion effort and industry alliance formation to promote 60 GHz technology. Therefore,
when we intend to investigate the near-field wireless transmitters with 100 Gbps and
beyond under power constraints, the 60 GHz band is the first choice as the start point.

Realistic channel modeling, which closely approximates real propagation envir-
onments, is the first step to be performed before any system design, such as in IEEE
802.15.3c [1], and IEEE 802.11ad [9]. In the context of 60 GHz, we consider indoor en-
vironments with wideband systems. Due to the directional nature (employing many
antennas array) of 60 GHz communications systems, the channel models developed
also include the effect of the antenna array, namely the radio channel model. When
the effect of the antenna array is removed, the channel model is referred to as the
propagation channel [97]. To the best of our knowledge, all the proposed 60 GHz
channel models to date are radio channels and can be modeled using various model-
ing approaches.

Usually, propagation channel models can be broadly classified into two main cat-
egories: deterministic and stochastic, as specified introduced in [77]. For all the mod-
eling approaches, a propagation channel can be characterized in two ways, namely
large-scale and small-scale channel characterizations. Large-scale fading characterist-
ics of the wireless channel attribute dispersion and attenuation features in the channel
detailed in Section 2.3.2. In contrast, the small-scale fading describes the multipath
effect, time dispersion, power delay profile, power azimuth spectrum, and amplitude
fading features, as addressed in Section 2.3.3.

In this section, we mainly focus on the discussion of IEEE 802.15.3c industry-
standard channel models, since they are the fundamental models used for the evalu-
ation of a 60 GHz communications system in the literature.

2.3.1 Scenarios

The TG3c has developed and provided a group of models for channels in the 60 GHz
frequency band in various indoor environments. The structure of these models is
based on clustered rays and implements both small and large scale fading channel
characterization. The TG3c group has recommended five different indoor environ-
ments, including Residential, Office, Library, Desktop, and Kiosk, that for each en-
vironment a Line of sight (LOS) and Non-Line of Sight (NLOS) scenario has been
considered. In a LOS case, there is a direct dominant path between the transmitter
(Tx) and receiver (Rx) that no object blocks while in the NLOS case, there is no dom-
inant path between the Tx and Rx. Table 2.3 summarizes all the environments for
different scenarios [123].
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Table 2.3: Various environments in indoor mmWave channel model

Channel . ) .
Scenario | Scenario Descriptions
Model
CM1 LOS Typical Home environments with rooms,
Residential | walls, ceiling made of wood/concrete,
CM2 NLOS windows, beds, carpet etc.
CM3 LOS Typical Office environments with chairs,
desks, computers, bookshelves, white-
Office board. The walls are made by metal or
CM4 NLOS concrete and covered with plasterboard
with windows and door.
CM5 LOS Typical small library with many desks,
Library bookshelves filled with books, computers,
CMé6 NLOS chairs.
CMm7 LOS Desktop Typical o.ffice de.slftoP and computer
CMS8 NLOS clutter with partitioning.
CM9 LOS Kiosk Typical Kiosk serves portable devices.

2.3.2 Large Scale Channel Characterization

The essential parameters for large scale channel characterization are path Loss and
shadowing.

2.3.2.1 Path Loss

Path loss denotes the attenuation of the transmit signal over a certain distance and is
defined as the proportion of the received signal strength to the power of the transmit
signal. Path loss in dB for the mmWave systems is

PLgp(d) = PL(d) + X, (2.1)

Where PL(d) is the path loss at a certain distance d in dB, which depends on the
environment, and X, is the statistical model for shadowing, which is zero-mean,
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Table 2.4: The path loss exponent and standard deviation for shadowing defined in
IEEE 802.15.3c [123]

Channel Scenario n  PlLy o0; Comment Ref.
Model
CM1 LOS 1.53 751 15 Tx-72° HPBW, Rx-60° HPBW [67]
CM2 NLOS 244 86.0 6.2 Tx-72° HPBW, Rx-60° HPBW [67]
CM3 LOS 1.16 84.6 5.4 Tx-Omni, Rx-Horn (30° HPBW) [57]
CM4 NLOS 3.74 56.1 8.6 Tx-Omni, Rx-Horn (30° HPBW) [57]

Gaussian distribution and with a standard deviation of o dB. Hence, resulting the PL
rewritten as [26]

n
PL4g(d) = PL (47;{10) +101log;, (di) + Xs (2.2)
0

Where dy denotes the reference distance, and A is the wavelength. The exponent n
achieved based on measurements done in [26] for mmWave channel and varies from
1.2 to 2.0 for LOS cases and 1.97 to 10 when there is no dominant path between the
transmitter and receiver (NLOS). Table 2.4 demonstrates the values of n for different
environments with LOS and NLOS cases. Here the distance value is dy = 1m.

2.3.2.2 Shadowing

The effect where the received power fluctuates due to objects obstructing the propaga-
tion path between the transmitter and the receiver is called shadowing.

By various measurement results, it has been observed that shadowing in the mm-
Wave range is log-normal distributed, i.e., X,[dB] = N(0,05), where X, denotes a
Gaussian random variable with zero mean and standard deviation o; and X, is meas-
ured in dB. The standard deviation ¢ varies as a function of the antenna beamwidth
and Tx-Rx height. Human movement has a significant effect on shadowing. Meas-
urements have shown that human movement is significant and ranges between 18-
36dB [97,123]. This can even altogether remove the LOS path. In Table 2.4 different
values for o5 are given for various environments and scenarios.

2.3.3 Small Scale Channel Characterization

As mentioned before, the significant parameters for small scale channel characteriz-
ation are amplitude statistics, delay properties (e.g., power delay profile (PDF), RMS
delay spread, mean excess delay), angle-of-arrival/departure (AOA/AOD) proper-
ties, and Doppler spreading. In the mmWave frequency range, the generic statistical



2.3. 60 GHz Radio Channel Modeling 17

AoOA o
B A / BO

\

ToA

Figure 2.3: Multipath components in channel as function of TOA and AOA

multipath model of arriving rays in the channel can be described by the extended
Saleh-Valenzuela (S-V) model [55].

2.3.3.1 Saleh-Valenzuela Channel Model

In the S-V channel model [79], it is assumed that rays arrive in clusters, and rays in
each cluster have mutually independent uniform phases and Rayleigh amplitude. Fig.
2.3 is a representation of multipath components and clusters arriving in a channel in
time and space (spatial). Several close objects make a cluster in the room with the
same geometric shapes, and only the rays in clusters made by the objects next to the
transmitter and receiver are considered. S-V model implies that clusters and the rays
inside them arrive with the Poisson process. Let cluster arrival rate be A and ray
arrival rate be A where typically A > A. The parameter T; denotes the arrival time
of the Ith cluster, | = 0,1,2,..., and T7;; denotes the kth ray arrival time within the I/th
cluster, k = 0,1,2,.... Regarding this model T; and T, parameters can be expressed
by independent interarrival probability density functions
{pmm_n = Aep[-A(T - T-)], >0 23)

P(Tha | Te—1y1) = Aexp[=A(Ts — T—1y)l, k>0.

According to the S-V model, the kth ray of the /th cluster has the By ; path gain
with 6y ; phase shift. Thus we can express the channel impulse response by

L—1 K[—].

h(t) =" Brie®is(t— T — 1)), (2.4)

I=0 k=0
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where L is the total number of clusters in the channel, and K] is the total number of
rays within each /th cluster. By, are discrete, mutually independent and identically
distributed variables with Rayleigh distribution having uniform phase shift and are
strictly decaying as a function of T and 7

Yy (2.5)

where B2(0,0) is the average power gain of the first multipath component (ray) of
the first cluster and I', and -y are cluster decay and ray decay factors respectively. As
shown in Fig. 2.4, typically I' > v meaning clusters decay faster than and rays also
the multipath components in each cluster are decreasing quicker than the first ray in

_AT
the next cluster (i.e., AT = T) — T;_1, with e T > e ).
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Figure 2.4: Cluster and ray decay representation

2.3.3.2 Angle of Arrival Extended S-V Model

This model has been developed for the mmWave range( 55 - 65 GHz) channels to
perfectly represent an indoor channel’s characteristics at this frequency range. In this
model, in addition to all key parameters of the S-V model, Angel of Arrival (AoA) of
multipath components arriving in the channel has been considered. In [27,55,96], all
emphasize that rays and clusters arrive with discrete time and angle of arrival(ToA)
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and (AoA). And measurements are taken to realize these parameters. Thus, the chan-
nel impulse response derived in 2.4 can be rewritten [55]

L—1 K1_1

Wt @) =D > Brae™6(t — Ty — 1) 5(p — Y1 — Px0), (2.6)

I=0 k=0

where ¥; is the mean angle of arrival of the /th cluster and 1y ; is AoA of the kth ray
within the /th cluster. It is assumed that the arrival times of rays and clusters and
Ao0As are independent variables. Mean value of AoA of clusters is zero ¥ = 0. ¥ has
a uniform distribution over [0, 27| [123]

1
p(i[¥i0) =5—, 1>0 (2.7)

Also ray AoAs have a Gaussian distribution with o standard deviation and is given
by

. (f;f;lc> (2.8)

p(Pr) =

2710

The number of clusters in a particular environment can be described by a Poisson
distribution. However, most of the time, the type of distribution of the clusters is not
known. The mean number of clusters L gives an indication of the density of things in
the environment. For example, the higher the value of L indicates the presence of a
large amount of furnishing.

2.3.3.3 60 GHz Channel Parameterization

All the parameters for the 60GHz channel characterization are summarized in the
Table 2.5.

Table 2.5: Key Parameters of Extended S-V model

Description Description
hy/hy | Tx/Rx height Gr/Gr | Tx/Rx gain
Pro | PL at a distance of Im Os Shadowing standard deviation
n PL exponent B Amplitude of the first arrival path
A | Cluster arrival rate o Cluster log-normal standard deviation
I' | Cluster decay rate o Ray log-normal standard deviation
A Ray arrival rate o Angle spread
v | Ray decay rate L Average number of clusters
Ak | Ray Rician factor @) First ray’s average power of the cluster
d Tx-Rx separation
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The parameters mentioned above are valid for the 57-66 GHz range. It can be
used to describe different channel models. A few examples employed in this thesis for
numerical simulation for the different channel models are given in Appendix A.1 for
Residential, Office, Desktop, and Library environments, respectively. All the channel
model parameters are extracted from measurement data over a certain specified range
of distance and around a particular frequency range.

2.4 Summary

In this chapter, we have first presented an introduction to 60 GHz technology, which
started with the worldwide regulatory and frequency allocation of the 60 GHz band.
The direct comparisons between typical 60 GHz system and other Gigabits systems
such as UWB and IEEE 802.11n technologies have been shown in terms of the trans-
mit power, bandwidth, and spectrum efficiency. The large bandwidth simplifies the
design of the systems that deliver a multi-Gigabytes transmission with much lower
spectral efficiency. This makes it an ideal candidate for ultra-high data rate (e.g., 100
Gbps and beyond) transmission systems with strict power limitation. Therefore, our
target use cases in this work are initially short-range wireless transmitters working at
carrier frequencies around 60 GHz.

Next, various standardization efforts for the 60 GHz band already developed by
multiple international standards groups and industry alliances have been discussed,
and a comparison of their physical layer features has been provided in Table 2.2.

After that, we have presented an overview of 60 GHz channel modeling, which
lays the foundation of the investigation of 60 GHz based wireless communications
system design in the following chapters. In particular, the PL and shadowing ef-
fects impose huge losses on the communication link at the mmWave band. Take the
path loss for an example, in the residential environment (NLOS case) in the IEEE
802.15.3c channel model for example, at a distance of 10 m, a total of 110.4 dB loss
is incurred. Such high PLs need to be compensated to achieve ultra-high data rate
transmission [92]. By employing beamforming technology, it can provide significant
directivity gain over the space of interest at one end of the link, if a large scale anten-
nas array is employed. Therefore, beamforming technology is very critical to 60 GHz
communications design (see Chapter 3).

Finally, a few examples of the different channel models proposed by IEEE 802.15.3c
have been given for Residential, Office, Desktop, and Library environments, respect-
ively, which will be used in this thesis for the numerical simulations in the following
chapters. All the channel model parameters are extracted from measurement data
over a specific range of distances and around a particular frequency range.
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Transmission Schemes: Hybrid
Beamforming Approach

The 60 GHz band suffers from extremely high propagation loss due to the limited
dominant scatterers and reflections, and strong oxygen absorption. In order to over-
come this, MIMO through large scale antenna arrays can be exploited to provide
sufficient gain considering the small wavelength in mmWave band [16]. MIMO pre-
and post-processing in mmWave systems are generally different compared with tra-
ditional microwave systems. One differentiating feature is that, in traditional mi-
crowave systems, spatial multiplexing is often implemented at the digital baseband.
Also, each antenna has its complete radio frequency (RF) chain, including a digital-
to-analog converter (DAC) at the transmitter or analog-to-digital converter (ADC) at
the receiver. However, in mmWave systems due to a large number of antennas, this
arrangement will result in highly complex, expensive hardware implementation and
high power consumption. This makes the traditional system architecture infeasible.
Another differentiating feature is that the mmWave system utilizes huge bandwidth,
meaning that the fading channels suffer from severe frequency selectivity, which fur-
ther leads to sophisticated equalization. Moreover, the channel characteristics at mm-
Wave differ drastically from micro frequencies. Based on the indoor channel measure-
ments [55,96], the MIMO channel is not rich at mmWave and is sparse in the angular
domain. Owing to all these differentiating factors, it becomes necessary to develop
new transceiver architectures for mmWave systems.

Inspired by the hardware constraint [19] at mmWave, hybrid beamforming, in
which the precoding and combining are split into analog and digital domains, can
be employed. Compared to pure analog beamforming, the digital beamforming layer
provides more freedom for the pre- and post-processing design problem. This enables
hybrid beamforming to provide high data rates and achieve better performance for
multi-stream transmission.

In order to mitigate the effect of frequency selectivity, in the literature, OFDM
has been widely used to convert the frequency selective fading channel into several
parallel flat channels. Different criteria to design the RF beamformer for frequency
selective channels by employing OFDM have been proposed in [83,103]. However,
since OFDM puts substantial linearity requirements onto the front end, single-carrier
schemes are preferable for processing energy-efficient transmission. The sparse chan-
nel characteristics at mmWave can be leveraged to flatten the channel by utilizing
efficient RF domain beamforming with time-delay compensation (TDC) technology.
Hence, a novel transmission scheme, namely hybrid beamforming with TDC, is de-
veloped in this chapter.

21



22 Chapter 3. Transmission Schemes: Hybrid Beamforming Approach

In this chapter, we first propose a new method to combat the frequency selectivity
named time delay compensation, which, if implemented precisely, provides no delay
differences between different paths and achieves flat channel over wide bandwidth as
described in Section 3.1. In order to achieve a flat fading channel, the best possible
beam separation is necessary. We propose an average signal-to-interference ratio (SIR)
constrained design to achieve the best possible beam separation. As is known, the
SIR of a particular beam is related to the number of antennas used. In this design
algorithm, we optimize the number of antennas to achieve the best possible directivity
and, simultaneously, satisfy the SIR constraint, which also minimizes the processing
power shown in Section 3.2. Finally, we validate the efficiency of the proposed strategy
via simulations and comparisons with the full digital case.

The results presented in the chapter have been published in part by the author
in [107,110,112].

3.1 Hybrid Beamforming with Time Delay
Compensation

In this section, we propose a new method to combat the frequency selectivity named
time delay compensation, which, if implemented precisely, provides no delay differ-
ences between different paths and achieves flat channel over a wide bandwidth. Based
on the indoor channel measurements, the geometric modeling approach [55,96,104]
consists of multiple clusters, each with multiple rays. In order to reduce the delay
spread at both intra- and inter-cluster, we introduce beamforming in the RF domain
and the buffer in the baseband. Firstly, the local scatterers in each cluster introduce
very minor delay variations, and we can even further reduce the delay spread in the
cluster by employing RF beamforming techniques. With increasing the number of
antennas, a narrower beam can be obtained, which leads to lesser delay spread. The
effect which large antenna arrays bring about is that we can assume each cluster to be
frequency flat over a wider bandwidth. Secondly, we compensate for the inter-cluster
relative time delay by using a buffer in digital baseband. The channel’s frequency
selectivity depends on the resolution of the buffer, and a flat channel can be obtained
with a sufficiently high resolution. Then we consider a MIMO wireless zero-padded
(ZP) block transmission system, where the transmitter antennas are partitioned into
sub-arrays to reduce the intra-cluster delay spread and support the required gain. A
minimum mean-square-error (MMSE) equalization with fixed tap-length is used at
the receiver to recover the received signal. Furthermore, We investigate the influence
of the delay spread on the ergodic capacity and the outage capacity. This section
concludes by validating the efficiency of the time delay compensation via simulations
and comparisons with the frequency-selective case.
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Figure 3.1: An illustration of wireless applications in the 60 GHz frequency band
(typically 57-66 GHz) capable of very high throughput

3.1.1 Propagation Scenario

Consider a system with a single access point in an indoor environment, as illustrated
in Fig. 3.1. We assume such a propagation environment that there are finite scatterer
clusters, and the paths emanating from the same cluster suffer smaller delay differ-
ences. For the sake of simplicity, we restrict our attention to the downlink case here.
The results for the uplink case are similar, which means the time delay compensation
can be done at the access point side for both the uplink and downlink transmission.
Obviously, the complexity of such a system only lies in the access point side. This
section presents the channel model for broad-band MIMO fading channels based on
previous work reported in [55,96,104].

3.1.1.1 Channel Model

For our case of indoor propagation at 60 GHz, we use the modified Saleh-Valenzuela
(5-V) model [55,96,104] for channel modeling. L number of clusters are assumed
in the model with each channel cluster being composed of multiple rays, which is
due to scattering from objects in vicinity or reflecting surfaces. The channel impulse
response considered is given by

L—1 Kl—l

hln,¢) =3 > ad(nTs — 1 — te))6(¢p — ¥ — Pey)

I=0 k=0

where L denotes the number of clusters, and Kj represents the number of multipath
components in the /th cluster. a;; is the multipath gain coefficient of the kth multipath
component in the /th cluster, which follows a log-normal distribution. 7; denotes the
arrival time of the first ray in the /th cluster. And the delay of the kth multipath
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component within the /th cluster relative to the first path arrival time 7; is denoted
as t;;. The mean angle of arrival of /th cluster, which follows uniform distribution
ulo,2m), is represented as ¥;. Further, we use y;; to denote the angle of arrival of
the kth multipath component within the /th cluster. It follows a zero mean Laplacian
distribution given by [96]

PUp) = o (= IV241/06])

where o is the standard deviation.

For the convenience of our simulations, the power delay profile of the channel
used here is derived from the non-line-of-sight (NLOS) channel model for the resid-
ential scenario based on the measurements by the IEEE task group 802.15.3c [124].

It is known that the number of clusters L gives an indication about the number
of dominant paths. Our model also considers that there are L significant scatterer
clusters, and each of the paths within the same cluster experiences the same delay.
In practice, however, local scatterers in the cluster introduce micro delay variations
(Ti; is small). As illustrated in Fig. 3.1, those micro delay variations can be further
reduced by employing beam steering for each cluster, which focuses the power in the
direction of the dominant path. The result of beam steering is that less delay spread
in each cluster is obtained due to a narrower beam. Based on that, we, therefore,
consider each cluster to be frequency flat over a wider bandwidth. This assumption
leads to a result that all the rays in the cluster constructively contribute to the channel
gain of the /th cluster, and then we seem to have one dominant path in each cluster.

In ultra high throughput systems, the symbol duration Ty, is much smaller (e.g.,
Ins) than the inter-cluster root mean square (RMS) delay spread [38]. This results in
significant frequency selectivity of the channel. Hence, time-delay compensation is
implemented as compensation by using time-shifted beams on each path. Under this
modified model, the discrete-time channel impulse response h[n] at the time instant
n is given by

L-1
hin] = wd(nTs — 1 + 1) (3.1)
I=0
where «; denotes the channel gain of the /th path and is simply the summation of
ar . The time delay of the lth path is denoted as 7; and 1; represents the time delay
compensation of the /th path.

To summarize, by using transmit multi-antenna directivity, power is focused in the
direction of dominant paths, and time delay on each path is compensated by time-
shifted beams. We achieve a flat channel over a wide bandwidth with the guarantee
of sufficient resolution in terms of time delay compensation.

3.1.1.2 Beam Steering

We assume a uniform linear array (ULA) at both the access point and the user side,
each consisting of identical antenna elements. At the access point side, a large antenna
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Figure 3.2: Block diagram of a large mmWave system employing hybrid beamform-
ing and time-delay compensation

array is divided into L linear subarrays. Here, the concept of beam steering is applied
to achieve high directionality. Shifting the radio-frequency phase is a very practical
and feasible approach for achieving beam steering, especially considering the low-
power consumption and low-complexity structure for 60 GHz compliant devices. To
obtain the best weighting vectors for the transmitter antennas, we choose a uniform-
weighing based codebook design [129]. The weighting vector is then described as

follows
27 Isin(Bae)
—j——md sin(0px
Wy = e A

The array factor now can be derived as

2T dein(o
]Amsm()

M—-1
AF(0) = ) wpe (3.2)
m=0

where d is the antenna spacing, A is the wavelength, M denotes the number of anten-
nas in each sub-array, and 6,y is the desired direction. Here 6,y can be set to the
direction of the dominated path, which is ¥, for different sub-arrays.

3.1.2 Capacity of Time-Delay Compensation based MIMO System

The following considerations focus on the realization of time delay compensation at
the access point side. Then we employ linear equalization at the user side to recover
the transmitted signal. The impact of time resolution of the time delay compensation
on the ergodic and outage capacity of the system [24,52] is also studied at the end of
this section.

3.1.2.1 RF Beamforming with Time-delay compensation

We consider a single user mmWave MIMO system, as shown in Fig. 3.2. The N; trans-
mitter antennas are partitioned into L subarrays. Analog phase shifters are used to
adjust the signal phase such that a constructive interference in the respective direction
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is obtained. Beam steering technique is employed to minimize the delay spread in re-
spective clusters, as well as help focus the power in the direction of dominant paths.
This further helps in reducing frequency selectivity and making the channel as flatten
as possible. The number of antennas in each subarray is denoted as M = [N;/L].
With larger antenna number M, narrower beams are obtained, which bring less delay
spread. Meanwhile, higher beamforming gain can be achieved.

The time delay on each path is compensated by time-shifted beams, as illustrated
in Fig. 3.2. The time delay compensation can be easily implemented by the input
buffer. Denote the time delay vector T as follows

T= [Tll"' s T, ITL]T

In order to reduce the implementation complexity, we consider the relative time
delay with reference to the first path in the cluster rather than the absolute time delay.
Then, via simple manipulations, we obtain

T:Tl_l_[O/fZ/"'/fl/"'/TL] (33)

where T, =171 — 1y with[ =2,..., L.
Now the quantized relative path delay can be defined as

T =round(%/Ts) - Ts (3.4)

Obviously, the precision of the buffer is related to the sample duration T;. It is
noteworthy that the use of interpolation is avoided due to its higher complexity and
being out of the scope of this article. The quantization error vector is calculated by

TL,=1T—1 (3.5)

A flatter channel is generated as the quantization error 7, decreases. In this way,
time-delay compensation proves to be a more feasible method to avoid frequency
selectivity.

3.1.2.2 Zero-padded Block Transmission System and Linear Equalization

To mitigate the effects of frequency-selective channels, we consider point-to-point
wireless zero-padded block transmissions over time-flat but frequency-selective fad-
ing channels. It is clear that the frequency selectivity of the equivalent channel de-
pends on the time resolution of the buffer. Defining the maximum delay spread as

Tmax := max{7}, the maximum channel order is then given by L := [Tyax/Tsym|.
Here a MIMO system with N; transmitter antennas and N, receiving antennas is
built. The information bearing sequence is grouped into blocks x(n) = [x(Mcn +

1), ..., x(Mcn + M.)]T of size M., where n denotes the block index and M. denotes
the block size. As a compensation for the inter block interference (IBI), My zeros are
padded to each information block to obtain transmitted blocks of size M, = M. + My.
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Collecting the N, received symbol blocks corresponding to all received antennas, the
output can be expressed as follows

L N

y(n) = Z Z H"x(n) 4+ v(n) (3.6)

i=1 j=1
where H("/) is a M, x M, circulant matrix with first column
h = [h;(1),- -, hi;(£),0,---,0]" (3.7)

and the additive white Gaussian noise (AWGN) with variance ¢21 is denoted as v(n).
IBI is completely removed under the constraint My > L. Assuming that perfect
channel state information is available at the receiver and omitting the block index n
in (3.6) for notational simplicity. We now consider a minimum mean square error
(MMSE) equalization for our model to recover the transmitted signal. The MMSE

equalizer is given as
Gumse = HF(HHY 4 ¢21) 7! (3.8)

3.1.2.3 Capacity derivation

Suppose P denotes the total transmit power per block, and equal transmit power
allocation is employed, the channel capacity averaged over the random channel H is
defined as follows

1 Po H .
Co = EE[log det(Ip, + U—%HH )] bits/s/Hz (3.9)

where Py = is the normalized power.

P
M, L
Now the correlation matrix is defined as follows

R;, = E[hh'] (3.10)

Let A times the wavelength be the spacing between the antenna elements and 7,
be the delay spread quantization error, R, can be further expressed as

R, = E(A,T) (3.11)

Note that we have absorbed the delay spread quantization error, depending on
power delay profile and sample duration of the buffer, of the channel into the cor-
relation matrix. By factoring the M; x M, correlation matrix R;, according to R;, =
R}l/ ZR}/ 2 the channel matrix H can be expressed as [64]

H =R;/’Hg (3.12)
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where the H is the uncorrelated M, x M; matrix with independently Gaussian dis-
tributed CN(0,1) entries. Taking into account the correlation matrix Ry, the ergodic
capacity [74] is obtained as

C, = MLE[log det(IMb + %RhHGHg)] bits/s/Hz (3.13)
b n

M, when at a large scale, follows the law of large numbers, namely 1/ M,HcHY —
I, [117]. Hence, in the large M, limit, we get
PoMy,

1
Co = ME[IOg det(IMb + 2

R;,)] Dbits/s/Hz (3.14)
b n

Since the distribution of quantized delay spread error can not be determined, its
impact on the ergodic capacity and outage capacity can just be validated by Monte
Carlo simulations. The results will be illustrated in section 3.1.3.

3.1.3 Performance Evaluation

The proposed technique of time delay compensation (TDC) is validated in this section
by means of the simulation results. Consider a wireless transceiver system operating
at 60 GHz in an indoor non-line-of-sight (NLOS) environment. For demonstration
purposes, the total transmit power per block is assumed to normalize to unity with
P =1, and a rectangular 16-QAM modulation with Gray mapping is used. As men-
tioned earlier, the channel realization H is assumed to be perfectly known at both the
transmitter and receiver side. In addition, each channel impulse response is gener-
ated using the 60 GHz NLOS multipath channel model for the residential scenario
CM2.3 [124].

3.1.3.1 Buffer Length

Fig.3.3 depicts a cumulative graph describing the probability distribution of the re-
lative time delay. Based on this distribution, the buffer length can be defined as
Ly := |1/ Ts|, where T; is the sample duration of the buffer. It is observed that the
probability that the relative time delay is less than 50 ns is 0.8 and that it is less than
100 ns is 0.96. According to Fig. 3.3, strictly considering the probability of 1, the min-
imum relative time delay is 150 ns. However, when the requirement is relaxed, for
example, 0.96, we can get the relative time delay to be 100 ns. And then, the length
of the buffer can be defined accordingly. The lower the buffer length, the lesser is
the complexity, and a trade-off is consequently observed between the complexity of
the buffer and the performance. In the following, the buffer length is defined to be
Ly, = 100ns/ Ts.
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Figure 3.3: The cumulative distribution function of the relative time delay for the
NLOS residential scenario CM2.3 [124].
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Figure 3.4: Example histogram of the ergodic capacity in bits/s/Hz in (a) the flat-
fading case and (b) the frequency-selective case.
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Figure 3.5: Outage probability of the outage capacity in bits/s/Hz in the flat-fading
case and the frequency-selective case.

3.1.3.2 Influence of delay spread on ergodic and outage capacity

The ergodic capacities are firstly considered for the case of flat fading channel as well
as frequency selective channel. As shown in Fig.3.4a and Fig.3.4b, the distribution of
the mutual information for the frequency selective case (£ = 12) is significantly more
concentrated around the mean as compared to the flat fading case. Additionally, the
ergodic capacity for the flat fading case is 4.16 bits/s/Hz at 12dB. It is higher than
the frequency selective case, which is 3.63 bits/s/Hz under the same system setting.
Therefore, the flat fading case offers an advantage over the frequency selective case in
terms of ergodic capacity.

In the next step, the impact of delay spread on the outage capacity of the system
is investigated. Under the same system setting, Fig.3.5 shows the outage probability
for channel order £ = 1 and 12 at an SNR of 12dB. It can be seen that for the mu-
tual information above 2.75 bits/s/Hz, the outage probability for flat fading case is
much lower than for the frequency selective case, probably due to the constructive
channel gain of different paths. However, for the mutual information lower than 2.75
bits/s/Hz, the outage probability for frequency selective case is slightly lower than
for the flat fading case. It may attribute to the decrease in spatial diversity. Such ob-
servations indicate that the flat fading channel obtained by time-delay compensation
has the advantage of both of the ergodic and outage capacity.

3.1.3.3 Influence of time resolution of the buffer on BER Performance

Here, the influence of resolution of the buffer has been analyzed on the BER perform-
ance of the system mentioned above with a different number of transmit antennas Nj.
In Fig.3.6, the effect of different sample duration of the buffer on the BER performance
is illustrated. Finite tap-length MMSE equalizer at the receiver side is employed to fix
the complexity at the user side for the purpose of fairness comparison. It is clearly
shown in Fig.3.6 that decreasing the resolution of the buffer has an adverse effect on
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Figure 3.6: Average uncoded BER of a MIMO system with various resolution of the
buffer and different number of antennas at access point side with finite
tap-length MMSE equalizer.

the BER performance. As depicted in Fig.3.6a, for one-tap MMSE equalizer when the
sample duration equals the symbol duration, the BER performance is comparable to
that when the sample duration equals 0.1T;y,;, but as we increase the sample duration,
the performance becomes worse, and eventually, the data cannot be recovered.

Now, the influence of the tap-length of the MMSE equalizer on the BER perform-
ance is studied. As observed from Fig.3.6a and Fig.3.6b, increasing the number of taps
of the MMSE equalizer results in better BER performance even at a lower resolution
which implies lower complexity at the transmitter side. Therefore, as the complexity
at the receiver side is increased, it reduces the complexity at the transmitter side and
vice versa. It is also demonstrated that the BER performance in frequency selective
case highly depends on the tap-length of MMSE equalizer.
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Figure 3.7: Block diagram of a large mmWave system employing hybrid beamform-
ing and time-delay compensation

For illustration purposes, we adopt a frequency selective channel, which is the
case where no time delay compensation has been applied as a benchmark for the
comparisons. It can be observed from Fig.3.6 that the BER performance is worse than
all the previous cases. Such high-frequency selectivity of the channel requires a high
number of taps at the equalizer for an acceptable BER performance. This supports our
proposal that time delay compensation makes the channel flat, reduces the receiver
complexity, and improves the system performance.

In addition, we assess the relation of the number of transmitter antennas N; and
the uncoded BER. As shown in Fig.3.6, as the number of antennas is increased, the
BER performance improves significantly. This is due to the fact that higher Nt has
higher beamforming gain.

3.2 Best Possible Beam Separation Algorithm

To flatten the fading channel over a wide bandwidth and maximize the capacity of the
proposed system, we propose a signal-to-interference ratio (SIR) constrained capacity
maximization algorithm to jointly design the precoder and combiner in this section.
On the one hand, to realize the effective TDC implementation for flattening the fading
channel, it is essential to achieve the best case beam separation. This leads us to the
optimization of RF beamforming at the transmitter side. Here we use the average
signal-to-interference ratio (SIR) as a performance measure to maintain the signal
quality for each beam. The implementation of this SIR constrained RF beamforming
design is twofold, namely path selection and RF beamforming design. On the other
hand, after obtaining the flattened fading channel, the optimization of the remaining
precoder and combiner is formulated based on the capacity maximization criterion
under a total transmit power constraint. Finally, we validate the efficiency of the
proposed strategy via simulations and comparisons with the full digital case.

3.2.1 System Model

The classical single-user MIMO system model is as illustrated in Fig. 3.7. It shows
an access point (AP) with N; antennas communicating Ns data streams to a user with
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N, antennas. The focus of this section will be put on the downlink transmission. The
data streams are preprocessed by an Nj, x N; baseband precoder Wy,. At last, N,
flat beams are obtained. The N, flat beams are time-shifted by the input buffer and
then processed by an N¢ x N, RF precoder, W, ;. With efficient TDC and RF domain
beamforming, the equivalent flattened fading channel can be expressed as follows

H = Agdiag(a)AT'W, (3.15)

NNy
L
paths after path selection. Note that N, does not need to be constant rather than be
optimized and equals to the number of survived path. The matrice Ag contains the
user side array response vector with Ar = [a,(¢1),...,a,(¢;),...,a,(¢;)] while Ay
represents the AP side with At = [a;(01),...,a:(0)),...,a:(01)].

The discrete-time transmitted signal is then

where &« = laq,...,a,...,a;] and where L represents the number of survived

x = HWp,s (3.16)

where s is the N; x 1 vector of transmitted symbols such that E[ss] = (P,/N;)Iy,,
and the total transmit power is denoted as P,. Since the RF beamforming is imple-
mented using only analog phase shifters, we assume [W,¢(m,1)[* = M, L. The total
power constraint is enforced by normalizing Wy, such that ||[W, Wy, |2 = Ns.

The received signal at the user side is first combined in the RF domain employing
the N x N, combining matrix Z,s followed by an N; x N}, baseband combiner Z;,,.
The constraints on the entries of RF combiner Z, are similar to the RF precoder. If
Z = Zy,Z,y, the received signal after processing can be then written as

8 = ZHW,s + Zn (3.17)

where n denotes the N, x 1 noise vector of i.i.d. CN(0,Ryy). Ry = O%INr stands
for the noise covariance matrix. In this section, we assume that the channel state
information (CSI) is perfectly known at both the transmitter and receiver. In addition,
we implicitly assume perfect synchronization. In literature, mmWave-specific channel
estimation has been proposed [14]. The important channel parameters such as AoDs,
AoAs, time dalay and path loss can be estimated by sparse channel estimation.

3.2.1.1 Some Basics of RF Domain Beamforming

MmWave channels are expected to have limited scattering while the paths emanating
from the same cluster suffer smaller delay differences. Let L be the number of clusters.
The number of clusters L gives an indication of the number of dominant paths. Our
model assumes that there are L significant clusters, and the intra-cluster delay spread
is minimal. Fundamentally, however, micro delay variations are introduced by the
local scatterers in the cluster. Beam steering can then be employed, which focuses the
power in the direction of the dominant path and further reduces the delay variations.
The narrower the resultant beam is, the lesser the delay spread in each cluster will
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appear. Each cluster after beam steering can be considered to be frequency flat over a
wide bandwidth. Hence we consider that there is one dominant path in each cluster
since all the rays in a cluster constructively add the channel gain of the Ith cluster.
The most widely used modified Saleh-Valenzuela (S-V) model for channel model-
ing at 60 GHz [55,96] is considered here. Under this model, the N; x N; dimensional
frequency-selective MIMO channel between the AP and the user can be defined as

L
H = /S qan(gnal (0)8( — ) 3.18)
I=1

where a; is the complex gain of the /th path which follows the log-normal distribution
with E[|a;|?] = &, and ¢ and 6; are the angles of arrival and departure (AoAs/AoDs)
of the /th dominant path respectively. The array response vectors of the uniform
linear arrays can be denoted as a,(¢;) € CN~*! for the receiver and a;(6;) € CN*!
for the transmitter. A Laplacian distribution with uniformly distributed mean over
[—7, ) and angular standard deviation of 045 is used to model AoAs and AoDs. In
this section, a non-line-of-sight (NLOS) channel model for the residential scenario is
applied based on the measurements by IEEE task group 802.15.3c [124].

The symbol duration Ty, is much smaller (e.g. 1ns) than the inter-cluster root
mean square (RMS) delay spread in ultra high throughput systems. Thus there is sig-
nificant frequency selectivity in the channel, which makes it important to implement
time delay compensation in such a way that the beams are time shifted with the help
of an input buffer. This modification leads to the discrete channel matrix given by

L
H =/ S wa (gn)al (0)5(¢ — 71+ 1) (3.19)
=1

where 7; denotes the time delay compensation of the /th path, which is a quantized
value given by 1; = k; - T, where Tj, is the sample duration of the buffer and k; is an
integer. The efficiency of the time delay compensation is validated in [107]. Employing
even just a one-tap MMSE equalizer at the user side, comparable BER performance to
the flattened fading case can be achieved when the sample buffer duration is equal or
less than the symbol duration which is not a challenge for hardware implementation
at 60 GHz.

Before introducing the RF domain beamforming design, some basics involved
would be firstly clarified. Here we use the term beamforming more classically to refer
to a steered beam, as described in Fig. 3.8. The high propagation loss at 60 GHz makes
it necessary to obtain highly directional antenna patterns. In order to achieve efficient
TDC, separation of individual rays at transmitter as well as receiver is required. Thus
beamforming can be employed at both sides to achieve proper beam separation in the
respective dominant paths.
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Figure 3.8: An example beam patterns with AoDs 60, € [0y,...,0s]. The individual
antenna patterns pointing in four different AoDs are normalized to 1.
Subplots show the beam patterns for various number of transmitter an-
tennas. Higher antenna employed, narrower beamwidth.

Suppose that the antennas in uniform linear array (ULA) are all identical and that
the coupling effects among antennas can be neglected. By the antenna array theory,
the RF array factor (RAF) for the /th dominant path is thus expressed as

M A sind)
—(m— Sin
AFH(0) = E wine] A (3.20)
m=1

where d is the antenna spacing which is set to d = % = 2.5 mm, A is the wavelength
and M; denotes the number of active antennas for the /th beam.
Given the target direction 6; for the /th dominant path, ideally, we can set
271

win _ e— T(m—l)dsin(ﬂl) (3.21)

to maximize AF'(0) in the direction of 6;, which allows us to steer the main beam
of (3.20) so that it points in the desired directions. These w!, form the elements of
the beamforming matrix W, ¢ of order N; x Ny, if the Ith output of the BB processing
module is routed to the mth antenna m € Qp,. Otherwise W,¢(m,I) = 0. Here, N,
denotes the number of flat beams.

As illustrated in Fig. 3.7, all the phase shifted data streams are combined and
distributed through all the transmitting antennas via L dominant paths by the RF
beamformer. The side lobes and grating lobes of beam patterns affect each other
by introducing interference in the other beam patterns. The whole array factor after
combination can then be expressed as

Mo, L jz—n(m—l)dsin(e)
AF(0) = ( wfﬂ)e A (3.22)
et

m=1
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In Fig 3.8, different dominant paths are illustrated by means of normalized RAFs
[AF(0)]
maxg | AF(6)|
individual antenna patterns pointing in four different AoDs are depicted in the fig-
ure each represented with the help of different colors. The summation of all these
paths, ie. AF(6) is represented by the pattern with green color. The difference
between summation and the respective individual patterns depicts the interference in
that particular path. As it can be observed, the beams become narrower with increas-
ing number of antennas and leads to a reduction of interference. Thus better beam

separation can be obtained with a higher number of antennas.

To obtain a high SIR, there needs to be minimum interference from all the other
dominant paths in the corresponding path, which is obtained for a suitable value of
M;. Another important factor that needs to be considered is beam spacing. We can
say that if beam spacing is very small for a particular set of beams, then they tend to
interfere more with each other. In such cases, more processing of these corresponding
beams needs to be done, as opposed to the sufficiently spaced beams. Given the
number of antennas at the transmitter side, path selection is necessary if the beam
spacing is too narrow to distinguish the individual beams. Therefore, the optimization
of W, to achieve the best beam separation depends on the dominant path selection,
and the optimization of the number of active antennas for the survived paths.

with L = 4 and different number of antennas Ny = 8, 32, 64. The

3.2.2 Best Possible Beam Separation Algorithm Design

The focus of this section is twofold, firstly, to achieve a flat fading channel and,
secondly, to maximize the capacity of the system. In order to flatten the frequency
selective fading channel, RF domain beamforming with TDC is employed, and to max-
imize the capacity of the system, digital baseband pre- and post-processing is used.
Best case beam separation is necessary in order to achieve a flat fading channel. In
this section, the average signal-to-interference ratio (SIR) is applied as a performance
metric to maintain the signal quality for each beam. Based on that, a SIR constrained
design has been proposed in this section to achieve the best possible beam separation.
As we know, the SIR of a particular beam is related to the number of antennas used.
In this design algorithm, we try to optimize the number of antennas to achieve the
best possible directivity and, at the same time, satisfy the SIR constraint.

3.2.2.1 Problem Formulation

As mentioned earlier, the optimization problem can be formulated based on the func-
tionality of different beamformers. RF domain beamforming with TDC is utilized
as the first step to flatten the frequency selective fading channel. Therefore RF pre-
coders W, and Z,f are designed to maximize the channel gain |[H||? under the SIR
constraint. The optimization problem can be expressed as

H||? 3.23
max || (3:23)
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st. §§>6, 1€9; (3.24)
Wt (m, 1) = wh, me Om,l €9
er(n,l) = 1 eVl n e on,,le9;
N;

2
where ¢, = —Tn(n — 1)dsin(¢;). The notation S; labels the SIR in the direction

of 0; and J denotes the SIR threshold in dB. After obtaining an effective flat fading
channel, we focus on maximizing the information rate of the system. The optimization
problem for the information rate achieved by this system can be formulated as

(ZHWy,)H (ZAW,,)
max Z = log, |1+
Wb Zpp &2 } (ZR,,ZH)

s.t. Tr(WyWH) <Py

| (3.25)

3.2.2.2 RF Domain Beamforming Design

The RF domain beamforming design is basically the design of the matrices W, ¢ and
Z,s. According to (3.20), the interference introduced by the /th beam on the kth beam,
represented by AF!(6;), is influenced by the number of active antennas M; for the
I[th beam. Now an attempt of optimizing the number of antennas is carried out in
order to meet the SIR constraint in the direction of each dominant path. The SIR in
the direction of 0; is denoted by

[dB] (3.26)

AF (6
S = 10log;, k:’L ( Z)L
> k=1jezt [AF(0))]

where the denominator denotes the interference introduced by all other beams in the
direction of 6;.

For illustrating the relation between the number of active antennas and the SIR,
Fig. 3.9 shows the SIR at beam spacing 6; = 5° or 10°. It is observed that large
number of antennas are required to distinguish between the beams for an extremely
small beam spacing. In the following, we present the optimization of number of active
antennas for each beam.

1) Initialization: The number of active antennas collected to form a set M for each
beam is initialized to N;, i.e. M; = N;, | € Q;. Let L denote the number of survived
paths. Based on M, we calculate all the S; from (3.26) and no further processing is
needed in the current channel realization if the constraint in (3.24) is satisfied.

According to (3.26) and (3.24), we can derive the following inequality

k=L

> JAFEG)] <
k=1 k£l 10

|
[AF @] (fl ) (3.27)
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Figure 3.9: Relation between the number of active antenna M and the beam spacing
fs, where the target direction 0,,,, = 0°. For the case @), the number of
antennas N; = 16, beam spacing 0; = 5° and SIR threshold § = 15 [dB].

(AT (6)]

Thus the upper bound for the interference is represented by ————. Each element
1010

AFX(6;) is weighted against the above mentioned constraint. When the interference is

observed to be greater than the threshold, the corresponding index pairs are collected

into a set as follows

AF (0
kZeQDMme|>L—4#ﬂ}

Acon 2 {(k,l)
k+#1 1010

2) Path Selection: Path selection needs to be proceeded after identifying Acon.
It is nothing but path elimination and is carried out based on the individual path
gains. Thus, the first step here is to arrange the path gains in a descending order. This
process is called sorting of the path gains. Obviously priority is given to the paths
with higher path gains.

Phase 1 - Compulsory Path Removal: The SIR depends on the number of antennas
as well as the beam spacing. In the case, if beam spacing is too narrow and also the
number of antennas is not large enough, the SIR threshold can never be achieved for
such small N; even if the number of antennas is changed. This case is similar to the
case @ shown in Fig. 3.9.

Here, we consider a vector F in which the indices of the paths are stored in a
descending order respective of their path gains. Depending on whether F;, namely
the ith element in F, is included in the set Ao, the following cases are observed.

e Ifitis observed that F; =, i.e. [ is also included in the non-empty set Acon, then
all the paths introducing intolerable interference on F; are collected to form a

new set
A

Beon = { (6, F) o5, (k Fi) € Acon }
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And then the further processing for path selection is done. On the other hand,
if F; is not included in the non-empty set Acon, then we go to F; ;1 until F7 is
reached.

¢ We define the value SIR between two beams as

AF7i(0
“{M [dB] (3.28)
|AF (07,
The calculation of this for different values of number of active antennas as de-
picted in Fig. 3.9. As can be observed from the figure, if

max {S(k,f,- } <0 (3.29)

) ’M:{4,...,Nt}
the threshold can never be met. Therefore, from the paths k and F;, the path
with the lower path gain, i.e. path k is dropped.

* By clearing out all the dropped paths, the sets Acon, F, L and M are updated.
Then we go to the next iteration F; 1.

Phase 2 - Selective Path Removal: From (3.26) we find that §; depends on the set
of number of active antennas for all the survived paths after phase 1. Then if an
exhaustive search optimization algorithm is employed, it makes complexity of the
algorithm intolerable and thus we consider a new metric as substitute, S‘l, which is

[AF!(61)]

S =10 log,) ——
1kt AT (00)]

[dB] (3.30)

where the denominator denotes the interference introduced by the /th path on all the
other paths. Here, S; depends solely on M; and not the entire set and M reduces
the algorithm complexity. The aim is to determine M; in order to minimize this
interference and thus maximize S;. Then S; is calculated from (3.26) according to the
updated set M. For the paths which do not fulfill the constraint in (3.24), the set can
be determined as

LE{I|1€9,8 <6}

e If it is observed that F; = [, i.e. [ is also included in the non-empty set £, we
proceed to path removal based on the interference introduced by all the beams i,
with path gains #; < «; on the /th path. On the other hand, if F; is not included
in the non-empty set £, we go to F;; until F7 is reached.

¢ For all the beams i which satisfy the interference bound when the ith beam is
not considered, a set can be expressed as

CA{i

k=L !
leL, Y |AFN6) g%
wi<ay k=1 k4L 1010
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The path with the lowest path gain is removed in the case of a non-empty set.
Otherwise, we discard the weakest path from the set F.

e With the help of all eliminated paths, the sets F, L and M are updated. Then
the next iteration F; 1 is executed.

The process in Phase 2 is repeated until we obtain a set M which maximizes S
and makes S; as well as | € Q; satisfy the SIR constraint.

3) RF Domain Beamforming Optimization: The set M, obtained in the previous
part, maximizes Syand | € Q;. In this section, a set ;, which consists of all the
possible M; satisfying the constraint, $; > 4, is firstly obtained. Denote the length

of O; as Nj, then there are N = HZL:1 N; candidate sets of M which fulfill $; > .
All the candidate sets of M are listed in C¢ and arranged in descending order of the
summations of M, with the motivation here being the maximization of number of
antennas to improve the transmitter diversity.

¢ For a candidate set Cé, the optimum set M, = Cé can be achieved if S§; > ¢ is
satisfied.

e Otherwise, we move on to the next iteration Cé“.

3.2.2.3 Baseband Beamforming Design

The optimization problem (3.25) can be solved according to the well known water-
tilling solution. The closed form solution of Wy, and Z is given by [112]. The optimum
combiner Z,,; is given by the flattened channel’s left singular vectors. According to
Z,s, the optimization of Zy, can be formulated as

Zyp = argmin |1 Zopt — ZipZrf |17 (3.31)
bb

The solution of this least squares problem is

Zyy = ZopZyj(ZiZyy) ! (3.32)

3.2.3 Performance Evaluation

In this section, the efficiency of our proposed algorithm is validated by means of de-
coding performance, i.e., the frame error rate (FER). Here we employ the standard
soft-input soft-output maximum a-posteriori (MAP) demapper and decoder. A wire-
less transceiver system operating at 60 GHz is set up in an indoor non-line-of-sight
(NLOS) environment. For demonstration purposes, it is assumed that the total trans-
mits power across all transmit antennas is normalized to unity with Py = 1. Without
specific mention, the default system parameters are as follows: the code rate is set to
rc = 2/3, LDPC code, and a rectangular 16-QAM modulation with Gray mapping are
employed for the transmission [87]. As mentioned earlier, each channel realization is
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Figure 3.10: The CDFs of the number of survived paths under various number of
antennas and SIR threshold.

generated using the 60 GHz NLOS multipath channel model for the residential scen-
ario CM2.3 [124]. In addition, the channel realization H is assumed to keep invariant
during one codeword transmission.

Fig. 3.10 depicts the dependence of the cumulative distribution functions (CDF)
of the number of survived paths L on the number of transmit antennas N; and the
SIR threshold é. It can be observed from the figures that the number of survived
paths L is proportional to the value of N;. As we know, the larger the N; is, the
narrower the beam can be formed, and lesser interference is introduced in the other
directions. Thus it can be noted that with the increasing number of antennas, the
curve shifts towards the right side, representing the survival of more paths, i.e., higher
L. Another factor influencing the probability of L is the SIR threshold 6. A lower
threshold indicates which is easier to be met leads to the survival of more paths as a
consequence. As shown in Fig. 3.10, the curve shifts towards the right, indicating a
higher L as the SIR threshold decreases.

The effect of the SIR threshold on the decoding performance, i.e., FER, and the av-
erage survived paths, Ly, is illustrated in Fig. 3.11,where different plots with various
number of transmitter antennas N;, are depicted. As it can be observed, the average
number of survived paths is reduced with the increase of the threshold, since the
tolerance for beam spacing is reduced to meet such high performance metric. Ow-
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Figure 3.11: The effect of SIR threshold on FER and average number of survived
paths where the codeword length is 576, N, = 16, N; = 2 and the
SNR for N} = 16,32 is @ 2 dB and for N; = 48,64 is @ —2 dB for
demonstration purpose.

ing to this, there is a degradation in channel gain, which further increases the FER.
Moreover, this also results in the reduction of freedom of the channel, which further
leads to lower data rates. On the other hand, increasing the SIR threshold can achieve
higher received SNR and significant reduction in the frequency selectivity, with which
the equalization complexity at the user side can be reduced. While the threshold is
high enough, the frequency selectivity becomes negligible, and therefore the equalizer
becomes unnecessary.

Considering another perspective, the gain on each subchannel is higher as the
threshold raises. As a consequence of the increased capacity, higher-order modula-
tion can be employed. This then results in an enhancement of the overall data rate.
However, as previously mentioned, increasing the threshold reduces the channel rank
and further the data rate. The overall effect is that the data rate is reduced with an
increase of 6, which is demonstrated in Fig. 3.12.
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Figure 3.12: The effect of SIR threshold on the information rate in a 16 x 16 MIMO
system, where the number of date streams N; = 2.

To conclude, a trade-off between the performance of the system, i.e., the data rates
and the complexity of the equalizer, should be observed, aiming at the setting of the
SIR threshold based on the system requirements.

3.3 Summary

In this chapter, we have proposed the TDC technology to mitigate the severe fre-
quency selectivity effects at the 60 GHz band. The simulation results indicate that
the approximate flat fading channel obtained by TDC has advantages for both the
ergodic and outage capacity. Even just one-tap MMSE equalizer employed at the user
side can achieve comparable BER performance to the flattened fading case when the
sample duration is equal to or less than the symbol rate, which is not a challenge for
hardware implementation at 60 GHz. This performance evaluation supports our pro-
posal that TDC makes the channel flat, reduces the receiver complexity, and improves
the system performance. Meanwhile, in order to achieve a flat fading channel, the
best possible beam separation is necessary. A SIR constrained capacity maximization
algorithm has been proposed, devoted to a joint design of the precoder and combiner,
which is implemented with a two-fold aim of flattening the channel and maximizing
the capacity. Numerical results to evaluate the performance of the proposed system,
i.e., hybrid beamforming with TDC, have also been presented in terms of the FER and
information rate.
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Chapter 4

Performance Analysis on Hybrid
Beamforming Approach

In this chapter, the investigation of PHY layer parameters and algorithms on the hy-
brid beamforming approach proposed in Chapter 3 has been performed. Digital
baseband processing is a broad topic that includes many signals processing func-
tionality modules such as baseband modulation schemes, channel estimation, MIMO
pre-/post-processing, forward error correction, interleaving, and convolutional code.
In this thesis, we mainly focus on MIMO pre-/post-processing, channel estimation,
and equalization for large scale MIMO systems.

To obtain the maximum information rate, in Section 4.1, we propose a joint design
of digital baseband pre- and post-processing based on a weighted minimum mean
square error (MMSE) criterion under a transmit power constraint. Further, the optim-
ization in the RF domain is specified into three criteria by taking various error weights
into account. For ease of hardware implementation, we also develop a transceiver
with lower complexity where pre-processing in the RF domain after up-conversion is
implemented merely using analog phase shifters.

While employing such large antenna arrays, it becomes challenging to estimate
the mmWave channel using conventional algorithms. In Section 4.2, we develop two
novel multi-resolution mmWave channel estimation algorithms that exploit two di-
mensional discrete Fourier transform (DFT) technique inspired by the sparse nature
of the mmWave channel. The proposed algorithms take into account practical radio
frequency (RF) hardware limitations and computational complexity reduction during
the training phases.

Due to broad bandwidth at 60GHz, the channel suffers severe frequency selectiv-
ity, making equalization much more complicated for SC modulation. To reduce the
power consumption and the complexity of equalizer at the user side, we consider
SC systems and try to make channels flat over a wide bandwidth. In Section 4.3,
we propose two frequency selective hybrid precoding solutions, namely time delay
compensation (TDC) based time-domain equalization (TDE) and phase shift com-
pensation (PSC) based frequency domain equalization (FDE). First, we implement
sectorized beamforming in the RF domain to compensate for the large path-loss at
mmWave range and reduce the intra-cluster delay spread. Here, the RF precoder is
assumed to be frequency flat during one block transmission due to the independ-
ence of RF precoder design on the time delay spread. Subsequently, adopting TDC
for TDE and PSC for FDE in digital baseband to reduce frequency selectivity, the
baseband precoder is designed to maximize the achievable capacity given in Section
4.1.

45
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The results presented in the chapter have been published in part by the author
in [22,56,105,109,111-113].

4.1 Joint Pre-/Post-Processing Design

In mmWave systems, the small wavelength enables pre-processing, exploiting large
antenna arrays to provide the required gain [11]. Generally, in traditional microwave
systems, pre-processing is done at the digital baseband. However, the cost and power
consumption of a radio frequency (RF) chain, which translates RF and digital base-
band, is too high for each antenna element to afford. This hardware limitation places
additional constraints on pre-processing design. Therefore, we use hybrid spatial pro-
cessing architecture within which the number of RF chains is lower than the number
of antenna elements. There are two kinds of common structures: fully-connected
structure and array-of-subarray structure.

Fully-connected structure: For the fully-connected structure in Fig. 4.1, each RF
chain is connected to all antennas [18]. In order to decrease the system’s complexity,
a low complexity structure is defined in the following chapter, where the beam pat-
tern is generated only by the phase shifter other than adjusting both the amplitude
and phase of the signal. In this chapter, we employ a fully-connected structure with
high complexity, which can achieve an optimal capacity, only as a benchmark for
performance comparison.

Array-of-subarray structure: As shown in Fig. 4.2, the array-of-subarray structure
is more practical for the antenna deployment of the base station in the 3G and 4G LTE
systems [41], where each RF chain is generally connected to an antenna array [40].
The subarray antenna element spacing is assumed to be smaller than the wavelength.
Thus there exists a high level of antenna correlation. We further assume the space
between adjacent subarrays is much larger than the wavelength so that the channels
of different subarrays are independent. In addition, the distance from any user to the
AP is assumed to be much larger than the spaces among different subarrays. The
complexity of the array-of-subarray structure is much reduced compared to the fully-
connected structure, also, by only using the phase shifter as given in Fig. 4.2 instead
of the combining of the phase shifter and PA can further decrease the complexity of
the system, which is more realistic for mmWave systems.

4.1.1 Fully-connected Structure
4.1.1.1 System Model

In this section, we construct a mmWave system model under a single-user scenario

with digital baseband pre-processing followed by constrained RF pre-processing.
Our single user mmWave MIMO system model is presented in Fig. 4.1. The input

bit streams are coded and modulated to generate N; parallel data streams launched

through N; transmit antennas. N s RE chains are employed at the transmitter side
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Figure 4.1: Block diagram of a large millimeter wave hybrid spatial processing sys-
tem

with Ng < Nj; < Ni. The symbol vector s is processed by the N x N; digital
baseband pre-processing Wy, followed by the N; x N! f RF pre-processing W, .

For a MIMO flat fading channel, the received signal is
y = HerWbbs +n 4.1)

where y is the N, x 1 received vector, H represents the N, x N; channel matrix and
n stands for the N, x 1 noise vector of i.i.d. CN'(0,R;;). In addition, Ry, = o2Iy, is
noise covariance matrix. In order to simplify the optimization problem, we impose
Wchr F= IN;J,- In this manner, the total power constraint is Tr(WbleIfb) < Py, where

Py is the total available transmitter power. In this thesis, we implicitly assume perfect
synchronization. Moreover, we assume that

E(ss) =1, E(sn'l) =0 (4.2)

Note that for simplicity of analysis, we have assumed uncorrelated input sources,
each normalized to unit power and N; < rank(H). Besides, we assume that chan-
nel state information (CSI) is known to both the transmitter and receiver. Although
large antenna arrays are employed, CSI can still be acquisited smoothly by certain
strategies, such as channel estimation based on reciprocity in time division duplex
(TDD) systems.

The receiver is equipped with NJ ¢ RF chains that are used to receive Ns data
streams with N; < Nr’ £ < N;. The processed signal is

§ = ZpyGWyps + ZppZ,fm (4.3)

where G represents the equivalent digital MIMO channel of size N £ X Nt y which
is given by G = Z,(HW,¢. Z,f is the N} 5 X N, RF post-processing matrix and Zj,

denotes the Ns x Ny, digital baseband post-processing matrix.



48 Chapter 4. Performance Analysis on Hybrid Beamforming Approach

At the mmWave carrier frequency, the high path loss leads to limited spatial se-
lectivity, and signal propagations may exhibit intensive multipath trajectories phe-
nomenon. Meanwhile, tightly packed large antenna arrays lead to higher antenna
correlation. Therefore, the Rayleigh model is not suitable anymore. Instead, we con-
sider the most popular channel model based on the modified Saleh-Valenzuela (S-V)
Model in mmWave channel modeling [55,96,104]. The impulse response of the chan-
nel is considered as

L—1 Kl—l

h(t,g) =D 0> ad(t— T — 1c1)d(p — 1 — Pes) (4.4)

I=0 k=0

where L is the number of clusters and K; is the number of multipath components
in the Ith cluster. The parameter aj; represents multipath gain coefficient of the
kth multipath component in the /th cluster, which follows a log-normal distribution.
T; denotes arrival time of the first ray in the Ith cluster and 7i; is delay of the kth
multipath component within the /th cluster relative to the first path arrival time Tj.
The mean angle of arrival of Ith cluster ¥, is characterized by a uniform distribution
U[0,27t). Then, within the active range of each cluster, the multipath component
arrival angle ;. ; follows a zero mean Laplacian distribution with a standard deviation
oG [96] )

p(Pr1) = N

For simplicity of elaboration, we employ the N-element uniform linear array (ULA)
in the following analysis. The array factor can be expressed by [20]

exp(—|v24y,/0c)) (4.5)

N-1

AULA(g) = Z exp(j2rndsin(¢)/A) (4.6)

n=0

where d is the element spacing distance while A represents the wavelength. And ¢
corresponds to the polar angle with respect to x-axis since the antenna elements are
located along y-axis.

The IEEE task group 802.15.3c has developed a channel model for a variaty of
indoor scenarios. Our emphasis of this section would be laid on the non-line-of-sight
(NLOS) channel model for the residential scenario [121].

41.1.2 Problem Formulation

In this section, we specify three criteria which help to optimize the pre-processing
matrices Wy, W, ¢ and post-processing matrices Zy;, Z, . To simplify this optimization
problem, we first derive a closed-form expression for digital baseband pre-processing
and post-processing with a weighted MMSE criterion [28,80,81], under a constraint of
certain total transmit power across all transmit antennas. Secondly, the optimization
in RF domain is performed based on three criteria sorted by various error weights:
1) maximum information rate (MIR); 2) unweighted MMSE criterion; 3) SNR based
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criterion (we show how to achieve any set of relative SNRs across subchannels). After-
ward, with the help of the front-end phase rotation technique [68], a low complexity
transceiver is attained so that the realization complexity accompanying the product
costs are decreased.

As mentioned earlier, G has been treated as an equivalent channel matrix. There-
fore, our first aim is to derive the baseband pre-processing and post-processing matri-
ces Wy, and Zy,, respectively. The error vector is given by

e=s—8=s— (Z,;;GWps + beern) 4.7)

According to e, the weighted combination of symbol estimation errors can be rep-
resented by E[efY"1/2Y1/2¢], where Y!/? is the N; x N, square root of a diagonal
positive definite error weight matrix Y. Now, we denote the objective function as

{(Wpp, Zyp) = E[efYH1/2y1/2¢] (4.8)
= Tr[YRee(Wpp, Zpp)]

where R, (Wyyp, Zyy) is the error covariance matrix. Based on (4.7) and the assumption
listed in (4.2), we can modify the error covariance matrix into

Ree (Wi, Zyy,) =(ZpyGWyp — 1) (Zy, GWy, — 1) H
+ beRnanP{, 4.9)

where R, = erR,mZﬂ. To obtain (W, Zy;), we have used the fact that a = Tr(a)

for scalar 4, Tr(AB) = Tr(BA), and the linearity of the expectation (E) and the trace
operators.
The optimization problem can be concluded by

min ((Wyy, Z 410
Wberbbg( vbr Zp) (4.10)

s.t. Tr(Wy WHY < Py

where the optimal solutions Wy, and Z;;, are shown in [80,81] respectively.

4.1.1.3 Joint Pre- and Post-Processing Design

To describe the optimum Wy, and Z,, eigenvalue decomposition (ED) is applied to
G'R;,!G and the conduction is presented by

A0

GHR, IG = (V V) <0 M

) (v V)H (4.11)
where V is an orthogonal matrix of size N rt X N; which is constructed from the first N

columns of singular vector matrix and A is a diagonal matrix in which the N; eigen-
values are located on the diagonal following a decreasing order. A contains the zero



50 Chapter 4. Performance Analysis on Hybrid Beamforming Approach

eigenvalues. Note that we assume N; = rank(G). For the case when N; < rank(G),
it is likely that eigenmode transmission is still optimum. In this circumstance, the
power is allocated to only those Ns eigenmodes.

Lemma 1. The optimum Wy, and Zy, minimizing (4.8) is given by [81]
Wy, = VO, (4.12)
Zy, = ®,VIGHR, ] (4.13)
where @ ¢ and @, are diagonal matrices given by
o = (V2 12y12 A_l)}l—/z (4.14)
‘I)w — (‘ul/ZA—l/zY—l/Z_‘l/lA—lY—l)}'_/ZA—l/Z (415)
The Lagrange multiplier is given by

1 Tr(A—l/ZYl/Z)

= Pyt Tr(A ) (4.16)

Proof. See [81]. O

By choosing an appropriate error weight matrix Y, we can obtain different Wy, and
Zy, corresponding to different applications. While the error weight matrix Y = A, the
maximization of information rate could be achieved. While the error weight matrix
Y = I, we obtain the jointly optimal linear pre-processing and post-processing that
minimize the sum of symbol estimation errors, namely MMSE. This design criterion
is well known in literature [85]. It is also possible to choose different error weight
matrix Y to obtain specific relative SNRs on each subchannel. A comprehensive de-
scription for these design criteria and the optimization of RF matrices W, and Z,¢
are presented in the following subsections.

Maximum Information Rate Criterion: We aim at maximizing the information
rate by using layered pre-processing Wy, and W, . The information rate is denoted
by Z and equal to

T =1og, ([N, + (ZpGWyp) " (ZepRunZfy) (4.17)
(ZpGWip)|) (4.18)

Based on Lemma 1, the optimum pre-processing and post-processing diagonalize the

equivalent channel matrix G into eigenmodes for any set of error weight Y. More
specifically, we can get

Zy,GWyp = @ APy (4.19)

Zy R, ZH = @2 A (4.20)
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The information rate thereby is changed to
T = log,(|Ty, + ®7A|) (4.21)

To achieve maximum information rate, ®; should be chosen according to the well-
known waterfilling solution [80,81,85]. While the error matrix Y = A, the ® obtained
from weighted MMSE design leads to the waterfilling solution given by

o - (P i oa)

So far, we have calculated the optimum values for Wy, and Z;;,. Now, we extend the
optimization problem to

(4.22)
+

max 7 = log, (‘ Po+ Tr(A_l)AD (4.23)

for the calculation of optimum matrices W, ¢ and Z,.

Maximizing the objective function (4.23) is a non-linear optimization problem. The
proposed work in [86] suggests that the optimization results presented by applying
determinant and trace are identical. Therefore, we propose to optimize the lower
bound of the information rate defined by the trace. For a real convex function ¢(x) =
1/x,x > 0, according to Jensen’s inequality, we have Tr(A_l) /n > n/Tr(A), where A
is a n X n diagonal matrix. Then, the following equation holds

PoTI‘(A)

Po+ Tr(A™1)
Tr(A) > 1 4.24
( N JTr(A) 2 1+ N, (424
Thus, the capacity maximization problem in (4.23) is simplified to
er}?sz Tr(A) (4.25)
with
Tr(A) = Tr(G"R,,;G) = Tr(W,{H"R,;HW,/) (4.26)

According to maximum property of Ky Fan Theorem [36], the optimum RF matrix
W, s is an isomorphic matrix containing the first N ! s eigenvectors of right singular
vector matrix of H. Note that Z,; can be an arbitrary invertible matrix since it does
not form a part of the expression for the maximum information rate given by (4.25).
For the sake of completeness, we can let Z,¢ be conjugate transpose of the matrix con-
taining the first N} 5 eigenvectors of the left singular vector matrix of channel matrix

H.
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Unweighted MMSE Criterion: As mentioned before, unweighted MMSE design
can be derived by setting error matrix Y = I. Based on Lemma 1, (4.19) and (4.20), the
error covariance matrix Re, in (4.9) can be modified to

Tr(A~Y/2)

R,, = A 1/2,1/2 — A1/2 4727
& B = Py (AT (427)

From (4.27), we derive one optimization criterion

Tr(AV2)
in T A2 4.28
o, e wa ) -

Given that Tr(AB) < Tr(A)Tr(B), where A and B are non-negative definite matrices,
the following equation holds

Tr(A~1/2) 1 Tr(A™1)

Tr(A~Y2) > 4.29
Pot Te(AT) TA ) 2 B R AT) (429)
Therefore, the optimization criterion can be modified to

min Tr(A™1) (4.30)

erlzrf

In line with minimum property of Ky Fan Theorem [36], the optimization of RF
matrices W, ¢ and Z,; obtains the same solutions as in maximum informaiton rate
criterion. It is noteworthy that minimizing the MSE does not specifically mean a re-
duction in the probability of error (PoE). The unweighted MMSE design improves the
overall system performance only by minimizing the sum of the symbol estimation
errors across all subchannels. Again, it does not guarantee that the MSE and SNR on
each subchannel is minimized. In contrast with maximum information rate criterion,
more power is allocated to the weaker eigenmodes in unweighted MMSE criterion.

SNR Based Criterion: Consider a MIMO spatial multiplexing system through
which independent data streams are transmitted on different subchannels. On one
hand, for fixed rate systems in which the transmission of data streams requires
identical modulation and coding strategy, all subchannels should have equal errors.
On the other hand, while a multimedia application simultaneously transmits diverse
types of information on multiple subchannels (e.g, videos typically require a higher
SNR than audios for successful transmission), individual subchannels should have
different SNRs. To satisfy the requirements of various applications, a SNR based
criterion should be derived.

The SNR matrix is defined as

I = (Zy,GWyp)H (Zyy RinZE ) 71 (Z1, GWy) (4.31)
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According to Lemma 1, (4.19) and (4.20), equation (4.31) can be simplified to

I =®3A (4.32)

Define a diagonal matrix S in which the element s;; corresponds to relative SNRs
across different subchannels with Zf\isl s;; = 1. From (4.32), we can obtain

I =Y/2u"12A12 _1=+8 (4.33)

where v > 0 is a scalar. Then the error weight matrix is given by
Y2 = (I+y8)A 2yl /2 (4.34)
Substituting this expression for Y!/2 into (4.16), we obtain

Po

Then, we can further derive another optimization criterion based on (4.33)

_ P
wax (1) = 1a1s)

Tr(S) (4.36)
Using the fact that Tr(AB) < Tr(A)Tr(B), we can derive a lower bound

P
Tr(A1S)

P
> A DTG
_ P

- Tr(ATY)

Tr(S) Tr(S) (4.37)

Now, the SNR based criterion can be reformed into

er}%f Tr(A™1) (4.38)

The optimum solutions W, and Z,; are the same as determined by equation
(4.30). Combined with the preceding analyses, it holds that the pre- and post-process-
ing in the RF domain are identical for all the criteria. Obviously, the contribution
of W, and Z,f to the hybrid system is to decouple the MIMO channel into eigen
subchannels. Therefore only the power allocations across the eigen subchannels which
are implemented in digital baseband need to be computed depending on the different
criterion.

4.1.1.4 Low Complexity Transceiver

So far we have extracted the optimum pre-processing Wy;,, W, s and post-processing
Zy,, Z,5 corresponding to different design criteria. The RF domain pre-processing W,

and post-processing Z,s contain N} £ and N; £ columns of unitary matrix, respectively.
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Therefore, for each transmitter and receiver antenna in RF domain, the proposed
scheme requires N! s and Ny f Ppairs of variable gain amplifier (VGA) and variable
phase shifter (VPS), respectively. By taking into account the two important design
parameters: low-power consumption and low-complexity structure, a feasible ap-
proach that involves just shifting RF phases, rather than adjusting both the amplitude
and phase of each element in mmWave system, could be derived. To obtain this, we
define

W, = \/1N_t exp(j - arg(W,s)) (4.39)
~ 1
Ziy = N, &P -arg(Zey)) (4.40)

to be the new RF domain pre-processing and post-processing matrices. Using G =
Z, fHWr £, we get a new equivalent digital MIMO channel. Then, (4.11) and Lemma
1 are applied to calculate the new baseband pre-processing matrix Wy, and post-
processing matrix Zy,. Up to now, the low complexity transceiver is derived. The
setting in (4.39) and (4.40) may not be optimal. The further enhancement of RF do-
main pre-processing and post-processing which merely contain phase shift elements
remains a future topic.

4.1.1.5 Complexity Analysis

The complexity comparison of the proposed schemes and AS scheme is evaluated
in the following twofold considerations: the complexity of pre- and post-processing
operations and the complexity of the hardware implementation.

The complexity of the hybrid spatial processing is dominated by the singular
value decomposition (SVD) of channel matrix H. In order to obtain the pre- and post-
processing matrixes in the RF domain, one SVD of channel matrix has to be computed.
The complexity of one SVD is O(min(N; x N2, N, x N?)). For digital baseband pro-
cessing, only N; transmit power ¢? need to be calculated. In the exhaustive search

AS scheme, ( I\Z;]f ) x ( ]\I\,I,; ) subchannel matrix have to be analyzed to find the optimum
rf

one. Then, one SVD with complexity (’)(mm(Nrtf ( rf) f (Ntf) )) has to be
computed.

As to the complexity of the hardware implementation the optimum scheme re-
quires (N X Ns + N; x N;) pairs of VGAs and VPSs in the RF domain and 2 x N;
VGAs in digital baseband. Furthermore, N; combiners at transmitter and N, split-
ters at receiver are required. The low complexity scheme does not require VGAs in
the RF domain. The AS scheme only demands (N! b X Ns + N/ b X N;) pairs of VGAs
and VPSs, N! £ combiners at transmitter and N/ £ splitters at receiver. In the following
sections, the performance of different criteria is evaluated.
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Figure 4.2: Block diagram of a large mmWave hybrid spatial processing system

4.1.2 Array-of-subarray Structure

4.1.2.1 System Model

The system model is illustrated in Fig. 4.2. Each antenna of the uniform linear array
(ULA) is equipped with a phase shifter. These phase shifters are used to manipulate
the phase of the RF signal radiation through antennas. The N; transmitter antennas
are partitioned into N! ¢ subarrays with each of the subarrays being driven by a digital
baseband processing module. At the receiver, we employ a similar structure as that at
the transmitter. The N, receiver antennas are grouped into N £ subarrays. The output
of the subarrays are processed by a digital baseband (BB) post-processing module.

The input bit stream is modulated to generate N; parallel data streams denoted by s.
The N; parallel data streams are processed by a N! s < Ns BB precoding matrix Wy,,.
At the transmitter, each RF chain is only routed to one antenna subarray while the
routing can be represented by a Ny x N! ¢ matrix Wy. The elements of this matrix are

correspondingly given by W,.¢(m,n) = 1/ Mei%nn if the nth output of BB processing
module is routed to the mth antenna, and W,s(m,n) = 0 otherwise. Then, W,¢ is
given by

_1 ,jfmn — 1. Nt
me , n=1: Nrf’

W, r(m,n) = m=Mn—1)+1:M; xn
0, otherwise

where M; = N;/ Nrt £ denotes the number of antennas in each subarray.
Similarly at the receiver, the RF post-processing matrix Z, can be represented as
1 [Pm,n — .
meﬁ’ , m=1: Nr’f,
Z,s(mn) = n=M(m—1)+1: M, xm

0, otherwise
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where M, = N;/N] y denotes the number of antennas in each subarray at the receiver
side. For a MIMO channel, the processed signal at the receiver is

§ = bezererWbbS + beern (4.41)

where H denotes the N, x N; channel matrix and n denotes the N, x 1 noise vector
of ii.d. CN(0,Ryy). Ry = O’%INr is the noise covariance matrix. The total power is
constrained by Tr(F,,Fil) < Py, where Py is the total power available at the trans-
mitter. In this section, we assume that the channel state information (CSI) is perfectly
known at both the transmitter and the receiver. In addition, a perfect synchronization
is implicitly assumed.

For the simplicity and preciseness of analysis, we apply the most widely used
modified Saleh-Valenzuela (5-V) model for channel modeling at 60 GHz [55,96,104].
The impulse response of the channel is given by

L—1 K]—l

h(t,¢) =Y > wd(t— Ty — 11)(¢p — F; — 1) (4.42)

I=0 k=0

where L refers to the number of clusters. In the /th cluster, K; is the number of
multipath components, ay ; denotes the multipath gain coefficient of the kth multipath
component, which follows a log-normal distribution. T; shows the arrival time of the
first ray in the /th cluster, while 7;; is the delay of the kth multipath component
within cluster relative to the first path arrival time T;. ¥;, which follows a uniform
distribution U[0,277), stands for the mean angle of arrival of Ith cluster. ¥y is the
angle of arrival of the kth multipath component within cluster and follows zero mean
Laplacian distribution. Its distribution is given by [96]

1
p(r1) = —5—exp(=|V2¢y,/06]) (4.43)
\/EUG
where 0 is the standard deviation.
In this section, we consider the non-line-of-sight (NLOS) channel model for the
residential scenario based on the measurements by IEEE task group 802.15.3c [124].

4.1.2.2 Problem Formulation

Hybrid beamforming system design is firstly conducted in this section by means of
formulation. Then we propose a two step approach to this problem in which the
baseband beamforming optimization is followed by optimizing beamforming design
in RF domain.

As mentioned in the introduction, the aim of this hybrid beamforming design is
to maximize the information rate of the system. The information rate achieved by this
system can be expressed as

T =log,(|1+T]) (4.44)
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where I is the SNR matrix defined as

T =(ZypZy FHW, (W)
(ZwZy fRunZy5Zyy)~ (ZpyZy fFHW, (W)

It is assumed that the channel matrix H is fixed and perfectly know at both the trans-
mitter and the receiver. Mathematically, the optimization problem can be formulated
as

maxX 7T =1o I+T 445
Wbb,wrf,be/ZVf g2 ( | | ) ( )
s.t. Tr(wbbW;Ifb) <P
1 .
W m,n) = _e]gm,n’ m,n €
Tf( ) /M, o}
1
Vv My

Z,s(m,n) = ePmn mon e Q,

where Q; and O, denote the set of indices in which the nth output of BB processing
module is routed to the mth antenna.

4.1.2.3 Baseband Beamforming Design

Suggested by Equation (4.45), the baseband and RF domain beamforming design have
to be optimized jointly for an optimized hybrid beamforming design.

However, this joint optimization problem is a non-convex one for which usually
no globally optimal solution is guaranteed. Additionally, general solutions to this
problem with uniform elemental power constraint employed in the RF domain are not
known. Therefore, we propose a two step approach to obtain a hybrid beamforming
design.

Considering G = Z,f/HW, as the equivalent digital MIMO channel of size N; £ X

N! £r the optimization problem can be simplified as

max Z = log,(|In, +T)/) (4.46)
Wip Zyp
s.t. Tr(Wy Wi < Py
where
_ H 5 ZHy\-1
I = (ZpyGWpp) " (ZppRunZyy) ~ (ZopGWip)
and the equivalent noise covariance matrix is

Run = Z,/RunZ} (4.47)

It can be observed from (4.46) that both the equivalent digital MIMO channel matrix G
and the noise covariance matrix Rpn are deterministic, if W, f and Z, £ are set to values.
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Once W, and Z, ¢ are determined, (4.46) can be solved according to the well known
waterfilling solution. The closed form solution of Wy, and Z,, is given by [112].

For obtaining the optimum Wy, and Z;;, the eigenvalue decomposition (ED) of
G'R;,!G can be expressed as

A0

G'R IG=(V V) (0 i

) (v )H (4.48)

where V is constructed from the first Ny columns of singular vector matrix and rep-
resents an orthogonal matrix of size N! X N;. It should be noted that N; < rank(G)
is assumed. A denotes a diagonal matrix, in which the N; eigenvalues are in a de-
creasing order along the diagonal and A describes the zero eigenvalues.

Lemma 2. The solution of Wy, and Zy, can be represented as

Wy, = V@ (4.49)
Z,, = ®,VIGHR ] (4.50)

where ® ¢ and @y, are diagonal matrices described by

@ = (u 12— AHY? (4.51)
@, = (u'/2A — A 2PN (4.52)

where u is the Lagrange multiplier given by

N.
/2 S 453
. Po+ Tr(A~1) (4.53)

Proof. See [82]. H

Once Wy, and Z;;, are obtained and plugged into the process of baseband beam-
forming, the optimization of our beamforming system can be extended to RF domain.
4.1.24 RF Domain Beamforming Design

Substituting (4.49) and (4.50) in (4.44), we can express the information rate as follows
[112]

(4.54)

ST(UES LN

The optimization of (4.54), which is a non-linear problem, serves as an aspect of the
entire RF domain optimization. It is shown in [112] that this optimization problem is
equivalent to maximizing the Tr(A) with

Tr(A) = Tr(GHR, 1G)

1
= Tr(;Wf}HHZf}ZVfHWVf) (4.55)
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On this basis the optimization problem is simplified to

H
wrf}c?z)if Tr(WH fH7Z erfHer) (4.56)

s.t. er(m,n) = elfmn o e O

t
1

Z,s(m,n) = e, m,n € Q,

.
To the best of our knowledge, the above optimization problem with the two con-
straints has no closed-form solutions. Therefore an iterative scheme is proposed in
the following section to obtain the optimum W,; and Z,¢. In this approach, given
equal gain combining (EGC) at the receiver, we can obtain W, while Z,( is attained
given equal gain transmission (EGT) at the transmitter.

1) Transmit RF Beamforming Design: With the help of equal gain combining
(EGC) at the receiver, the maximization of effective channel gain in (4.56) under the
uniform elemental power constraint is equivalent to

H
TV?;( Tr(W, fPW, ) (4.57)
1

M;

s.t. er(m,n) = el mn e Q;

where P = HHsz{zer.
By analyzing the objective function in (4.57), the objective function is modified
into
Ny N,
Tr( rwarf Z Z w piwn (i (4.58)
n=1i=1
where wy, is the nth column of W, s and wy (i) is the ith element in the N; x 1 vector
wy,. The ith column of P is denoted as p;.
The contribution of the nth RF chain to the objective function in (4.57) can be
expanded as

=3 (Wi COpi(=iwa(i) + W (i ()wai) ) 459

where wy, (—i) denotes the vector w, with the element wy, (i) removed while similarly,
pi(—i) denotes the column vector p; with the element p;(i) removed. We notice that
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term (b) in (4.59), wk (i)p;(i)w (i) = M, 'p;(i), has no influence on w, (i) which is the
weight allocated to the ith antenna. The dependence of the objective in (4.57) on the
ith antenna’s phase shift is completely captured in term (a), which can be maximized
by co-phasing p;(—i)"w,(—i) and wy(i). Therefore, the optimal weighting factor
w, (i) is [74]
V= L ei(4pi=iTwa(-i)
wy, (1) \/M (4.60)

Based on the optimal condition in (4.60), an iterative procedure can be set up to find
the optimal equal gain weighting vector w,.

2) Receive RF Beamforming Design: The maximization of the objective function
in (4.56) can be re-formulated under equal gain transmission (EGT) at the transmitter
in the following manner

H
rrzlix Tr(Z,7QZ,¢) (4.61)
1
st. Z.;/(m,n) = ePmn mon e Q,,
rf( ) M, Qy

where Q = HW, fngH
By employing a similar procedure as before, the optimal weighting factor of the

ith antenna at the receiver can be expressed as

Zm(i) = \/Lﬁe]'(lzm(—i)%(—i)) (4.62)

where z,,(—i7) denotes the mth row vector z,, with the element z,,(i) removed and
qi(—i) denotes the column vector q; with the element q;(i) removed.

So far, a scheme to obtain optimum W, rf and Z, rf has been introduced. The iterative
algorithm is summarized as Algorithm 1.

4.1.2.5 Complexity Analysis

Two major factors should be taken into consideration to evaluate the complexity of
the proposed scheme: the complexity of the pre- and post-processing operations and
the complexity of hardware implementation.

Hybrid Beamforming Processing Operations: As discussed earlier, the hybrid
beamforming is split and carried out in two procedures, namely, the baseband pro-
cessing and the RF domain processing. The baseband processing is dominated by the
SVD of the equivalent channel matrix G and the complexity of one SVD is O ( min(N! £ X%

( rf ) r f (N tf ) ))

The complexity of the RF domain processing is mainly dependent on the iterative
algorithm. For analysis purposes, we assume that the average processing complexity
of evaluating (4.60) and (4.62) is C;,. Then the complexity of evaluating W, is referred

s (N¢ x Nrt f) x Cy and similarly for Z,, the complexity is (N; x N:f) x Cy,. Therefore,

the complexity of one inner iteration, which is denoted by Cz7z, should be (N; x N st
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Algorithm 1 The Iterative Algorithm for MIMO Hybrid Beamfoming Design

1: Initilize: Set W, and Z,s to an initial value (e.g. it can be constructed using the
left and right singular vectors of H corresponding to the first N, largest singular
value). Choose the maximal number of iterations for inner-loop K; and outer-loop
Ko;
2: fork=1:, do
fori=1:K;do
Set Z, at its most recent value and calculate W,
using equation (4.60).

end for

forj=1:K;do
Set W, at its most recent value and calculate Z, ¢
using equation (4.62).

10: end for

11: end for

12: Set W,r and Z, at their most recent values, compute beamforming matrix Wy,

and Zp, with Lemma 1

N, X N:f) x Cy. Furthermore, we denote the complexity of one outer iteration as Coz
and is given by Czz x K;, where K; is the maximum number of inner iterations. In
the end, the total complexity can be concluded into Cpz x K,, where K, stands for
the maximum number of outer iterations.

Hardware Implementation: The baseband implementation requires N’ £ X Ns mul-

tiplications and N! £ X (Ns — 1) additions at the transmitter side. At the receiver side,
it requires N; X Nrf multiplications and Ns X (Nrrf — 1) additions. The RF domain

,
implementation requires (N; + N, ) phase shifters in total.

4.1.3 Performance Evaluation

In this section, numerical simulation results are forwarded to illustrate the perform-
ance of different criteria, i.e., the information rate and uncoded bit error rate (BER).
We consider a wireless transceiver system operating at 60 GHz in an indoor non-
line-of-sight (NLOS) environment. For demonstration purposes, we assume that the
transmit power across all transmit antennas is normalized to unity with Py = 1. Each
transmitter or receiver channel impulse response is generated using the 60 GHz NLOS
multipath channel model for the residential scenario CM2.3 [121]. Here, each channel
realization of H is assumed to be known at both the transmitter and receiver. The
pre-processing and post-processing are adaptive to each channel realization.

4.1.3.1 Performance with Fully-Connected Structure

Now, we compare our proposed schemes with an exhaustive search antenna selection
(AS) scheme [60]. We adopt a fully digital transceiver whose performance is used as a
benchmark for the following comparisons. In the fully digital transceiver, the number
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Figure 4.3: Information rate and BER performance achieved by fully digital, hy-
brid, low-complexity hybrid and AS schemes with maximum informa-
tion rate criterion. (MIR;-4(8x8) denotes the 8 x 8 mmWave system with
4 RF chains employing MIR criterion; MIR; represents the first subchan-
nel; The low-complexity hybrid system with MIR criterion is denoted as
LowMIR; The fully digital transceiver with MIR criterion is denoted as
MIR-D.)

of RF chains is equal to the number of antennas. An 8 x 8 mmWave system with
the MIR criterion is employed. Firstly, the relation of the number of RF chains and
the performance achieved by the optimum scheme is assessed. For simplification, we
assume the same number of RF chains at both transmitter and receiver.

According to the optimum F,; and W, determined by MIR criterion, the pre-
and post-processing in the RF domain diagonalize H into eigen subchannels. Note
that only the power allocation across the eigen subchannels needs to be performed in
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Figure 4.4: Information rate achieved by fully digital, hybrid and low-complexity
hybrid system with maximum information rate criterion (MIR)

digital baseband. Therefore, the number of RF chains does not influence the perform-
ance of the hybrid system when N; < Nf y < N; holds.

As shown in Fig. 4.3a and Fig. 4.3b, no performance degradation is observed in
the optimum scheme denoted by MIR with different N, . However, the performance
of the low complexity scheme and antenna selection scheme decreases as N, is de-
creased. For a BER of 1072 depicted in Fig. 4.3a, our optimum scheme outperforms
the AS scheme by five and more than 10 dB with four and three RF chains, respect-
ively, when Ny = 3. Concerning the BER performance with N; = 1 in Fig. 4.3b, we
notice once again that our optimum scheme exceeds the AS scheme in every manner.
In addition, the low complexity scheme attains consentaneously a better performance
than the AS scheme when the number of data streams Ns; > 2, as depicted in Fig.
4.3a. Last but not least, in the case of N,s = Ns; = 1, the low complexity scheme also
transcends the AS scheme, as shown in Fig. 4.3b.

The information rate in a MIMO mmWave system with Ny = 2 is evaluated as a
function of the number of RF chains and the number of antennas at both the trans-
mitter and receiver. The results are presented in Fig. 4.4, where we compare our
proposed hybrid spatial processing strategy with a fully digital transceiver. With 4 RF
chains, we observe that the information rate of our optimum scheme is very close to
that of a fully digital transceiver in both 8 x 8 and 16 x 16 hybrid systems. Moreover,
the low complexity transceiver strategy exhibits an acceptable performance loss. In
addition, a 4 x 4 fully digital system with 4 RF chains is simulated. Fig. 4.4 depicts
that with the same number of RF chains and an increasing number of antennas, the
information rate increases significantly.

Consider an application where N; = 3 data streams with 4-QAM modulation
are transmitted over a MIMO spatial multiplexing system. Fig. 4.5 illustrates the
BER performance obtained from different MIMO transmission systems using an un-
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Figure 4.5: BER performance comparison under different transceiver setting with
unweighted MMSE design criterion
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Figure 4.6: BER performance obtained by equal-SNR design vs. unweighted MMSE
designs: Ns; = 3 subchannels

weighted MMSE design criterion. Compared with an 8 x 8 fully digital transceiver
(8 RF chains), the performance loss is negligible in an 8 x 8 hybrid system even after
reducing to half the number of RF chains. At a BER of 1073, the performance loss
is 2.5 dB when the low complexity transceiver is used. In spite of some performance
loss as predicted, this low complexity transceiver reduces the complexity of the hard-
ware design significantly. In practical system design, the trade-offs between hardware
complexity and system performance should be well considered. When the antennas
increase to 16 x 16 with the same number of RF chains, the significant performance
improvement can be attributed to the increase in transmit diversity and array gain.
We adopt the equal-SNR design (S = 1/N;I) where each of the Ns data streams
is transmitted with equal error, for any channel realization. An 8 x 8 spatial mul-
tiplexing system is applied here to transmit Ny = 3 independent data streams. As
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Figure 4.7: Average uncoded BER of a 16 x 16 MIMO system with various number
of RF chains at both transmitter and receiver side.

shown in Fig. 4.6, while the hybrid system is exploited, there is no performance loss
compared with a fully digital system. As the low complexity hybrid system is em-
ployed, 2.5 dB performance loss occurs at a BER of 1073. In addition, Fig. 4.6 depicts
the BER performance comparisons conducted by respectively employing two different
design criteria, namely equal-SNR and MMSE. It can be verified that the equal-SNR
and MMSE design have similar total average BERs. However, the main difference
lies in the subchannel BER for each of the 3 data streams, as illustrated in Fig. 4.6.
For a fixed-rate system, equal error transmission for all subchannels is realized by
equal SNR design. For a multimedia application where different types of information
need to be transmitted simultaneously on different subchannels, the MMSE design is
a better choice.

4.1.3.2 Performance with Array-of-Subarray Structure

For demonstration purposes, we assume that the total transmits power across all
transmit antennas are normalized to unity with Py = 1, and a rectangular 16-QAM
modulation with Gray mapping is used. As mentioned earlier, the channel realization
H is assumed to be perfectly known at both the transmitter and the receiver. In
addition, the impulse response of each transmitter or receiver channel is generated
using the 60 GHz NLOS multipath channel model for the residential scenario CM2.3
[124].

Fig. 4.7 depicts how the variation of RF chain numbers at both transmitter and
receiver, denoted as N, s and N;, influences the performance of the aforementioned
system. Firstly, given N5 = 1, the BERs of N,y = 2 and N,y = 4 are worse comparing
to the case where N,y = 1. This may be attributed to the fact that the enhancement in
diversity gain, which is generated from the increase in the number of RF chains, does
not fully compensate for the severe beamforming loss caused by a shrink of antenna
numbers in each subarray. However, as the number of RF chains raises to a larger



66 Chapter 4. Performance Analysis on Hybrid Beamforming Approach

| T T T T T T T T
1071 F
1072 g £
o z
21073 | :
—4 i Ns =1 i
10 | — No=2

10_5 T T | | | | | | |

0O 2 4 6 8 10 12 14 16 18 20
SNR [dB]
(@) BER performance with N,; = 4
25 T T T T T T T T T

N; =1
— N, =2
N; =3

N
(@]

Information Rate
[ —_
(e} a1

5\\\\\\\
0 2 4 6 8 10 12 14 1

SNR[dB]

6 18 20

(b) Information rate with N,y = 4

Figure 4.8: Relation between the number of data streams N; and the performance of
the proposed algorithm in a 16 x 16 MIMO system, where the number
of RF chain N, = 4.

scale of N,y = 8 and N, = 16, where the increase in diversity gain surpasses the loss
of beamforming gain, the overall gain of the system goes up consequently and leads
to a better performance with an ascending BER shown in the figure.

On the other hand, the enhancement of system performance is accompanied by a
higher cost of hardware complexity. When it comes to the case of N; > 2, the system
performance increases monotonically with N, .

As shown in Fig. 4.8a, the system performance also fluctuates with N;. It can be
observed from the figure that with the number of RF chains being constant, the BER
of the system becomes better with the decrease in the number of N;.

Lastly, by comparing Fig. 4.8a with Fig. 4.8b, we can simply come to the conclu-
sion that a trade-off between the information rate and the average BER performance
of the system has to be made to pursue an optimal overall system performance. In



4.2. Channel Estimation Based on DFT for Short Range Communication 67

addition, the difference between the information rate at different N; and the water-
filling capacity with a fixed Ny, which is observed in Fig. 4.8b, could be explained
with the fact that rank adaptation has not been considered in our design.

4.2 Channel Estimation Based on DFT for Short Range
Communication

In Section 4.1, hybrid beamforming structure has shown to be a good compromise in
terms of performance and complexity with respect to pure analog or pure digital solu-
tions. The design of the hybrid precoding and combining matrices is usually based on
perfect or partial channel state information. However, estimating the millimeter wave
(mmWave) channel becomes quite complicated due to the use of large antenna arrays.
This leads to the motivation of this section, i.e., developing low-complexity mmWave
channel estimation algorithms, which enable hybrid beamforming to approach the
performance of digital precoding algorithms.

Several analog beamforming solutions proposed in [43,51], known as beamform-
ing training, only rely on using networks of analog phase shifters and design weights
of these phase shifters without channel knowledge at the transmitter side. Despite the
low complexity of these schemes, their performance is generally sub-optimal due to
radio frequency (RF) hardware constraints and single beamforming direction cover-
age. Hence, hybrid beamforming is considered in [14], where a new multi-resolution
codebook is designed by leveraging compressed sensing tools to estimate the paramet-
ers of mmWave channels with a small number of iterations. Initially, this algorithm
assumes the availability of a feedback channel for iteratively exchanging information
between the transmitter and receiver. Based on [14], a new algorithm proposed in [13]
has no feedback overhead. However, the computational complexity is still rather high
by requiring an iterative search within a hierarchical codebook.

In this section, we propose two novel channel estimation algorithms based on
two dimensional discrete Fourier transform (2D-DFT) technique: hierarchical beam-
forming training algorithm and low-complexity beamforming training algorithm. We
define a multi-resolution uniform-weighting based codebook, which is similar to a
normalized DFT matrix. The proposed algorithms extract mmWave channel paramet-
ers such as the angle of arrival (AoA), angle of departure (AoD), and path gain of
each path based on the received signal power. The hierarchical beamforming training
algorithm jointly estimates the AoAs and AoDs in multiple training stages. To fur-
ther reduce computational complexity, we propose a low-complexity beamforming
training algorithm that separately estimates the AoAs and AoDs with a much lower
training overhead. We evaluate the performance of the proposed channel recovery
algorithms by simulations, assuming that both the transmitter and receiver adopt hy-
brid beamforming algorithms proposed in [110]. Numerical results indicate that the
proposed algorithms can achieve a comparable spectral efficiency with respect to the
case when perfect channel state information is known.
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Figure 4.9: IEEE 802.15.3c beam maximum gain directions 60,4, in different training
level are taken as the original version, so that the maximum gain direc-
tions set are obtained to generate uniform weighting based codebook.

4.2.1 System Model

In practice, a general single user mmWave MIMO system model can be shown in Fig.
4.9. The access point (AP) is equipped with N; antennas while the user with N, anten-
nas. N, data streams are transmitted from the AP to the user. At the transmitter side,
N, flat beams are obtained from N; data streams using a digital baseband precoding
matrix Wy, such that Ny < N, < N; and N; < N, < N,. Each flat beam is time-shifted
by the input buffer. After that, the phase of the up-converted RF data stream is rotated
by the transmit weighting vector, and then emitted into one dominant reflected path.
The N; x N, RF precoder is denoted as W, ;. Motivated by practical considerations of
low power consumption and low-complexity architecture, to generate beam patterns
is to simply shift the RF phases, rather than adjust both the amplitude and phase of
each element.
To achieve a flat fading channel, the best possible beam separation is needed.
In [110], we have proposed an average SIR constrained design to achieve the best pos-
sible beam separation to realize transmitting one flat beam on one specific dominant
reflected path. With efficient time delay compensation and RF domain beamform-
ing, the equivalent flattened fading channel can be denoted as H. The discrete-time
transmitted signal is
X = I:IWbbS, (463)

where s is the Ns x 1 vector of transmitted symbols, such that lE[ssH] = (Po/Ns)In,,
and P, is the total transmit power. Since the RF beamforming is implemented using
only analog phase shifters, we assume |[W,¢||> = N; 'I,. The total power constraint
is enforced by normalizing Wy, such that [[W, Wy, |2 = Ns.

At the user side, the received signal is first combined in the RF domain employing
N; x Ny combing matrix Z,; followed by a N, X N; baseband combiner Z;,. The
constraints on the entries of RF combiner Z,; are similar to the RF precoder. If Z =
Z,¢Zy, the received signal after processing can be written as

§ = Z"AW,,s + Z1n, (4.64)



4.2. Channel Estimation Based on DFT for Short Range Communication 69

where n denotes the N, x 1 noise vector of i.i.d. CN(0,Ryy,). Ry = a,%INr is the
noise covariance matrix. In this section, we implicitly assume perfect synchronization,
and both the AP and user have no a priori information of the mmWave channel.
Therefore, we will develop channel estimation algorithms to estimate the important
channel parameters, such as AoDs, AoAs and path loss in Section 4.2.3. After that, the
estimated channel is used to construct the hybrid precoding and decoding matrices
as shown in [110].

4.2.1.1 Channel Model

In typical short-range indoor scenarios, signal propagation at 60GHz may exhibit in-
tensive multipath trajectories phenomenon. First, the attenuation of reflecting surfaces
is much higher at 60 GHz than in the range below 5 GHz. Thus, multiple reflected
rays are not relevant. Secondly, due to high atmospheric absorption at 60 GHz, paths
much longer than LOS are negligible. Rather the 60 GHz channel comprises a possible
LOS path and a small number of dominating NLOS paths. In the considered indoor
environment, most of the reflecting objects ("clusters”) are either close to the AP and
to the user (e.g. objects on the desk) or near larger objects (walls, boards, etc.). Meas-
urements [55,104] indicate that the number of reflection clusters to be considered is in
the range from four to eight. The angular spread for each reflection cluster is small,
leading to a small delay spread within a cluster. In conclusion, we assume four to
eight dominating clusters with small delay spread of reflections within the cluster but
larger delay spread in the range of 3-30 ns between different clusters. Due to the posi-
tion of reflecting objects, angular separation of clusters may be large at the transmitter
and small at the receiver (objects near the transmitter) or vice versa (objects near the
receiver) or on both sides (walls, boards, etc.).

As the number of clusters gives an indication about the number of dominant
paths, our model considers L significant clusters, in which the intra-cluster delay
spread is minimal. To reduce the delay variations within each cluster and to impart
directivity in the direction of the dominant path, the RF domain beamforming is
implemented at both the transmitter and receiver. With efficient beam steering, we
can assume that there is one dominant path in each cluster, since all rays in a cluster
constructively add to the channel gain of the /th cluster.

Here, we consider the most widely used modified Saleh-Valenzuela (S-V) model
for channel modeling at 60 GHz [55,104]. The N, x N; frequency-selective MIMO
channel between the AP and the user can be expressed as

L
H = /NS qan(al (6)5( — ), (465)
=1

where «; denotes the complex gain of the /th path, and is assumed to follow the
log-normal distribution, with E[|a;]?] = & ¢; and 6, represents the angles of ar-
rival and departure (AoAs/AoDs) of the /th dominant path, respectively. In order to

model AoAs and AoDs, Laplacian distribution with uniformly distributed mean over
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[—7t, 1), and angular standard deviation of 045 are utilized. In this section, we con-
sider the non-line-of-sight (NLOS) channel model for the residential scenario based
on the measurements by IEEE task group 802.15.3c [124].

For ease of elaboration, we employ the 1-D uniform spaced antenna array. The
array response vectors of the uniform linear arrays, denoted as a,(¢;) € CN*! for the
receiver and a;(;) € CN**1 for the transmitter, can be expressed as

1
a(g) = ﬁ

where k = 271/ A and d is the antenna spacing.
Time delay compensation is implemented in such a way that the beams are time
shifted by input buffers. Accordingly, the discrete channel matrix can be expressed as

L
H =4/ NtLNr > wa(gr)af (0)5(t — 1+ 1), (4.67)
=1

where 7; denotes the quantized time delay compensation of the Ith path given by
T = k; - Ts. T; is the sample duration of the buffer and k; is an integer. The efficiency
of time delay compensation is validated in [107].

After applying the optimized RF domain beamforming with efficient TDC, the
equivalent flattened fading channel can be expressed as follows

[1, efjkdcos((p)’ o efjk(Nfl)dcos(q))]’ (4.66)

H = Agdiag(a)ATW,, (4.68)
where & = @/%[txl, oo,y ...,a7] and L is the number of survived path after path

selection. During the data transmission, each dominant path only transmits one time-
shifted beam, such that the number of active RF chain N, = L. The matrices Ag and
A7 contain the AP and the user array response vectors with Ag = [a,(¢1),...,a,(¢),
. (¢pp)] and At = [ay(61),...,a¢(0)),...,a:(01)].

The algorithm details of RF domain beamforming design is addressed in Section
4.1. If the channel condition is supposed to be quasi-static, in which both the channel
noise and multipath propagations keep invariant during one transmission burst, it
is clearly seen that the received signal strength is only determined by the estimated
channel.

4.2.2 Formulation of the mmWave Channel Recovery Problem

As introduced the geometric mmWave channel model in (4.65), the mmWave channel
recovery is equivalent to recovering important parameters of the L dominant channel
paths, namely the path gain, AoA and AoD. We will briefly show how to design the
low overhead and low-complexity beamforming training algorithms based on 2D-DFT
inspired by the sparse nature of mmWave channel.
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4.2.2.1 Previous Work

Generally, for single path channel, given the well-designed beam steering vectors,
beamforming actually means to determine the optimal antenna pattern from a pre-
scribed codebook. A two-stage beam search technique is commonly exploited by the
currently undergoing 60 GHz WPANSs standardization IEEE 802.15.3c: sector level
beamforming and normal beam refinement. In the first phase, sector level beam
patterns are employed to find out the best sector index which is able to obtain the
maximum received signal power. The sector level beams can be conveniently realized
by using a small portion of antenna elements. Alternatively, the total antenna ele-
ments may be adopted with specifically designed phases until all the detection range
is covered. Once notifying the best sector index, then the beam level search will be
performed by examining the subset beams specified by the sector index.

Let N be the number of beam level codebook size of the transceiver and the re-
ceiver, while Nj*“ and N;*“ be the number of sector beams of transceiver and receiver,
respectively. Generally, the number of beams corresponding to one sector can be given
by NP = N/N:*¢ and N! = N/N:*. Hence, the total number of training steps can be
easily measured and is given by N3, = N x N + NP x N?.

Firstly, it should be noted that there indeed exists the optimal value of sector
number for different codebook size. Secondly, although such a two-stage beamform-
ing training scheme may reduce the number of training steps, this search still has a
complexity order of O(N?) which means the required overhead may easily become
uncontrollable with the further increase of the codebook side N. Hence, it is still im-
practical for most realistic applications by taking a large codebook size into account
to realize high resolution.

Furthermore, such beamforming training technique employed in IEEE 802.15.3c
is only suitable for one data stream transmission. Hence, we propose a novel beam-
forming training algorithm for the multi-path and multiple data streams case.

4.2.22 Design of Uniform-Weighting Codebook

We focus on the design of AP training codebook W'. A similar approach can be
followed to construct the user training codebook W’. During beamforming, the best
beam pair, or in other words, the best transmit and receive weight vectors, are selected
from the known codebooks.

Here, the beam codebook is defined as a M x N matrix, W!, which is specified by
the number of antenna elements M and the desired beams number N. Each column
of W' corresponds to one beam steering vector, and rotates the beam to the desired
direction 6,. For uniform-weighting based codebook, the (m,n)th element of Wt is
given by [114,129]

Wy = e 12MdosO)/A yyy — 01,0 M —1. (4.69)

IEEE 802.15.3c beam main response axis (MRA) directions are taken as the original
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(@) Omnidirectional pattern (b) 4 Sector pattern (c) 8 Sector pattern

Figure 4.10: An example beam patterns of the beamforming vectors with different
number of elements. The beam codebook is specified by [129]. (a) The
omnidirectional pattern with M = 1. (b) The sector pattern with M = 2.
(c) The sector beam with M = 4.

Table 4.1: IEEE 802.15.3c beam maximum gain directions 8,y in different training

level
Omax (Maximum gain direction)
M=2,N=4 0° 60° 90° 120°
M=4N=38 0° 37° 60° 72° 90° 101° 120° 135°
M=8,N=16 | 0°| 25°| 40° | 51° | 60° | 66° | 75° | 82° | 90° | 95° | 104° | 112° | 120° | 127° | 138° | 150°

version to make curve fitting f(n),n € (0,N — 1), then the set of maximum gain
directions can be obtained as follows.

® = {6416, = f(n),n=0,--- ,N—1}. (4.70)

After that, weighting vector based on uniform weighting shown in (4.69) can be ob-
tained to generate a codebook matrix. To minimize the resulting quantization error,
the efficient number of beam patterns N on the performance of the proposed al-
gorithms will be evaluated via numerical simulations in Section 4.2.4.

Similar to the IEEE 802.15.3c regulation, three typical patterns have been shown in
Fig.4.10, in which the active antenna elements size M is set to 1, 2 and 4, respectively.
Generally, in order to minimize the resulting bad effect, the number of beam patterns
N and the element size M are supposed to fulfill the constraint relationship N =
2M. The omnidirectional pattern is the lowest resolution pattern specified in the
codebooks, which is used to refer to an antenna pattern that covers the target area of
360 degrees. Sector level pattern is the second level resolution pattern used to refer to
a direction of an array pattern that covers a relatively broad area of multiple beams.
Different sectors can overlap. In this work, the training phase consists of S levels until
the highest resolution is reached. The sector in sth level can be further divided into K
sub-sectors in the (s + 1)th level. Fig. 4.10b and Fig. 4.10c show the resulting sector
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patterns of beamforming vectors in the first and second codebook levels, respectively.
The obtained resolution is approximate to 71/2°"1. The beam MRA directions in the
tirst three codebook levels are listed in Table 4.1.

As we know, the radiation pattern of the 1-D uniform spaced antenna array is
symmetrical. Therefore, in this training codebook, each column is one beamforming
vector directing to 0, in (4.70) with the approximate uniform grid, i.e. 8, ~ tn/N =
2mn/Np,n = 0,1,--- ,N. Here, Np represents the DFT size. In each training level
s, sector beams can be conveniently realized by using a small portion of antenna
elements, i.e. M = 2°, until the total elements are adopted. K training beamforming
vectors are employed to obtain K sector beams which need to cover at least one
previous level sector range. The beamforming vectors used in training level s can
be expressed as

if[m,k} _ e—j2nmdcos(9k)/)\’ k=1,--- K, (4.71)

withm =0,---,M° —1 and

M=l 2 2SN (4.72)
N; otherwise '

representing the number of active antenna elements in training level s. In fact, all the

elements in W £ can be directly drawn from the training codebook W'. In the sth

N

5sr1 normal beams. Let 71,1 denote

training level, one sector range can cover N° =

the index of desired sector in the (s — 1)th training level (i.e. ;_ is the corresponding
AoD), the mapping can be expressed as W fl w 7 where

_ t
mk] [m,ns

K -2 K
n = iy = N2 2T N i+ NS 4.73)

defines the indices of K beamforming vectors associated with AoDs. In order to
enforce the total transmit power remaining constant in different training levels, we
normalize the entries of W}, such that |W? fim k]l =1/vMs.

4.2.2.3 Problem Formulation and System Assumption

We consider the system and mmWave channel model described in Section 4.2.1. While
the AP employs a beamforming vector w, steering at the direction of 8, and the user
uses a measurement vector z, steering at the direction of ¢; to combine the received
signal, the resulting signal can be given as

yq,p — ZCI]{HWPSP + Zfiinq,p, (4.74:)

where s, is the training symbol on the beamforming vector wy,, such that ]E[spsf,{ | =

P, with Py being the average total transmit power in the training phase.
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By defining for / =1,2,--- ,L,
O =kdcos(0;) , ¢ =kdcos(¢;), (4.75)

the (n, m)th element of the channel matrix H in (4.65) can be written as
1 &L
Hlpm = —= aje /"Pe/m% 476
]n,m \/z ; ) ( )

withn =0,1,--- ,N, —1, m = 0,1,--- ,N; — 1. Hence, the received signal can be
rewritten as

—1N,—-1

o= 2, S

mOnO
—1N,—

=Cyp szl Z Z e I(=grtene=jGp=tb)m 4y (4.77)

= m=0 n=0

.
Inme!" eI + 11y,

where C;, = 1/+/LN;N; denotes the constant coefficient. If N is large enough, we
can write

_2mtp; _ 2myq
=N, T TN,
_27'[;9 _ _27‘cq
1917 - Np r Pq = Np ’ (478)

for two integers p; and ¢q;. For a better coverage of the entire user area and smaller
overlap between different sectors, the beam MRA directions is not strictly uniform
distributed. However, it does not influence such mapping shown in (4.78).

According to (4.77) and (4.78), by neglecting the grid quantization error, the re-
ceived signal can be represented as

—1N,— (r— m (q (q—qp)n )

yqp—qufoz Z Z i CH

= mOnO

g p. (4.79)

J

g

F@@—aqup—p1)

Note that for a rectangular function

1, 0<m<Ni—1,0<n<N,—1
f(n,m):{ =M= =Rt (4.80)

0, otherwise

its 2D-DFT on Np x Np samples can be expressed as

—1N,—1

XX s

m=0 n=0

\_/
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. TNy o (No— . TpN; e (Ne—
_sm( Nf; )e_j q(ﬁ; 1y sin( N’; )e_] ”%V,g ) @81)
sm(N—) s1n(N )
forp,q=0,1,--- ,N — 1. Hence, we can rewrite (4.79) as
L
Yap = Cap > 01 F(q—qup —p1) +ngp. (4.82)
=1

Note that detecting (4;, f;) which maximizes the received signal |y, |, directly im-
plies the detection of AoAs and AoDs of the dominant paths of the channel. The
path gains can be also determined by the values of corresponding elements |y, 5 |-
However, taking a large codebook size N into account, we need N|N/N,| training
steps to obtain all the received signal v, , p, 4 =0,1,---,N — 1, which is impractical
for most realistic applications. Therefore, we propose two novel hierarchical multi-
resolution beamforming training schemes, which invoke some ideas of 2D-DFT to
reduce overhead.

4.2.3 Adaptive Estimation Algorithm for a Sparse mmWave
Channel

In this section, we propose sparse spatial channel recovery algorithms that employ
a multi-resolution codebook developed in Section 4.2.2.2 based on the 2D-DFT tech-
nique. We firstly address this problem by jointly optimizing the transmit and receive
patterns. We then propose a low-complexity algorithm to further reduce the overhead
with acceptable performance loss.

4.2.3.1 Hierarchical Beamforming Training Algorithm

We can extract the channel parameters of the different modes by using the iterative
cancellation method outlined in Algorithm 2.

According to Section 4.2.2.2, the training codebooks W' and W' of size N are
predefined. The number of beamforming vectors/measurement vectors used in each
stage of the hierarchical beamforming training algorithm equals K. In the sth sector
level, the AP employs K training beamforming vectors of the first level of the code-
book W!. For each of those vectors, the user uses K measurement vectors of the
first level of the codebook W' to combine the received signal. After K2 preamble
transmission of this level, the user obtains K2 received signals

s M;—1M;—1 —jan( (p—pp)m +(q q)n ) s
=G zm > Y P (459
= Jn= 0 n=0

J/

-~

F(q—aq,p—p1)
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Algorithm 2 Hierarchical beamforming training algorithm
1: Input: the AP and user have Wt W’, and know N, K;
2: Initialization: Mj = M} =2,S5 =log, N — 1;

nsp = nie = {1: N1: N};

3: for[=1to L do

4 for s=1to S do

5: Drawn ij[m/p], p € n%yp from Wt

6 Drawn Z; fimay 1€ 15 g from W',

7 After K? training steps, the received signal

i, =Co S P g —qip—pi) 1,

8: fork=1tol—1do

9: yz,p = yfy,p - C;,p&lfs(q — 4, p—P1);
10: end for
1: (a7, Pi) = argmaxgers,,, pens,, |Ygpl;
12: Update nf:;l and 75! according to (4.73);

13: end for

4 pr= Py, ar = 4y;

15 0 =0(p) ¢ =0(q);

le: & = Y4,/ (Cg,,p,NeNy);

17: end for

18: Output: the estimated AoAs, AoDs and the path gains. Based on (4.65), the
estimated channel is reconstructed.

where C; , = 1//LM{M;, p € np and q € nyg,. The number of active antenna
elements in sth training level can be obtained as

25 25 <N,
M = - ,a={t,r}. (4.84)
N, otherwise

We compare the power to determine the one with the maximum received power, i.e.,

(q?’ ﬁ?) :qenzserr penfL‘p |y2,p| (485)

As each beamforming/measurement vector is associated with a certain sector of the
quantized AoA/AoD, the selection of the maximum power received signal implies
that the corresponding range of the quantized AoA/AoD is highly likely to contain
the dominant path of the channel. The output of the maximum power problem (4;, 7)
is then used to determine the subsets of the beamforming vectors of the next sector
level s + 1 based on (4.73). The user then feeds back the selected subset of the beam-
forming vectors to the AP to employ it in the next level. As the next levels have higher
and higher resolution, the AoA/AoD are determined in the last stage with the desired
resolution being achieved. Until now, only one path is estimated in this iteration. In
the next iteration, a similar training step is repeated. However, at each level s, the
contribution of paths that have been already estimated in the previous iteration is
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projected out before determining the new promising AoA and AoD ranges. At the /th
iteration, we can obtain the optimum index pair (p;,4;) that maximizes |y,4|. Then,
the AoA and AoD of the /th dominant path can be drawn from (4.70) as

0 =0(p) , ¢=0(4) (4.86)

After estimating the AoAs/AoDs with the desired resolution, the complex gain of the
I[th dominant path turns out to be

&y = y‘?hﬁl/(cﬁz,ﬁl}—s (0,0)) = y‘?l/ﬁl/(cf?z/ﬁthNf)' (4.87)

The algorithm proceeds in the same way until all of L paths are estimated.

Based on the proposed algorithm, in each iteration the total number of levels
required to estimate the AoA/AoD with a approximate resolution §; is S = log, %
Also, since we need K? training steps in each level, the total number of required steps
becomes LK? log, % Moreover, since N, RF chains can be simultaneously used at
the user to combine the measurements, the required number of steps can be further
reduced to LK [K/N,]log, 5.

In practical environment the number of modes L should be estimated by stopping
the cancellation method while |&;| becomes too weak which can be ignored. Here, we
assume that L is less than six.

4.2.3.2 Low Complexity Beamforming Training Algorithm

To further reduce the protocol overhead and power consumption, we propose a low-
complexity beamforming training algorithm, in which we estimate the AoAs and
AoDs separately.

In the first phase, the omnidirectional pattern with M = 1 is employed at the AP.
In the sth sector level, the user uses K measurement vectors of the sth level of the
codebook W' to perform the received signal. After [K/N,| preamble transmission
at this level, the user compares the power of the K received signals to determine the
one with the maximum received power. The output of the maximum power problem
is then used to determine the subsets of measurement vectors of the next sector level
s + 1 until the highest resolution is achieved. In the next iteration, a similar training
step is repeated. However, at each level s, we need to remove the contribution of paths
that have already been estimated in the previous iteration before determining the new
AoA ranges. The algorithm proceeds in the same way until L paths are estimated.

In the second phase, the user obtains the omnidirectional pattern. A similar train-
ing step is repeated to estimate all of AoDs at the AP side. In this algorithm, the total
number of levels required to estimate the AoA/AoD with a resolution f is still log, %
Also, since we need [K/N,]| training steps in each level, the total number of needed
steps becomes 2L[K/Ny]log, % Obviously, the number of preamble transmission
is significantly reduced due to L > 2. Furthermore, compared with the Algorithm
2, the low-complexity beamforming training algorithm can also avoid the feedback
overhead during the training phase.
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Figure 4.11: The effect of number of training vectors K on the spectral efficiency and
training iterations with Ny = 64, N, =32, N, =3 and L = 3.

4.2.4 Performance Evaluation

In this section, the efficiency of the proposed beamforming training algorithms is
validated by numerical simulations. The hierarchical beamforming training (HBT)
algorithm and low-complexity (Low-C) beamforming training algorithm are used to
recover the channel parameters and further reconstruct the estimated channel. After
that, the hybrid beamforming algorithm developed in [110] is then adopted to obtain
the AP and the user precoding matrices. For illustration purposes, we adopt the time
consuming exhaustive search (i.e., X = N, and S = 1), used as benchmarks for the
following comparisons.

First, we assess the relation of the number of training vectors K and the spectral
efficiency achieved by the proposed algorithms. In general, more training vectors
in each training stage can achieve higher spectral efficiency. The spectral efficiency
obtained by the proposed algorithms with different K is depicted in Fig. 4.11. The
performance loss between the perfect CSI and the exhaustive search is due to the
Ao0As and AoDs quantization error. It should be noted that with I > 4 comparable
gains can be achieved using a hierarchical beamforming training algorithm despite
the need for a much smaller training overhead and computational cost compared with
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Figure 4.12: The effect of codebook size N on the spectral efficiency with N; = 64,
N, =32, N,=3,K=4and L = 3.

the exhaustive search solution, which requires N[N/ N, | training steps. Moreover, the
low-complexity beamforming training algorithm results in an acceptable performance
loss with a very low training complexity, as illustrated in Fig. 4.11b.

In Fig. 4.12a, the improvement of spectral efficiency achieved by the proposed al-
gorithms for L = 3 with the codebook size N is simulated. The results show that more
than 85% of the exhaustive search gain can be achieved by the HBT algorithm with
only 96 iterations. These results also illustrate that a wise choice of codebook size N (
i.e., to obtain the desired resolution) is necessary in order to have a good compromise
between the performance and training overhead. For example, the figure shows that
by doubling the number of codebook size, i.e., from 128 to 256, an improvement of
less than 1 bit/s/Hz in the spectral efficiency is achieved. In addition, the spectral effi-
ciency obtained by the Low-C algorithm with N = 512 is very close to that of the HBT
algorithm with N = 128. The training overhead associated with the Low-C algorithm
is much smaller than that of the HBT algorithm shown in Fig. 4.12b. However, a lar-
ger codebook size also leads to higher computational complexity and hardware cost.
In ultra-high data rates communication system, such low training overhead can be
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Figure 4.13: Spectral efficiency achieved when the precoding matrices are construc-
ted using the estimated channel by proposed algorithms with L = 2 or
4, where N} =64, N, =32, N, =3, K =4 and N = 256.

negligible. According to these criteria, the performance, computational complexity,
and hardware cost have a much higher priority than training overhead.

After that, the spectral efficiency given by proposed algorithms is simulated when
the desired number of estimated paths L equals 2 and 4, as illustrated in Fig. 4.13.
The simulation results demonstrate that comparable gains are obtained using the
proposed algorithms, not mentioning their low-complexity and smaller training over-
head. The spectral efficiency degradation obtained by Algorithm 2 is less than 1
bit/s/Hz in a high SNR regime compared with the exhaustive search solution, which
requires much more training steps. Fig. 4.13 also shows, with increasing L, the per-
formance degradation between HBT and Low-C algorithms becomes larger. As we
extract channel parameters of the different modes, the error propagation occurs dur-
ing the iterative cancellation.

4.3 Low Complexity Equalization Algorithms

In our previous works, we have discussed different precoding/combining techniques,
designed and proposed a new technology to combat the frequency selectivity, named
time delay compensation (TDC). The TDC approach as a method to mitigate the ef-
fects of frequency selective channel at 60GHz band has been presented in [108]. The
simulation results indicate that the approximate flat fading channel obtained by TDC
has the advantage of both of the ergodic and outage capacity. Employing even just a
one-tap MMSE equalizer [75] at the user side can achieve comparable BER perform-
ance to the flattened fading case when the sample duration is equal to or less than the
symbol rate, which is not a challenge for hardware implementation at 60 GHz. This
supports our proposal that TDC makes the channel flat, reduces the receiver com-
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plexity, and improves the system performance. For the first time, TDC is adopted for
mitigating the frequency selectivity to further reduce receiver complexity.

This section focuses on the extension to multiple date streams transmission over
wideband channels with frequency selectivity. First, we develop two hybrid precod-
ing solutions, namely TDC based TDE and phase shift compensation (PSC) based
FDE, for such wideband mmWave systems, as illustrated in Fig. 4.14. The compu-
tational complexity of TDC based TDE is greatly reduced compared to the channel
inversion and multi-tap FIR filter of conventional TDE. Our aim is to maximize the
achievable capacity of the given system. During one block transmission, the RF pre-
coder design is independent of the time delay spread. By adopting TDC for TDE and
PSC for FDE in digital baseband, the flat fading channel is obtained. And then, the
baseband precoder can be designed as the flat fading case by solving the capacity
maximization problem. Due to energy savings and time considerations, we focus on
the quantized precoder and combiner coefficients. Additionally, the proposed FDE
requires a pair of FFT and IFFT. The time delay on each data stream in the time do-
main can be considered as a phase shift, which increases linearly with frequency, in
the frequency domain. Second, we consider a frequency selective hybrid precoding
system with the RF domain beamforming vectors taken from a quantized codebook.
Finally, we validate two proposed equalizers’ efficiency via simulations and compare
them with the frequency flat case.
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4.3.1 60 GHz Wideband MIMO Fading Channel

In this section, the channel model for 60 GHz wideband MIMO channels with fre-
quency selectivity based on previous work reported in [55,96,104] is introduced.

4.3.1.1 Propagation Scenario

Consider a wideband MIMO wireless system with one single access point (AP) in
an indoor environment. Due to the large transmission bandwidth at 60 GHz, such a
system will likely operate on wideband channels with frequency selectivity, making
it challenging to use MIMO technology. To combat the effects of frequency selectivity,
we propose two low complexity alternative methods: 1) a TDE with TDC, which, if
implemented precisely, provides no delay differences between different paths; 2) an
FDE with PSC based precoder. Fig. 4.14 illustrates the block diagram and data path
for TDE and FDE in the digital baseband transceiver architecture of SC mode.

In such a propagation environment, we assume there are finite scatterer clusters.
And the paths emanating from the same cluster suffer smaller delay differences. For
the sake of simplicity, throughout this section, we restrict our attention to the down-
link case. The TDC and PSC are done at the AP side for both the uplink and downlink
transmission. Obviously, the complexity is only at the AP side in such a system.

4.3.1.2 Beam Steering

We assume a uniform linear array (ULA) at both the AP and user side with N; trans-
mitter antennas and N, receiver antennas. In order to achieve high directionality,
beam steering is employed in this work. Shifting the RF phase is a very practical and
feasible approach to achieving beam steering, especially considering the low-power
consumption and low-complexity structure for 60 GHz compliant devices. Here, a
uniform-weighing based codebook design [114,129] is adopted. The weighting vector
can be described as follows
27

—j——md sin(Opax)
Wy =e A e m=1,---,M.

The array factor now can be derived as

2
M-l 'Tnmd sin(@)’

AF(0) = 3 waé (4.88)
m=0

where d is the antenna spacing, A is the wavelength, M denotes the number of anten-
nas, and 6,y is the desired direction. Here, 6,4 can be set to angles of arrival and
departure (AoA/ AoD).
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4.3.1.3 Channel Model

We adopt the modified Saleh-Valenzuela (S-V) model [55,96,104] for channel modeling
at 60 GHz. We consider that there are L clusters and each channel cluster is composed
of K; rays. Under this model, the delay-n MIMO channel matrix can be given by:

K

Hin] =Y > a8(nT — 1 — ty) X ar(y — @i)ag (6 — By),
=1 k=1

where a;; is the multipath gain coefficient of the kth multipath component in the
Ith cluster which follows the log-normal distribution. T7; denotes the arrival time
of the first ray in the /th cluster. And the delay of the kth multipath component
within the /th cluster relative to the first path arrival time 7; denoted as t;;. ¢; and
8) represent the mean AoA and AoD of /th cluster respectively which follow uniform
distribution U[0,277). ¢; and 0; denote the AoA and AoD of the kth multipath
component within the /th cluster. They follow the zero mean Laplacian distribution.
The distribution of ¢ ; and ¢ is given by [96]

1
p(l[)) - \/EO’G

where o0 is the standard deviation. For the convenience of our simulations, the
power delay profile of the channel used in this section derived form the non-line-of-
sight (NLOS) channel model for the residential scenario based on the measurements
by IEEE task group 802.15.3c [124].

Here, the number of clusters L gives us an indication about the number of domin-
ant paths. Local scatterers in the cluster introduce micro delay variations (7 is very
small). And they can be even further reduced by employing beam steering for each
cluster which focuses the power in the direction of dominant path. If we obtain a
narrower beam, then we can achieve lesser delay spread in each cluster. Therefore, we
can consider each cluster to be frequency flat over wider bandwidth. Consequently,
all the rays in one cluster constructively add the channel gain of the /th cluster and
then we seem to have one single propagation path in each cluster. With RF domain
beamforming, the channel can be given as

exp(—|V2y/0oc)),

L

H[n) =)  wd(nTs —u)ar(¢r)a; (6r).

I=1

In this section, we assume that the AP has perfect channel state information.

4.3.2 Problem Statement

In order to mitigate the effects of frequency selective channels, we consider SC zero-
padded (ZP) block transmissions over time-flat but frequency-selective fading chan-
nels [65]. Consider a MIMO system with N; transmitter antennas and N, receiving
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antennas. Assuming the number of data streams is N;, the information bearing se-
quence is grouped into blocks x, = [x,(1), ..., xn(k), ..., xn(M;)]T of size Mg, where k
denotes the time index and n denotes the index of data streams, n = 1,...,N;. To
mitigate the inter block interference (IBI), we pad Mj zeros at the end of each inform-
ation block to obtain transmitted blocks of size M, = M; + Mj. The length of ZP M,
is chosen to be at least L. — 1 to avoid IBI.

We adopt the hybrid beamforming system architecture illustrated in our previous
work [110, Fig. 1]. Therefore the N; x 1 transmitted signal vector at time index k
can be expressed as x(k) = [xj(k), ..., xn,(k)]. The complex signal at output of the
baseband precoder Wy, of size N, £ X Ns, at time index k can be expressed as

s(k) = Wi (k)x(k), (4.89)

where N, is the number of RF chain.

At the receiver side, the received signal is first combined in the RF domain using
the N,s X Ny combining matrix Z,. Then, the ZPs are discarded to yield the processed
signal vector [126] expressed by

I Hl,l e leNrf S1 np
= - s S A I A (4.90)

I‘Nrf HNrf,l HNrerrf SNrf nNrf

It is important to emphasize here that the RF domain precoding and combining
matrices W, and Z, is the same for all time index k, which means that the RF do-
main beamforming is assumed to be frequency flat and only depends on the channel
characteristics (e.g., AoA/AoD). The received signal at time index k after processing
can be written as

8(k) = Zy (k)" ZIH (k)W Wiy, (k)x (k) + Zyp (k)" Z]m k), (4.91)

The main objective of this section is to maximize the achievable mutual informa-
tion for such hybrid analog/digital architecture, by selecting the best RF matrix W,
from predefined codebook and optimize the baseband precoding matrix Wy (k). The
information rate achieved by this system [15] can be expressed as

T =1og, (|1 + (Zy, (k) Z, fH(k)W, s Wy (k) 'R, (Zyy (k) Z, ;H(K)W, s Wi (K)) ).

Note that, R,, = Zy,(k)Z, fR,me}be(k)H is the post-processing noise variance matrix.
Obviously, the computational complexity is extremely high to solve this optimization

problem at each symbol duration. In the following, we develop two low complexity
hybrid precoding solutions: TDC based TDE and PSC based FDE.
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4.3.3 Time-Delay Compensation based Time Domain Equalizer

Appreciating to the highly directional characteristic and/or beamforming technique,
the combined architecture of TDC and simplified SVD based equalization is proposed
in this section to realize TDE in SC mode of 60 GHz systems. Comparing to the
"classical" digital equalizers such as zero-forcing (ZF), MMSE and least-mean-squares
(LMS) TDE, the computational complexity of TDC based TDE is not proportional to
the RMS delay spread of multipath fading channel.

4.3.3.1 Path Selection Algorithm

In order to employ TDC efficiently to obtain a flat fading channel, best possible beam
separation is necessary to guarantee the signal-to-interference ratio (SIR). This leads
to the optimization of RF domain beamforming at the transmitter side, namely path
selection algorithm proposed in our previous work [110]. We use average SIR as a
performance metric to maintain the signal quality for each beam.

Suppose that, via each individual dominant path, we transmit only one data
stream to bring down the dependency between different dominant paths. However,
the side lobes of one beam induces interference to the beams of other dominant paths.
We utilize average signal-to-interference ratio (SIR) as a performance metric to main-
tain the signal quality for each beam. In order to fulfill an SIR constraint denoted
as 6, e.g. 6 = 10dB, the beam inducing higher interference to other beams and the
corresponding path undergoing higher attenuation is set aside. The higher SIR con-
straint we set, the lower dependency between different dominant paths we can obtain.
Nevertheless, once the SIR threshold is too high, the capacity achieved by the system
is decreased due to the decrements of diversity. Therefore, it is essential to adjust the
SIR threshold to balance the dependency between different dominant path and the
capacity. Due to the limited SIR threshold, though the dependency between different
dominant paths is significantly eliminated, the interference still exists.

4.3.3.2 Time Delay Compensation

Time Delay Compensation (TDC) technique, if implemented precisely without con-
sidering the hardware limitations, yields no delay differences between different paths
and obtains a flat fading channel over a wide bandwidth. According to indoor chan-
nel measurements, the geometric modeling approach [55] consists of multiple clusters,
each with multiple rays. To reduce the delay spread both, intra- and intercluster, we
employ beamforming in RF domain and a TDC in digital baseband. Generally, the
local scatterers in each cluster only introduce very small delay variations and firstly
we can further minimize their delay spread by employing RF beamforming. By in-
creasing the number of antennas, a narrower beam can be obtained, which reduces
the delay spread. Therefore, in each cluster the channel becomes frequency flat over a
wider bandwidth. Meanwhile, we compensate the intercluster time delay difference
by adopting an adjustable buffer in digital baseband.
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The relative time delay on each individual path is compensated by input buffer.
The time delay vector T can be expressed as T = [17,..., T}, ..., TL]T. Instead of the
absolute time delay on each path, we consider the relative time delay with reference
to minimum one to decrease the implementation complexity. Therefore, we obtain

T = Typin + [T1,...,0, ..., 7|7, (4.92)

where T = 17 — Ty, with [ = 1,..., L. Obviously, precision of the buffer depends on
the sample duration Tj,. The quantization error vector can be denoted as

T, =T —round(T/Tp) - Tp, (4.93)

where round(x) rounds x to the nearest integer. Experiment results show that the
quantization error follow Gaussian distribution. Here, the absolute value of maximum
quantization error is equal to T,/2. Hence, the possible maximum length of CIR
spread with TDC can be written as

L = [(Temax — Temin)/ Ts| = [T/ Ts], (4.94)

where T; denotes the symbol duration.

To obtain flat channel, we shall have £ < 1. This inequality can be guaran-
teed if the buffer sample duration is smaller than symbol duration. During 60 GHz
band transmission, T; is in the range of few nanoseconds to reach beyond gigabit per
second throughout. Obviously, the frequency selectivity of the channel depends on
the time resolution of the buffer yielding a trade-off between processing power and
performance (both increase with time resolution of the buffer) [108].

4.3.3.3 Capacity Maximization Criterion

After obtaining a flat fading channel, the optimization of remaining precoding and
combining matrices is formulated based on the capacity maximization criterion under
a total transmit power constraint. Take into consideration the negligible interference
and approximate diagonal property of Hy, , with m,n € {1,---,N,¢}, we can obtain

Hiye o Hingk
H(k) = : : , (4.95)

Hn, e -+ HNg N, gk

where H,, ,,.« denotes the kth diagonal element of H;, ,. As can be seen from (4.90), the
diagonal elements in H,, , is time invariant, making it much more computationally
efficient to solve the optimization problem.

Adopting a similar procedure to [105,112], the AP can build its hybrid data pre-
coders W, ¢, Wy, and combiners Z, ¢, Zy, to approximate the dominant singular vectors
of the channel Wy,; and Z,, respectively.



4.3. Low Complexity Equalization Algorithms 87

4.3.4 Phase-Shift Compensation based Frequency Domain
Equalizer

The time delay on each data stream in time domain can be considered as phase shift,
which increases linearly with frequency, in the frequency domain. With the assump-
tion of zero padded block transmissions (see Section 4.3.2), we can use DFT and IDFT
of length N equal to this block length for a delay compensation in the frequency do-
main. Furthermore, additional components are not required adopting the PSC. Let
Fy denote the normalized DFT matrix of size N x N, with the (p, g)th element equals
to (1/v/N)exp(—j27t(p —1)(q — 1)/N). Thus, the equality FXFy = Iy holds. By left
multiplying (4.90) by diag{Fy ...Fx}, the FD representations can be expressed as

F F
Y1 Hi, ... H N, S1 Ny
: = . : : + :
F F
Y, HY 1 - H{ N, | SNy Nn,,

where Y, = Fyy,,, Hy, , = FNHynFY, Sy = Fys, and Ny, = Fyny,.

Remark 1: If the block time duration (M + L — 1) T; less than the channel coherence
time, then we can consider the CIR during one block transmission keep invariant so
that Hy,, is a circulant matrix. Meanwhile, Hin is a diagonal matrix with the kth
diagonal element

H e = thn exp(—j2m(l—1)(k—1)/N).

In order to enhance the computational efficiency, similar to TD equalizer, SVD can
be applied to sub-channels which can be determined by taking out the kth diagonal
element from the corresponding position of each Hm »» and these elements compose
the matrix of kth sub-channel H” (k), k = 1,2,--- ,N, i.e.

F F
Hl,l;k . Hy N, ik
H” (k) = ; . ; : (4.96)
F F
Nrf,l;k e HN,,f,Nrf;k

Nevertheless, in practical system, it is still not computationally efficient to execute
N times SVD of size N,y X N, during one block transmission.

Here, due to the RF domain beamforming and path selection algorithm, ,, ,({)
with [ = m = n is a dominant figure, of which the amplitude is much larger than
other coefficients. Therefore the contribution to H £ 1« of other elements hy, , (1) with

| # [ are ignorable, i.e.

H e = b (D) exp(—j2r(I = 1) (k — 1) /N) (4.97)
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Figure 4.15: The scatter plot of diagonal elements of channel matrix with 3 domin-
ant paths. There exists an approximately constant phase shift between
adjacent sub-channel.

: Foo_
1} can be determined as Hy o =

Therefore, the relation among {Hn];- -y Hn]; ik
HY 1 Dpmn With Ady,, = exp(—j27(I —1)/N). Obviously, A¢11 = 0.

Remark 2: There exists an approximately constant phase shift between adjacent
sub-channel matrix H” (k — 1) and H” (k), which means H” (k) can be determined

from H” (k — 1) by element-by-element multiplying a phase shift matrix ® with A¢y, ,

nl=m

A = { exp(—j2(l—1)/N), m (198)

0, otherwise

Based on the aforementioned two properties, we propose a very low complexity
SVD based FD equalizer.

4.3.4.1 Phase Shift Compensation

With considering the baseband precoder and combiner, the equivalent channel # (k —
1) can be expressed as

Hk—1) =Zy(k—1) -H (k—1) - Wy (k—1) (4.99)

where # (k — 1) is a approximately diagonal matrix with ordered positive elements,
which means several parallel independent channels are obtained.

Suppose that Wy, (k) = ® Wy, (k — 1) and Zy, (k) = Zy,(k — 1), the equivalent
channel H (k) can be written as

H (k) = Zyp (k) - H (k) - Wy (k) = H(k—1) (4.100)
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BER performance and spectral efficiency as a function of phase quantiz-
ation bits in a hybrid system with only quantized analog phase control.
Results compare the BER performance of proposed algorithms with the
unconstrained system. The SNR is at 18dB

Therefore, once one sub-channel matrix and phase shift matrix are known, all other
sub-channel matrices can be determined. Moreover, the difference between original
diagonal elements and reproduced diagonal elements is very small, as shown in Fig.
4.15. Tt can be seen H (k) is also flattened by only multiplying a diagonal phase shift
matrix to pre-processing matrix instead of performing SVD again, which is much
more computationally efficient.

4.3.5 Performance Evaluation

In this section, we present numerical results to evaluate the performance of proposed
SVD based TDE and FDE. We consider the case when there is only one AP and one
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Figure 4.17: The influence of integer bit-length on the BER performance. We con-
sider 8 bit fractional part for all the cases.

user without any interference. We adopt the hybrid beamforming system architec-
ture illustrated in [110, Fig. 1]. The AP has N; = 32 antennas, and the user has
N, = 16 antennas. The antenna array is ULAs, with spacing between antennas equal
to A/2. We focus on the quantized precoder and combiner coefficients since it is more
important for hardware realization due to energy savings and time considerations.
The baseband precoder and combiner adopt a fixed bit-length message quantization
with sign-magnitude representation. The quantization scheme is described by the
bit-length 5. The precoder and combiner coefficients and processed signals use sat-
urating arithmetic to prevent wrapping. And the RF phase shifters are assumed to
have only quantized phases. As mentioned earlier, each channel realization is gen-
erated using the 60 GHz NLOS multipath channel model for the residential scenario
CM2.3 [124]. In addition, the channel realization H is assumed to keep invariant dur-
ing one codeword transmission. The LDPC code used in the WiMAX IEEE 802.16e
standard with the rate of 2/3 and codeword bits 576, and Gray mapped 16 QAM
modulation are employed for the transmission. Two data streams are simultaneously
transmitted with N,; = 3.

4.3.5.1 Influence of Parameter Setting

The BER performance and spectral efficiency as a function of phase quantization bits
in a hybrid system with only quantized analog phase control are depicted in Fig. 4.16.
For illustration purposes, we adopt the time consuming unconstrained digital system.
Their decoding performance and spectral efficiency are used as benchmarks for the
following comparisons. Here, the impact of the RF system limitations on the perform-
ance of proposed equalization algorithms is evaluated. We consider 6 bit quantization
with sign-magnitude representation for digital baseband processing. Simulation res-
ults show that the proposed algorithms can achieve near-optimal spectral efficiency
if the quantization bits is larger than or equal to 7. Also, the results show that five
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Figure 4.18: The influence of bit-length of fractional part on the BER performance.
We consider 2 bit integer part for all the cases.

quantization bit may be sufficient to accomplish more than 90% of the maximum gain.
However, the BER performance loss is unacceptable.

The subsequent step is to examine the impact of word-length 5 on the BER per-
formance. The BER performance over the signal to noise ratio SNR for different
tixed-point word-length is shown in Fig. 4.17. The 16 bit floating-point representation
is used as a reference. Firstly, it can be seen in Fig. 4.17 that the communication
performance shows no degradation for B7 = 1 bit integer part with 8 bit fractional
part. Secondly, in Fig. 4.18 different bit length of fractional part cases are shown.
When Br = 4, there is no performance loss with 2 bit integer part. The degradation
in communications performance for Bz = 3 is just 0.4dB as the target BER is 10~%. In
the following, we set the number of phase quantization bits to Q = 7. For baseband
precoder and combiner, the bit-length of integer part and fractional part to By = 1,
and Br = 4. This quantization scheme results in a communication loss of 0.1dB
compared to floating-point representation.

4.3.5.2 Comparison: TDE and FDE

After identifying the optimal word-length at digital baseband and number of phase
quantization bits, we further compare the decoding performance and spectral effi-
ciency of the proposed algorithms. The decoding performance comparisons are con-
ducted in the context of a Ny = 2 MIMO system combined with capacity achieving
channel code. As we can observe, form Fig. 4.19, the proposed algorithms yield BERs
very close to that of flat fading channel, where only some marginal BER loss occurs
at high SNRs. In Fig. 4.20, the frequency selective channel can achieve slightly higher
spectral efficiency than the flat fading case due to the increment of diversity.

Besides BER performance and spectral efficiency, computational algorithm com-
plexity is also one of the most important factors. The components and computational
complexity of two proposed equalization algorithms are listed in Table 4.2 and 4.3.
The FDE requires a pair of FFT and IFFT to transform data to the frequency do-
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Figure 4.19: The BER performance of different algorithms. The BER performance
loss exists when the resolution of the buffer is low.
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Figure 4.20: The spectral efficiency of different algorithms. The frequency selective
channel can achieve slightly higher spectral efficiency.

main for equalization and back to time domain for data demodulation, respectively.
With a block length of M}, = 512, the number of operations during one block trans-
mission at the receiver side is shown in Fig. 4.21. The PSC based FDE requires
a higher implementation complexity due to DFT. According to the criteria for low
power consumption, computational complexity has a higher priority than decoding
performance. Therefore, the additional complexity related to FDE is the cost of its
BER gain.

44 Summary

In this chapter, we have analyzed the performance of a single user MIMO system
(point-to-point transmission) with hybrid pre- and post-processing, in which a limited
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Table 4.2: Computational complexity: TDC based TDE

Component Addition Multiplication

Pre-processing ~ N,¢ x (N5 — 1) Nyf X Ns
Post-processing  Ns X (N,r —1) N, ¢ x Ns
Input buffer Implemented by register
SVD O(fo)

Table 4.3: Computational complexity: PSC based FDE

Component Addition Multiplication

Pre-processing  N,r X (N5 —1) Ny¢ X Ns
Post-processing  Ns X (N,r —1) Nyf X Ns

DFT / IDFT O(Mylog My)
2] |
c
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Figure 4.21: The number of operations during one block transmission at the receiver
side with N, = 2, Nrf = 3, and M, = 512.

number of RF chains drives a large number of antennas array. There are two kinds of
common structures: fully-connected structure and array-of-subarray structure.

For a fully-connected structure, three joint optimum pre- and post-processing
design criteria have been derived for a hybrid spatial processing system under total
transmit power constraint. After optimizing digital baseband pre- and post-processing
with a weighted minimum mean square error (MMSE) criterion, the optimization in
the RF domain is performed based on three criteria subject to various error weights.
Besides, a low hardware complexity transceiver has been constructed. Relative to a
fully digital pre-processing architecture, the performance loss of our hybrid scheme
is negligible. For array-of-subarray structure, the two-step scheme consists of a base-
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band beamforming design similar to a fully-connected structure and a counterpart in
the RF domain using an iterative algorithm. Numerical results to assess the perform-
ance of the proposed system in terms of uncoded BER and information rate have been
presented.

After that, we have developed two novel mmWave channel recovery algorithms
that efficiently determine different parameters of the mmWave channel with a very
low training overhead based on the 2D-DFT technique. The proposed algorithms take
into account practical radio frequency (RF) hardware limitations and computational
complexity reduction during the training phases with comparable performance. For
further work, it would be interesting to seek the design of robust channel recovery
algorithms.

Last, we have proposed two frequency selective hybrid precoding solutions, namely
TDC based TDE and PSC based FDE. Compared to the "classical” digital equalizers
such as ZF, MMSE, and LMS TDE, the equalization algorithms we derived aim to
maximize the data rate. The RF precoder is frequency flat during one block trans-
mission due to the independence of RF precoder design on the time delay spread.
The flat fading channel is obtained by adopting TDC for TDE and PSC for FDE in
digital baseband. After that, the baseband precoder can be designed as the flat fading
case in our previous work to maximize the achievable capacity. The proposed two
novel mmWave channel equalization algorithms efficiently reduce the computational
complexity. We focused on the quantized precoder and combiner coefficients since
it is more critical for hardware realization due to energy and time savings. Further-
more, the RF phase shifters are assumed to have only quantized phases. Numerical
simulations validate the performance of the proposed algorithms with quantized pre-
coding and combining. It would be interesting to design efficient hybrid precoding
for wideband multi-user mmWave systems, which will be addressed in Chapter 6.



Chapter 5

Power Efficiency Analysis of
Millimeter Wave Transmission Systems

Large scale antenna systems in the mmWave band provide a solution to the severe
shortage of spectrum experienced in the conventional microwave bands. In a practical
large scale antenna deployment, implementation of hybrid beamforming structure is
critical as it provides high array gains to overcome the high path loss and achieve suf-
ficient link margins. However, while implementing this structure, we also encounter
quite a few challenges, such as complexity, cost, and energy consumption. In this
chapter, the spectrum efficiency of the hybrid beamforming approach is introduced
in Section 5.2. After that, a power consumption model for the large scale antenna mm-
Wave system is presented and analyzed in Section 5.3. With the help of this model, we
maximize the energy efficiency of the overall system. As the optimization of energy
efficiency is a crucial factor in system optimization and design of the power-hungry
devices, the spectral efficiency goes through a reduction with the increasing energy
efficiency. Thus, an analysis of the relation between energy and spectral efficiency
becomes a critical task, and we aim to optimize energy efficiency constraining the
spectral efficiency being fixed, as addressed in Section 5.4. The numerical results
in Section 5.5 can then be utilized to guide the practical energy/spectrum efficiency
trade-off for the LSAS design.

The results presented in the chapter have been published in part by the author
in [106,107,110].

5.1 Introduction

60 GHz band offers a promising future for the ever-increasing demands of the local
and personal area networks related to the high data rates, low power consumption
and high spectrum efficiency (SE) [58]. Unfortunately, owing to many differentiating
factors such as increased hardware complexity, large bandwidth at millimeter wave
(mmWave) resulting in frequency selectivity, MIMO processing in mmWave systems
differs significantly from it in the traditional microwave systems. Moreover, the chan-
nel at mmWave is sparse in the angular domain [76,96]. All these factors make the tra-
ditional system architectures implausible at mmWave. With high data rates which are
enabled by the available bandwidths in the mmWave bands, limiting the processing
power in an affordable range becomes an issue. The processing power consumption
should be on the scale of a few Watt to avoid forced cooling. Allowing as little as 10
pJ for processing 1 bit, we need 1 W of processing power for 100 Gb/s. Thus, driven
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by the aim of high spectral efficiency and maximizing data rate under strict energy
constraint, a novel Large Scale Antenna System (LSAS) transceiver architecture em-
ploying hybrid beamforming with time-delay compensation (TDC) technology has
been proposed in [110].

Due to the requirement of low power consumption for battery operated devices,
access points (APs) undertake most major computation procedures such as various
estimation works, precoding, etc [16]. Fundamentally, the users (e.g. mobile) are rel-
atively small scale communication units while APs are physically large scale commu-
nication units. When targeting data rates are on the scale of Gbps, the overall power
consumption of the system suffers dramatically. Therefore, the proposed transceivers
should be optimized to achieve a maximum data rate under a strict overall energy
constraint, which implies that transmit energy as well as processing energy is limited
for a given data rate [105]. In this chapter, we aim at the optimization of the system
parameters, such as the number of user antennas, the number of RF chains and the
number of data streams in order to maximize the energy efficiency (EE) for the novel
proposed transceiver architecture.

In the previous work [107], the LSAS architecture employing hybrid beamforming
with TDC has been proposed, which combats the frequency selectivity to flatten the
channel over a wide bandwidth as well as maximizes the capacity. The analysis of the
power requirements for this system is still an important consideration which needs to
be investigated.

Thus, the motivation of this chapter comes to devising a suitable power consump-
tion model and optimizing the EE of the system. To enhance the EE while guar-
anteeing a certain SE, it is required to study the fundamental EE-SE relationship to
design practical energy-saving strategies. Furthermore, the different system paramet-
ers influencing the EE-SE relationship such as the number of receive and transmitter
antennas, the average signal-to-interference ratio (SIR) threshold, and the bandwidth,
are studied. Numerical simulations comparing the EE and SE under different system
parameters are also presented. Accordingly, an optimum set of system parameters is
obtained, which observes the practical EE/SE trade-off and maximizing the perform-
ance of the proposed LSAS system architecture.

5.2 Spectrum Efficiency

The channel model for broad-band fading channels is introduced in this chapter com-
panied by the novel LSAS transceiver architecture employing hybrid beamforming
with TDC technology.

Based on the experimental investigations, the clustering approach is directly ap-
plicable to channel models for 60 GHz indoor wireless local area network (WLAN)
systems with each cluster actually consisting of a number of rays closely spaced to
each other in the time and angular domains. Therefore, the number of clusters gives
an indication about the number of dominant paths. Our model considers that there
are L significant clusters with minimal intra-cluster delay spread. RF domain beam-
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Figure 5.1: Block diagram of a large mmWave system employing beamforming and
time-delay compensation

forming can then be exploited which focuses the power in the direction of the domin-
ant path and the delay variations can further be reduced. With efficient beam steering,
we can assume that there is one dominant path in each cluster, since all the rays in a
cluster constructively add the channel gain of the Ith cluster.

Here, we consider the most widely used modified Saleh-Valenzuela (S-V) model
for channel modeling at 60 GHz [55,96,104]. Using this model, the N, x N; dimen-
sional frequency-selective MIMO channel between the AP and the user can be ex-

pressed as
L
NiN;
H=, tL lz;ﬂézar(ébl)a?(@l)fs(f —7) (5.1)

where «; denotes the complex gain of the /th path.

The complex gains «; are assumed to follow the log-normal distribution, with
E[|a;|?] = & The angles of arrival and departure (AoAs/AoDs) of the /th dominant
path are represented by ¢; and 6; respectively. In order to model AoAs and AoDs,
Laplacian distribution with uniformly distributed mean over [—7, 1) and angular
standard deviation of o4 is utilized. Here, we consider the non-line-of-sight (NLOS)
channel model for the residential scenario based on the measurements by IEEE task
group 802.15.3c [124]. The array response vectors of the uniform linear arrays denoted
as a,(¢;) € CN*1 for the receiver and a;(6;) € CN**1 for the transmitter equal to

1 . , .
a _ 1, eikd sm(@),. ., e]k(Nfl)d sin(0) 5.2
() = | 52)
27 . :
where k = e and d is the antenna spacing.

Time delay compensation is implemented in such a way that the beams are time
shifted by input buffers. Accordingly, the discrete channel matrix is

L
H =1/ "00 S wa(gn)al (63t — 1+ 1) 53

I=1
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where 7; denotes the quantized time delay compensation of the /th path given by
1) = k; - T, in which T, is the sample duration of the buffer and k; is an integer. The
efficiency of time delay compensation is validated in [107].

Moreover, we try to achieve the best possible beam separation in order to get a
flat fading channel. An SIR constrained path selection algorithm to implement this
has been proposed in [110] which includes optimization of the number of antennas
to get the best possible directivity. Since the RF beamforming is implemented using
only analog phase shifters, it holds that

(Wop(m, 1) = M, ! (5.4)

where M represents the optimized number of active antennas for the /th beam after
the completion of the algorithm. During data transmission, each dominant path only
transmits one time-shifted beam such that the number of active RF chains is N}, = L.
The algorithm details of RF domain beamforming design, namely to obtain the best
beam separation and to guarantee the SIR in the direction of dominant paths satisfy-
ing a certain threshold, is beyond the scope of this article and will not be introduced
in this work.

After applying optimized RF domain beamforming with efficient TDC, the equi-
valent flattened fading channel can be expressed as

H = Agdiag(a)ATW,; (5.5)

NtNr
& = L [‘xl/"'/lxl""’lxi]

and L is the number of resolved paths after path selection. The matrices Ag and At
contain the AP and the user array response vectors with

where

AR = [ar(4>1),- . -/ar(¢l)/- . '/a?’(gbl:)]

and
AT = [at(Gl),. . .,at(()l),. . .,at(()i)]

The RF domain beamforming vector is designed such that a constant projection on
the corresponding array response vector and zero projection on the other directions
are generated. Hence, by applying optimized RF domain beamforming design with
an efficient SIR threshold, we can obtain

Based on (5.5), we can derive E[||H||2] ~ &N;N;.

A single-user mmWave MIMO system model is illustrated in Fig 5.1. The focus
of this section lies in the downlink transmission. A transmitter with N; antennas
can be observed to communicate N data streams to a receiver with N, antennas. At
the transmitter side, N, flat beams are obtained from N; data streams using a digital



5.3. Power Consumption Model 99

baseband precoding matrix Wy, such that Ny < N, < Ny and N; < N, < N,. The
N, flat beams are time-shifted by the input buffer and then processed by an N; x N,
RF precoder W, ;. With efficient TDC and RF domain beamforming, the equivalent
flattened fading channel can be denoted as H.

The discrete-time transmitted signal is then

x = AWy,;s (5.7)

where s is the N; x 1 vector of transmitted symbols, such that E[ss"] = (P,/N;)Iy,,
and P, stands for the total transmit power. The total power constraint is enforced by
normalizing Wy, such that ||erwbb||12: = N;.

At the user side, the received signal is first combined in the RF domain employing
the N, x N, combing matrix Z,r followed by a N; x N, baseband combiner Z,. The
constraints on the entries of RF combiner Z,; are similar to the RF precoder. If Z =
Zy,Z, s, the received signal after processing can be then written as

8§ = ZHW,;s + Zn (5.8)

where n denotes the N, x 1 noise vector of i.i.d. CN(0,R,;). The noise covariance
matrix is represented by Ry, = 021y, .

In this section, it is assumed that the channel state information (CSI) is perfectly
known at both the transmitter and the receiver. In addition, we implicitly assume
perfect synchronization. In literature, mmWave-specific channel estimation has been
proposed [14]. The important channel parameters such as AoDs, AoAs, time delay
and path loss can be estimated by sparse channel estimation. Effectively, we further
assume ideal decoding at the receiver side based on the Ns-dimensional processed
received signal §. Under the stated assumptions, the information rate, achieved by
this system, can be formulated as

(ZHWy,) " (ZHWy,)
(ZRnnZH)

7 =log, I+ 5.9)
In order to improve the date rate obtained in (5.9), the number of data streams N;
needs to be optimized rather than constant.

5.3 Power Consumption Model

In this section, an approximated power consumption model for the system in Fig. 5.1
is developed. We focus only on the receiver part. In order to estimate the total energy
consumption, all signal processing blocks at the receiver side need to be considered
in the model. However, in order to keep the model from being over-complicated at
this stage, baseband signal processing blocks such as channel coding, pulse-shaping,
and digital modulation are intentionally omitted. The methodology used here can be
extended to include those blocks in future research work.
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Figure 5.2: Block Diagram of the Receiver Chain

The total average power consumption along the signal path can be divided into
two main components: the power consumption of all the circuit blocks Pgrg in the
analog part and the power consumption of the baseband combiner Pgg. The first term
Prr in the total power consumption is given by

Prr = Nr(Pitter + PLna) + Ny NpPapifter + NpPerr
+Nb(Pmix+PADC) (5-10)

where Pjier, PLNA, Phifters PrrL, Pmix and Papc denote the power consumption values
for the filter, the low noise amplifier (LNA), the phase shifter, the phase-locked loop
and the mixer and the ADC respectively. The exact computation of the dissipated
power is difficult in general, thus we approximate the power consumption of each
hardware component here and elaborate it further in Section 5.5.

It is known that a baseband combiner is designed and implemented in comple-
mentary metal-oxide-semiconductor (CMOS). The power consumption per operation
unit depends tightly on the feature sizes of CMOS technology. During data trans-
mission, the baseband combining matrix is multiplied with the vector of processed
symbols of size N, x 1. Accordingly, it requires N5 x N, multiplications of complex
numbers and N X (N, — 1) addition of complex numbers. Let Py, and P, be the power
consumption per multiplier and adder operation for a real value, respectively. Then
the second term Pgp in the total power consumption is given by

Pgg = 4NsNy P + 2N; (2N, — 1) Py (5.11)

The related circuit and system parameters are defined in section 5.5, where the power
consumption values of various circuit blocks are quoted from the corresponding ref-
erences.

Based on (5.10) and (5.11), the total power consumption equals to

Potal = Prr + P (5.12)
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5.4 Energy Efficiency

For given system parameters (N;, N;, N}, N;), the hybrid precoders or combiners are
designed to maximize the spectral efficiency of the system in Fig. 5.1. In [105,112], the
joint precoding and combining optimization have been presented. The entries of RF
matrices W, s and Z, have equal norm, of which the columns are selected to focus the
power in the direction of the dominant path to achieve best beam separation. Then
the popular singular value decomposition and water-filling power allocation are em-
ployed to obtain the baseband matrices Wy, and Z;;,. From eigenvalue decomposition
theorem, HH™ has N nonzero eigenvalues with Ny < N < N,. Hence the achievable
data rate can be written as

AiP;
i

N
1= z:log2 (1 +
i=1

) (5.13)

where A; denotes the ith eigenvalue and P; denotes the power allocated on the ith
eigenmode under the power constraint Zfil P; < P,. By applying the derivation
for achievable data rate and the assumed power consumption model, the energy effi-
ciency #gg can be formulated as

A
Protal
In the mmWave MIMO systems, a trade-off between the power consumption and the
achievable rate can be observed. The achievable data rate increases with the increasing
number of receive antennas while the power consumption also increases accordingly,
which results in a concave shape of energy efficiency curve. Based on that, the number
of receive antennas that maximizes the EE are discussed in this chapter. We validate
the efficiency of our proposed solution via simulations.

EE = (5.14)

5.4.1 The Energy Efficiency Optimization Algorithm

It is difficult to see the direct relation between the EE and N, from (5.13). As a
consequence, the EE with respect to N, is optimized by observing the bounds on the
data rate Z. The lower bound can be satisfied with equality if only the strongest
modes are filled up by waterfilling, corresponding to a rank-one channel. It can be
expressed as
PN A
T >log, (1+ %) (5.15)
n

On the other hand, if the channel has equal eigenvalues, i.e. if all the eigenmodes are
identical, the upper bound is achieved in the following manner

Po Zzil A
Z < Nlog, (1+ T%’) (5.16)

where SN, A; = ||[H||2 = Tr(A"A).
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The best possible beam separation is necessary to achieve a flat fading channel.
In [110], we have proposed an average SIR constrained design to achieve the best
possible beam separation. As is known, the SIR of a particular beam is related to the
number of transmit antennas used. In the proposed design algorithm, the number
of antennas is optimized to achieve the best possible directivity and at the same time
satisfy the SIR constraint, which also contributes to minimizing the processing power.

The effect of the SIR threshold on the number of average paths that can be re-
solved is illustrated in [110]. There are two competing effects. On one hand, when
increasing the threshold, the average number of paths reduces since weak paths are
dropped. This reduction is followed by a decrease of the channel rank and, thus,
leads to lower data rates. On the other hand, increasing the SIR threshold leads to a
higher received signal-to-noise ratio (SNR) and a significant reduction of frequency
selectivity. Hence, the equalization complexity at the user side reduces. While the
threshold is high enough, the frequency selectivity becomes negligible and the equal-
izer becomes unnecessary. As a supplement, a further positive effect of increasing the
threshold is that the gain in each subchannel is higher and, therefore, higher order
modulation can be employed. This results in an increase in the overall data rate, fol-
lowed by a co-occurence of positive and negative effects. After taking all the factors
into consideration, the overall data rate is reduced by increasing SIR threshold.

Note that after the implementation of hybrid beamforming with TDC, the channel
can be considered as a diagonal composing of L independent paths. With the consid-
eration of SIR threshold being sufficient, at which the interference can be neglected,
AIT{Wr 5 = I, is further assumed.

Under this assumption, the total power gain of the channel matrix can be refor-
mulated as

N
> A= Tr ((Ardiag(a) A W) (Ardiag(a) AW, )
i=1
Np

NtNr 2
= — ) ] 5.17
N, ; ; (5.17)

The data rate 7 is accordingly bounded as

CN,

log, (1+CN,) <T < Nlog, (1+ W) (5.18)

where C = P,N; Y12, a2/ (N, 02).
Now the case of upper bound is observed and the optimization problem can be

expressed from (5.14) as

.. C510g2(61 + Cer)
maximize

1
N, C3+CiN, 6.19)
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where

Ci=1,
Ny
Co = PoNi Y a7/ (N*Nyoy),
i=1
C3 = 4NsNy P + 2Ng(2Np — 1) Pa + Pprr, + Ny (Pmix + Papc),
Cs4 = Pfter + PLNA + Ny Penifter,
Cs = N.

The objective function f(N;) can be expressed as follows

B C510g2(C1 + Cer)
f(Ny) = Cs 1 CaN, (5.20)

where Cq,Cy,C3,Cy4,Cs5 > 0.
A function f: R™ — R is called quasiconcave if its domain and its superlevel sets

Se={xe€dom f | f(x) <a} (5.21)

for « € R, are convex [25, Section 3.4].

Based on that, the objective function f(N,) is a quasiconcave, i.e. a unimodal
function. It can be said that if a N;¥ ! exists, which means f’ (Nf pt)=0, then N; Pt s
the global maximizer and the function is increasing for N, < Ny P! and decreasing for
N; < N7

Now,
C2(C3 + C4Ny)

fi(Nn) = (C1 + CoN;) In2

—Cy logZ(Cl +CoNy) (5.22)

In order to derive Nf¥*, consider (N pt) = 0 and we get

(CoC3 — C1Cy)
C1+ CoN,

—Cy = C4(11’1(Cl + Cer) — 1) (5.23)

By substituting z = In(C; + C2N;) — 1, we derive
(€l —CiCy) _ -

5.24
where e is the natural number.
Therefore the optimization problem has a closed form solution as
W(Czc?;gclc‘*)ﬂ B
NPt = € ! G (5.25)

)
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To sum up, the derivation of the optimization problem leads finally to the Lambert W
function W(z) defined by the equation z = W(z)e" () for any z € C.

The aforementioned function can be described as a concave function, while EE is
an increasing function for N, < NyP " as well as a decreasing function for N, > NyP L
The proposed solution is validated by providing the numerical examples in the section
of simulation results.

5.5 Performance Evaluation

In this section, we evaluate EE for our proposed transmission scheme and compare
the performances along different system configurations. Here, to compute the power
consumption in a realistic way, the hardware characterization described in Section
5.3 is employed. We consider the wireless transceiver system operating at 60 GHz
in an indoor NLOS environment. For demonstration purposes, the total transmit
power across all transmit antennas is also assumed to be normalized to unity with
Po = 1. As mentioned earlier, each channel realization is generated using the 60
GHz NLOS multipath channel model for the residential scenario CM2.3 [124]. In
addition, the channel realization H is assumed to keep invariant during one codeword
transmission.

5.5.1 Parameters in Power Consumption Model

In [89], a very low power consumption LNA designed in the 65nm CMOS process has
been presented. LNA determines the total noise figure at the receiver. High gain LNA
with less NF can be achieved with minimizing the transistor size [29]. Measurements
in [89] show that the proposed direct conversion receiver chip takes 0.34mm? area on
the board and the LNA has 12dB gain, 4.2dB NF gain, and 5.4mW power consumption
which is relatively low.

The second important block in the receiver front-end is the down-conversion
mixer that has a great deal of effect on the receiver’s performance. In conventional
microwave systems, Gilbert mixer is widely used due to the high power consumption
of the Gilbert mixer at 60GHz, thus in [89] the transconductance mixer is proposed for
low-power design at 60GHz. However, the only drawback of this kind of mixer is the
large chip area requirements in comparison with conventional Gilbert mixers. Meas-
urements in [89] show that the transconductance mixer with 65nm CMOS process has
6dB gain, 10dB NF, and consumes only 0.5mW power.

In [35,73] proposed a phased-array receiver for 60GHz, fabricated in 40nm low-
power CMOS technology. [73] implies the power consumption of phase shifter is 7mW
including a mixer. However, as phase shifters in the analog domain can be assumed
as passive devices that consume very low power, thus in this project, the power con-
sumption of phase shifter is assumed to be 2mW.

In addition, for the power consumption of mmWave ADCs [66], observations have
been done on devices which can be used in a 60 GHz system with at least a 500 MHz
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Table 5.1: Energy Consumption per Operation(f]) [118]

Benchmark Energy Consumption per Operation(f])
Circuits FinFet 7nm | CMOS 14nm NCSU
45nm
Vaa 0.30V | 0.45V | 0.55V | 0.80V | 1.10V
16-bit adder 0.111 | 0.384 | 0.762 | 1.44 | 4958
16-bit multiplier | 0.964 | 3.276 | 6.244 | 13.23 | 2954.9

bandwidth and an effective resolution (ENOB) larger than 5 bits. The power estimated
for an ADC, according to the method mentioned in [32] is given below

o _ 3VbpLmin(2BW + feor)
ADC — 10—0-15251+4.838

(5.26)

where Vpp is the supply voltage, Lnin denotes the minimal channel length for CMOS
technology, feor is the corner frequency of 1/ f noise and BW represents signal band-
width. The following values, Vpp = 1.2V, Lyin = 0.16 X 107°, feor = 1IMHz and
n =5, are applied to all cases.

Recently considerable research efforts have been invested in FinFet devices with
superior performance and power reduction in sub-20nm technology [118]. Synthesis
results show that 7nm FinFet technology resulting in 10X and 1000X energy consump-
tion reduction in comparison with 14nm and 45nm bulk CMOS technology. Although
these results are anticipated of power consumption of 7nm FinFet but are promising
replacement of conventional bulk CMOS-based devices. [118] provides power con-
sumption comparison between 7nm FinFet and 14nm, 45nm CMOS standard cell
libraries (AND,OR, XOR). Table 5.1 summarizes the energy consumption result of
a 16-bit adder and a 16-bit multiplier synthesized using different libraries. Results
clearly show that 7nm FinFet technology has a remarkable superiority in energy con-
sumption. Results are shown for two supply voltages, one for low power usage and
the other for high-performance applications.

Table 5.2: List of Simulation Parameters

Parameter Value Parameter Value

Peitier 25 mW [50] || PprL 30 mW [128]
Pynifter 2 mW [48] P, 0.49 mW [118]
PiNA 54 mW [89] | Pn 2.05 mW [118]
Prixer 0.5 mW [125]
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Figure 5.3: Maximal EE and the corresponding spectral efficiency for different num-
ber of transmit and receiver antennas, where the Bandwidth is set to 1
GHz and 6 = 11dB.

The power consumption for each component is listed in Table 5.2 along with the
settings mentioned in the corresponding references. In the case of the adder and
multiplier, the energy consumption per operation unit is listed in [118]. The corres-
ponding power consumption is shown deeply dependent on the symbol rate. Besides,
the performance degradation resulting from fixed-point quantization was evaluated
using extensive Monte-Carlo simulations, which suggested that 16bit is fully sufficient
to maintain overall system performance. The choice of word-width for CMOS power
consumption is motivated by above results.

5.5.2 Impact of Increase in Antennas

Fig. 5.3 shows the variation of EE as a function of the number of transmit antennas
and the number of receive antennas, where the bandwidth is 1 GHz. Another variable
is the amount of transmit SNR, which are set to p = 5 dB and p = 10 dB respectively.
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Figure 5.4: Maximal EE for different number of transmit and receiver antennas,
where the Bandwidth is set to 5 GHz.

It can be easily understood that the increase of N; has a positive influence on EE.
Correspondingly, an optimum point behaviour of EE curve is observed with respect
to N;. Since not only the data rate but also the circuit operating power consumption
are increasing by the increment of the number of receive antennas, the tendency of
EE shows a concave shape with respect to the transmit SNR as expected. Therefore,
the optimal point for EE can be determined.

Although the absolute value of EE is increasing along with the transmit SNR, the
number of receive antennas to maximize the EE is decreased. The reason is that the
rate of increase of data rate is bigger than the power consumption. It is worth noting
that EE curves more sharply for higher SNR. What’s more, the SE of the system will
obviously be enhanced with larger N, as well as N;.

In Fig. 5.4, we depict the EE when the bandwidth is set to 5 GHz. Compared with
the EE illustrated in Fig. 5.3, the wider the bandwidth is, the slower the convergence
of EE to the optimal point will be. Meanwhile, increasing the SNR at this bandwidth
helps to accelerate the convergence of EE. This is due to the fact that increasing band-
width power consumption increases dramatically and can be seen that in high SNR
regime increasing Nt leads to significant EE reduction.

5.5.3 Influence of SIR Threshold in EE and SE

Now the effect of SIR threshold on SE and the processing energy per bit along with
varying SNRs are demonstrated in Fig. 5.5. It is obvious that increasing the SIR
threshold results in a decrease in SE, since the rank of the channel decreases with
an increasing J. As for the case of the processing energy, two types of behaviors are
observed based on the received SNR. At the low SNR region, where the SIR threshold
is increased, the processing energy per bit decreases. When the SNR is larger than —6
dB, the processing energy per bit becomes smaller for lower SIR threshold. Further-
more, we can see that with the increase in SNR, the gap between SE for the two SIR
thresholds increases significantly.
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Figure 5.5: The effect of SIR threshold on the processing energy per bit and the
spectral efficiency under various receive SNRs, where the bandwidth is
set to 1 GHz.

5.6 Summary

As power consumption at the user side is a crucial factor for power-hungry devices,
a power consumption model for the receiver side has been first formulated in this
chapter. The total average power consumption along the signal path can be divided
into two main components: the power consumption of all the circuit blocks in the
analog part and the power consumption of baseband combiner. The RF chain consists
of the filter, the low noise amplifier (LNA), the phase shifter, the phase-locked loop,
and the mixer and the ADC, where each of these components is scaled with differ-
ent system parameters (such as the number of receiver antennas and the number of
RF chains). We also have investigated the total number of operations at the digital
baseband, which scales with the power consumption of the adders and multipliers.
Thus, a total power expenditure at the receiver side for our system model has been
presented.

We then have formulated the EE with respect to our considered hybrid analog/di-
gital beamforming structure, and we have optimized it over different parameters. 1)
Optimization over the number of receive antennas was the only case that we could
find a closed-form solution. We showed that the optimal value is presented by Lam-
bert W function, and the objective function is a quasi-concave function that, with in-
creasing the number of receiver antennas more than the optimal value, EE decreases
and vice versa. 2) The optimization problem for the number of transmit antennas is
not a linear function and cannot be formulated as a closed-form solution. However,
simulation results show that with increasing the number of transmit antennas, EE
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improves monotonically; thus, the maximum available number of transmit antennas
provides the best results. However, when we consider the proper access point (AP)
design, power consumption, and system complexity, more than 64 transmit anten-
nas are not recommended. 3) For the number of RF chains as another optimization
parameter, we concluded that this value is dynamic and with respect to the SIR ra-
tio and the number of available transmit antennas. 4) For the case of the number of
data streams as a design factor, we know that 1 < N; < 3; thus, optimization is an
irrelevant case for it.

To keep the power model from being over-complicated at this stage, baseband sig-
nal processing blocks such as channel coding, pulse-shaping, and digital modulation
are intentionally omitted. We mainly focus on the methodology of EE/SE analysis to
guide the practical EE/SE trade-off for the LSAS design. The methodology used here
can be extended to include those blocks in future research work.
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Chapter 6

Energy-Efficient Design of Multi-user
Millimeter Wave and sub-THz System

Until now, the research focuses on the 60 GHz range, in particular, for the radio
frequency (RF) architecture and channel characteristics. As proof of concept for the
methodology and because of its high relevance, the proposed approach is applied to-
wards systems operating beyond the 100 GHz carrier frequency range. In this chapter,
a new higher frequency band, 120 GHz, is explored, both in the mmWave band and
sub-Terahertz (sub-THz) band and provides a wide frequency band to achieve ultra-
high data rates. The impact of an extension to 120 GHz carrier frequency ranges is
considered. Except that, an extension from the point-to-point MIMO transmission
to multi-user case [61,100] (MIMO multiple access channel for uplink and broadcast
channel for downlink) is addressed.

This chapter has first studied the channel characteristics and channel models at
120 GHz published in the literature, as shown in Section 6.2. Compared to 60 GHz,
the shorter wavelength of 120 GHz allows more antennas employed, and larger band-
width used in the system. Based on literature research, we employ the ray-tracing
method to generate the channel model. Moreover, the planar antenna array is used
instead of the linear antenna array. After comparing different system architectures,
a multi-user low RF complexity hybrid beamforming MIMO system at 120 GHz is
applied in our work, with two structures: fully-connected structure and array-of-
subarray structure. Several algorithms with CSI are proposed to maximize the capa-
city of such systems in Section 6.3. Besides, we propose an iterative power precod-
ing algorithm without CSI. Its performance seems better since the complexity of the
hardware is much higher. Finally, we explore the influence of some parameters on
the system performance, such as the number of antennas, the number of users, and
quantization-bits, as illustrated in Section 6.4.

The algorithms employed in this chapter have been published in part by the author
in [105,109,111-113] and more comprehensive investigations has been presented in
the supervised thesis [31].

6.1 Introduction to Terahertz Band

As mentioned before, the critical frequency range for communication systems at mm-
Wave is operated at 60 GHz band, since several companies, such as SiBEAM, LG, IBM,
Sony, have many products under these developments [127]. Besides, there are vari-
ous standards for 60 GHz WLAN/ WPAN applications. For example, IEEE 802.11ad,

111
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which provided up to 6.75 Gbps throughput using approximately 2 GHz of the spec-
trum at 60 GHz over a short-range; IEEE 802.15.3c, which indicates that mmWave
WPAN can operate in the new and clear band including 57-64 GHz unlicensed band;
Wireless HD, which is based on a 7 GHz channel in the 60 GHz; the WiGig stand-
ard, which develops and promotes the adoption of multi-Gbps speed wireless com-
munications technology operating over the unlicensed 60 GHz frequency band; and
ECMA 387, which specifies a physical layer (PHY), distributed medium access control
(MAC) sublayer, and an HDMI protocol adaptation layer (PAL) for 60 GHz wireless
networks. There are also efforts done in the adjacent sub-THz and THz range. The
spectrum around 120 GHz has gained some interest since the NTT group in Japan
has done multi-gigabit systems experiments. And the system InP HEMT MMICs was
successfully used in the Beijing Olympic Games for the broadcasting HDTV, whose
error-free transmission rate was up to 10 Gbps [127]. 120 GHz band is also included in
the D-band, whose spectral range is between 110 GHz and 170 GHz. This frequency
band is suited for short-range communications and is typically used in atmosphere
applications. It may also have some potential possibility of applications, such as pre-
cision positioning, velocity sensors [84], and passive millimeter-wave camera [49]. In
2008 the IEEE 802.15 Terahertz Interest Group (IGthz) has been established to explore
whether the Terahertz band is feasible for wireless communications [44]. Until Janu-
ary 2014, an official IEEE standardization committee called 100 Gbps was proposed.
The THz band, in general, covers the frequency range from 100 GHz to 10 THz. The
potential applications at the THz band include biomedical, industrial, consumer, eco-
logical and military [88].

With the demand for higher data rates and spectral efficiency, it is necessary to
develop the wireless communication system to a higher frequency. Systems working
in the unlicensed 60 GHz frequency band have provided data rates of more than 1.5
Gbps, transmitting the uncompressed video signals [45]. In addition, the research has
demonstrated that the data rates can be up to 10 Gbps at 120 GHz, which is required
for transmissions for a 10-Gb Ethernet (10 GbE) signal or multiplex transmission of
HD-SDI signals [42]. Furthermore, the largely unexploited sub-THz and THz regions
with wider bandwidth may become leaders to even higher data rates in wireless
communications.

Due to the development of the mmWave in wireless communications and much
attention pay to the 60 GHz frequency band, 120 GHz can be used in the beam space
MIMO system as an alternative. To reduce the hardware complexity and power con-
sumption at the user side, we will design a low RF complexity mmWave beamspace
MIMO system at 120 GHz. Two hybrid beamforming architectures, fully-connected
structure and array-of-subarray structure, are mainly investigated. The system aims at
achieving the maximum spectral efficiency, as well as good BER performance. Here,
to further achieve the maximum capacity of the system, We have proposed several hy-
brid beamforming designs to minimize the signal-to-interference-noise ratio (SINR).
Besides, we compare the performance related to different parameters, such as system
structures, hybrid beamforming designs, antenna number, user number by simula-
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tion. And the performance of the system with an estimated channel is evaluated as a
contrast.

6.2 Channel Model and System Model

In this section, the channel models at 120 GHz published in the literature are intro-
duced, and the system models are investigated.

6.2.1 Channel Model at 120 GHz

Compared with so many mature channel models for the 60 GHz band, the channel
models for 120 GHz published by other research groups are fewer. Here we introduce
two kinds: ray-tracing based channel model and modified S-V channel model.

6.2.1.1 Ray tracing based channel model

Ray-tracing is based on the geometrical optics to explore the characteristics of the
wireless communication channels. This tool is deterministic in the practical deploy-
ment, since it is more accurate than the theoretical models. Essentially, the ray-tracing
is to build a channel model based on the measurements in a specific site. Furthermore,
the shorter the wavelength, the more accurate the modeling.

In [127], the simulation scenario for sub-THz cells is in an office room. The room’s
size and all things in the room should be considered, such as window, door, ceiling,
table, people. Through tracking the propagation path (LOS or NLOS) at a time, we
can get the receiving power in the coverage area. The LOS path or once-reflected path
determines the final received power for most areas, but the NLOS paths are more
robust to shadowing, while the LOS path is easy to be broken by moving people or
other objects.

In this dissertation, three ray-tracing based channel models published in the liter-
ature are studied. In [39], ray-tracing is used to develop the multi-ray channel model,
unified in the (0.06-10) THz band. The channel model is based on tracing the propaga-
tion of LOS, reflected, diffusely scattered, and diffracted EM waves. The frequency
band is split into several sub-bands. When the sub-bands are narrow enough, each
channel can be seen as a flat channel. In [59], a channel model for the indoor envir-
onment at 0.1-1 THz band is proposed. This model captures the LOS and NLOS (or
reflected) propagation paths. Here, we use the ray-tracing method proposed in [34] to
build the channel model for 120 GHz channels. The channel matrix can be expressed
as

H = Hyps + Hnros
Nyay—1

= “L(frd)GtGrar(gL)a{J(‘l’L) + Z “i(frd)GtGrar(Qi)a{{(‘Pi) (6.1)
i=1
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where Hyps and Hypps are the channel transfer functions of LOS path and NLOS
paths, respectively. N4, is the number of propagation paths. & is the complex gain
of the component, where f is the carrier frequency. G; and G, are the transmit and
receiver antenna gain, respectively. a; and a, are the antenna array steering vectors at
the transmitter and receiver side, respectively. ¢ and 6 are the angles of departure/ar-
rival (AOD/AOA) for the rays, respectively.

(1) Path gain: in the sub-THz band, the atmospheric absorption cannot be neg-
lected. Thus, the LOS path loss consist of spreading loss and absorption loss,
as [46]

lar(f,d)|* = Lpreaa(f,d) Laps(f,d), with (6.2)
C

Lspreud = (E)Z' Laps = e Kas )1
where c is the light speed in free space, ks is the absorption coefficient. For
the lower sub-THz band, the major atmospheric absorption is from oxygen mo-
lecules [69]. The absorption coefficient is about 0.4 for 120 GHz band [46]. For
NLOS path gain, the reflection loss is considered. The ith NLOS path gain can
be given by

ai(f, d)[* = TF|aw (£, )7
where I is the product of the Fresnel reflection coefficient and the Rayleigh
roughness factor and can be calculated as in [39]. Comparing to LOS path, the
power of once-reflected path is attenuated by 5-10 dB on average and at least 15
dB for twice-reflected paths [119], [72]. Although NLOS path gain is also affected
by the scattering loss and diffraction loss, the reflection loss is determinant.

(2) AOA/AOD: the AOA/AQOD for sub-THz channels generally follow Laplacian
distribution or zero-mean second order Gaussian mixture model (GMM) [53]. ¢
and 6 are both limited in [0, 277).

(3) Array steering vector: for an uniform linear array (ULA), the array steering
vector can be expressed as
auLa(9) = [1,..., e Fmsn®) A - Dsing)T

where M is the number of array element, withm = 0,..., M — 1. r is the antenna
spacing, generally, r = % and A is the wavelength.

6.2.1.2 Modified S-V model

The S-V model is used for modeling the multi-path propagation in an indoor en-
vironment. Here, the amplitudes of the received signal have independent Rayleigh
distribution. The phases have an independent uniform distribution [79]. Based on
the limited measurement data in the THz band (0.1-10 THz), a modified S-V model is
proposed to characterize the indoor THz channel.
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The indoor THz communication architecture is shown in [53, Fig.1],. One access
point (AP) serves several users. The AP is equipped with multiple antennas and can
be decomposed into K disjoint subarrays. Each subarray consists of M; x N; antennas.
In such a system, the modified S-V model is applied, and the channel response for
one antenna subarray can be given by

M-1N

Z 1(f,d) G (9, 6) Gr (971, 611) < ar (¢}, 65 af (97, 0) (6.3)

i=0 [=0

where M and N are the number of clusters and rays within the ith cluster, respectively.
w;; denotes the path gain of the Ith arrival ray in ith cluster. ¢!,/6/, and ¢/, /6!, represent
the azimuth/elevation angles of the departure and arrival, respectively. G; and G,
refer to the transmit and receive antenna gains, respectively. a; and a, are the array
steering vectors at the Tx and Rx, respectively. (-)" denotes the conjugate transpose.

— Time of Arrival: if we set the arrival time of the first cluster Tp = 0 as the
reference time, then the arrival time of the ith cluster and the /th ray in the ith
cluster are denoted as T; and T, respectively. Then the time of the arrival of
each ray can be written as t;; = T; 4 T;;. For the S-V model [79], the clusters, as
well as the rays within the cluster, form Poisson arrival processes with cluster
arrival rate A and ray arrival rate A, respectively. So

P(Ti‘Ti—l) = AB—A(Ti_T’;l), Tl' > Ti—l

—A (T =T
p(TilTio1) = Ae METT0) gy > gy ).

A and A are frequency-dependent and sensitive to the surface material in the
indoor building due to the small wavelength of the THz waves. In general, the
rougher the surface of the material, the smaller the reflectivity. Then the arrival
rate is smaller [70].

— Path Gain: the path gain « is related to the path loss. As in [127], the path loss
consists of the spreading loss and molecular absorption loss.

— AOA/AoD: in this modified S-V model, the departure/arrival time and angle
are assumed independent. Then the azimuth angle of departure/arrival for
each ray ¢!, /¢!, consist of the mean azimuth angle of departure/arrival for each
cluster ®!/®! and the azimuth angle of departure/arrival for the ray within the
cluster ¢!,/ 9. Similarly, the elevation angle of departure/arrival for each ray

0!,/06}, consist of the mean elevation angle of departure/arrival for each cluster
G)'f /©®! and the elevation angle of departure/arrival for the ray within the cluster
ﬁfl/ 19171 [71]. Therefore,

oy =P+ ¢y, P = D] + ¢ (6.4)
0, =0l +¢, 0,=0+7, (6.5)
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where ®!/®! and ©!/0O! follow the uniform distribution on (—7, 7] and [ 5, %],
respectively. ¢!/ ¢!, and 9!,/ 9/, follow a zero-mean second order Gaussian mix-
ture model (GMM) [71]. It can be given by

x2 e
GMM(x) = ——e T 4 —2_, 23 6.6)

e
V27moq V270

where w; and w; are the associated coefficients. Unlike the conventional S-V
model, where the AoA/AoD follow the Laplace distribution, the GMM model
can provide higher angular resolution for the THz beams. Even the angle close
to zero, although it is limited by the azimuth and elevation angular ranges.

— Antenna Gain: under the insurance of the directivity of the antennas, the sector
antennas are employed in this system. Thus,

Gl oty — \/G?, if ¢f), 0! are both in the sector range of the antenna
f(()bzl’ zl) - .

0, otherwise
(6.7)
In addition, the sector range should be small enough to guarantee the antenna
directivity.

— Array Steering Vector: the antenna array steering vector at the transmitter and

at the receiver side are denoted as af (¢}, 6!,) and a,(¢/, 67), respectively. For a

uniform planar array (UPA), with M x N antennas, its array steering vector can
be denoted as

[1 62%[111 €os ¢ sin f+n sin ¢ sin 6]
Py ’

aypa(¢,0) =

3-
Z

62% [((M—1) cos ¢sinf+(N—1) sinq‘)sin@]]

where A is the wavelength. m and 7 are the antenna element indexes, defined as
0<m<M-1,0<n<N —1, respectively.

6.2.2 System Model

For the 120 GHz frequency band, there are two research directions. One is similar to
the 60 GHz frequency band for mmWave communications in picocells, the other as
sub-THz is applied for nanonetwork. In the following, we introduce these two kinds
of systems that are published by other research groups.

6.2.2.1 Millimeter-wave system

Compared to the conventional cellular system, the mmWave wireless communication
system can promise higher data rate transmission due to the large bandwidth. And
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Figure 6.1: Two kinds of low complexity hybrid beamforming structures, where the
beam pattern is generated only by the phase shifter other than adjusting
both the amplitude and phase of the signal.

Multiple-input multiple-output (MIMO) and beamforming techniques have been de-
ployed in modern wireless networks to improve reliability and capacity. Beamforming
is a technique that multiple antennas form a directional beam pattern. The published
beamforming structure can be divided: analog-only beamforming, full-digital beam-
forming, and hybrid beamforming. Besides, adding the power amplifier (PA) in the
RF domain will increase the complexity of the structure.

1) Analog-only beamforming structure: let K is the RF chain number, and KN
is the antenna number. The data streams are up-converted to the RF domain, and
then their phases are rotated by the weight vector. Finally, the signal is emitted by the
antennas to the wireless channel. Considering the practice in the project, we aim at
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low-power consumption and low complexity. The generation of the beam pattern is
only to shift the RF phase by the phase shifter other than adjusting both the amplitude
and phase of the signal [51].

2) Full-digital beamforming structure: for the full-digital beamforming structure
as in [98], it requires the RF chain number the same as the antenna number (one per
antenna element) and each beamforming weights are applied digitally. Although the
digital beamforming offers the greatest flexibility, it demands more power and cost,
especially in the large antenna system.

3) Hybrid beamforming structure: Similar to 60 GHz systems, there are two kinds
of common hybrid beamforming structures: fully-connected structure and array-of-
subarray structure, as shown in Fig. 6.1a and Fig. 6.1b, respectively. The system
includes digital baseband beamforming and analog domain beamforming.

Fully-connected structure: for the fully-connected structure in Fig. 6.1a, each
RF chain is connected to all antennas, and KN more adders are needed. In order
to decrease the complexity of the system, the beam pattern is generated only by the
phase shifter other than adjusting both the amplitude and phase of the signal.

Array-of-subarray structure: As shown in Fig. 6.1b, the array-of-subarray struc-
ture is more practical for the antenna deployment of the base station in the 3G and
4G LTE systems [41], where each RF chain is generally connected to an antenna ar-
ray [40]. The subarray antenna element spacing is assumed to be smaller than the
wavelength, thus there exists a high level of antenna correlation. We further assume
the space between adjacent subarrays is much larger than the wavelength so that the
channels of different subarrays are independent. In addition, the distance from any
user to the AP is assumed to be much larger than the spaces among different subar-
rays. The complexity of the array-of-subarray structure is decreased compared to the
fully-connected structure. In addition, we are only using the phase shifter instead of
the combining of the phase shifter and PA can further decrease the complexity of the
system.

6.2.3 Nanonetwork Architecture

In the terahertz frequency band, the wavelength is so short that the concept of the
internet of nano-things is proposed [12]. There are two main alternatives for commu-
nications in this field: molecular communication and nano-electromagnetic commu-
nication. Many potential applications for those communications have been explored,
such as health monitoring, environment sensing, and surveillance systems [47]. We
focus on the architecture of electromagnetic communication among nano-devices.

We introduce an example of the application of electromagnetic communication,
as shown in Fig. 6.2 [12]. It shows a desktop environment with nano-devices as
transceivers connected to the internet. The user can keep track of the location and
status of all the things on the desktop by the interconnect of the nano-devices with
very low power consumption.

As shown in Fig. 6.3 [91], the components in the nano network architecture is
illustrated. Nano-nodes are the smallest and simplest nanomachines, which can be
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Figure 6.2: Nanonetwork in the interconnected office [12].

integrated into almost all types of things, such as pens, keys, books. Considering
the power consumption and their limiting capability, they can only communicate in
a very short distance. Nano-routers can aggregate information from several nanoma-
chines and send some simple control commands to nanomachines, with having larger
computation resources and capabilities. They can also communicate with nano-micro
interface devices, conveying the information from nano-routers to the gateway as a
relay station. Another function of the nano-micro interface is to make frequency con-
versions between THz band frequency and lower band frequency [91]. Gateway is
connected with the internet, with controlling the whole system remotely. Since the
larger the capacity, the bigger the size of the nano-devices, the nano-devices with
small size should be deployed more invasive.

Based on the proposed channel model in the THz frequency band, the total band-
width can be divided into several sub-bands. Thus, the capacity of the nanonetwork
can be obtained by the summation of the capacity of each sub-band. Then the capacity
of the nanonetwork can be given by [46]

S(Afd) !
NG d) ©8)

where f; is the central frequency of the ith sub-band, and the bandwidth of each sub-
band is Af. Af should be small enough, then the channel can be seen as a flat fading

C(d) = ZAflog2[1+
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Figure 6.3: Nanonetwork architecture

channel. d is the total path length; S and N are the power spectral density of the
transmitted signal and noise, respectively; A is the channel path loss.

As shown in Fig. 6.4 [46], we see that the capacity of nanonetwork can be up to
several hundreds of thousand Gbps when the distance is less than 0.1 mm with the
optimal power allocation. For the case in which a transmission window at 350 GHz
with considering a standard medium with 1% of water vapor molecule, the capacity
is about several thousand Gbps, which is still large enough. Besides, for a larger
transmission distance than 1 cm, the molecular absorption cannot be neglected.

As for the 120 GHz frequency band, the communication range is larger than the
microscale for the THz frequency band but smaller than the picocells for the lower
frequency band. We can do a compromise between these two fields, aiming at larger
capacity and medium size of the devices.

6.3 Hybrid Beamforming Design

This section addresses the problem formulation and proposes the hybrid beamform-
ing design based on the system configuration. Here, we introduce two kinds of al-
gorithms: with perfect channel state information (CSI) and without CSI.

6.3.1 System Configuration

We consider an indoor communication system at 120 GHz, where an access point (AP)
serves multiple users. The AP is equipped with K RF chains and KN antennas with
a fully-connected structure, as shown in Fig. 6.1a or a array-of-subarray structure as
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Figure 6.4: Capacity as a function of the distance for the optimal power spectral
density S,,; and a transmission window at 350 GHz with 1% H>O Syindow
[46]

in Fig. 6.1b. At the receiver side (user side), due to the processing limitation of the
receiver, there is only one RF chain equipped with M antennas, M < KN.

In Fig. 6.1, we denote the number of user is | and the distance between the AP
and the jth user is dj, K > . Then the received signal of user j can be given by

yj = vffH]-WFs + v}qn]-,

where s is the ] x 1 transmitted signal, H; is the M x KN channel matrix between the
AP and the jth user, and W is the KN x K transmit analog beamforming matrix. For
the fully-connected structure, W can be expressed as

W = [W1;W2/- . .,WK],

where wy is a KN X 1 vector. For the array-of-subarray structure, W is block diagonal
and given by i i

0 Wy
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where wy is an N X 1 vector. F is the K x | baseband digital beamforming matrix, v;
is the M X 1 receive analog beamforming vector at user j, and n; is the Gaussian noise
at user j, i.e, nj ~ N(0, (T].zl).

6.3.2 Problem Formulation

Given the system model, the channel model and equal power allocation, the data rate
of the user j for the system can be expressed as [61]

&]vHH'Wf']Z
Ry M i ) (6.9)

R; = Blog (1 +
] 2 D,
>iz 7 IVIHWE |2 + 07

where P; is the transmit power and B is the bandwidth. We can see that the inform-
ation rate is jointly determined by beamforming matrix F, W and V. Our goal is
to maximize the system sum-rate under the transmitted power constraint. Then the
optimization problem can be expressed as

P\ HYY. .2
11V HWE ) (6.10)

/
arg max » log,| 1+
F,W,V]' ]_Zl ( zl;ﬁ] %’V]I{H]Wfl‘z + 0']2

s.t. Tr{WFFFiWH} < p,

6.3.3 Optimization Algorithms with Perfect CSI

Since the objective function (6.10) is a non-convex problem, it is very difficult or with
very high complexity to solve the problem. Thus, we concerned more about low
complexity sub-optimal solutions. With the perfect CSI, we see different sub-optimal
solutions with different settings.

6.3.3.1 Optimal Transmit Beamforming with MRC Receiver Design

First, we analyze a simple system structure, full-digital structure. The received signal
at user j can be expressed as

J
yj =h' (D fs)) + A (6.11)
j=1

where fl}{ = v}{Hj denotes the equivalent channel for user j and fi; = v}{n]- is the

equivalent noise with zero mean and variance c?. Then the SINR at user j can be
represented as

[hff 2
Pizj i+ 0

SINR; = (6.12)



6.3. Hybrid Beamforming Design 123

The objective function can be given as

/
arg frlna>f<] ; log2(1 + SINR;) (P1)

J
st 3|2 < P

j=1

Since the problem (P1) is challenging to solve directly, we use a trick by employing
maximum ratio transmission (MRT) beamforming from [23]. Before addressing the
issue (P1), we prepare by solving a power maximization problem

J
arg max ZHf]-H2 (P2)
£y S

where v; is the SINR at user j that should be achieved at the optimum of (P2). The
key point of the solution of (P2) is to reformulate it as a convex problem. It is clear

that 2]121 [£;]|? is a convex function of the beamforming vectors. To the convexity of
the SINR constraints, we rewrite the formula SINR; > v; as [21]
1

~ 1 A

Hg (2 He 2
—Wz|hj £i2 > %é; IR+ 1. (6.13)
17]

Thus, the strong duality and Karush-Kuhn-Tucker (KKT) are sufficient for the optimal
solution. We define the Lagrangian function of (P2) as

Lfr,.. . A A Z\|f]]|2+z/\ (Z R+ 1 yiﬂmeff’z) (6.14)
]

j=1 i#j

where A; > 0 is the Lagrange multiplier associated with the SINR;. According to the
stationarity KKT conditions, that is d£/df; = 0, we can obtain

A
H I v H7He —
f+z “hhHAf - —shihil; =0 (6.15)
i#] v
J
)\‘A A )\ 1 A A
] H _ H
& (1+ Y Jhhl)g = 1+ R (6.16)
=1
J
Mg oy le A 1.4
_ YEAE) R x (14 L )AfE
of = (1+ ZhAM) By x 1+ SR (6.17)
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A

Since 2 5 14+ L )th is a scalar, the optimal f; must be parallel to (I + Z —éf\ hH )~ th;.
Then the optlmaI bemaforming vectors f7, ..., f] are given by

(1450, 4R60) R

- 1

(e )

AN - Jht

where p; is the beamforming power and f]* is the beamforming direction for user j.
The | unknown bemaforming powers are computed by SINR constraints in Eq. (6.13)
with equality at the optimal solution. That is %pﬂhﬁ £,12 -5 4 pi|h}q f;|> = 0. Then
we can obtain the | powers as

P1 o2
=M1 (6.18)
P o
where
L0, i =
M;; = {f h;ffl* S (6.19)
| 1 ] | 1 7&]

We note that the Lagrange multiplier can be computed by convex optimization [21].

Next, we can solve the problem (P1) based on the solution of (P2). Suppose that we
know the optimal SINR values SINRY, ..., SINR7, which are the solutions of problem
(P1). If we set y; = SINR;-‘, the beamforming vectors that solve (P2) will also address
(P1). Although the optimal SINR values are unknown unless we have solved (P1), we
can obtain the optimal beamforming for (P1) as

£ = /7 ' _ . (6.20)

A

The strong duality of (P2) implies ZI Aj = Pr. We note that Z —é i = 1 LHAA

to obtain a simple structure of the optimal beamforming, Where A = [h ,h]] is
the equivalent channel matrix and A = diag(Ay,...,A;) is a diagonal matr1x with the
A-parameters. A closed-form expression can be obtained as [23]

1 A A -1 A
P = (I n ;HAHH> fip: (6.21)
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where P = diag(p1/|(I) + %I:IAI:IH)’lﬁl .o pp /| (X+ %I:IAI:IH)’lﬁ]H is the power
allocation matrix. The MRC receiver which is to maximize the received signal power

can be denoted as [30]
ity (6.22)
vV, = . .
T H]
Here, we also apply this method to hybrid beamforming design since the digital
and analog beamforming can be jointly designed to obtain the optimal transmit beam-

forming F,,;. The objective function is
argrvr\%p [Fopt — WE|

s.t. Tr{ WFFwH} < p,. (6.23)

6.3.3.2 Nulling Interference Hybrid Beamforming Design

To simplify the objective function (6.10), we obtain the suboptimal solutions by design-
ing the digital beamforming matrix to cancel the inter-user interference. Then the
objective function can be rewritten as

]‘7]'2/Pt
s.t. Tr{ WFFHwH} < p,.

J
arg max Zlog2<1—|— ) (6.24)
Vi e

When the digital beamforming matrix is fixed, we must jointly optimize the objective
function (6.24) to obtain the analog beamforming matrix both at the transmitter and
the receiver. Thus, the next step is to choose analog beamforming matrix W and V to

maximize » ]].:1 \V]HHjW|2, as
H 2
E SHW (-, 6.25

In the following, we will introduce the digital beamforming design and the analog
beamforming design respectively.

Nulling interference digital beamforming design: in general, there are two kinds
of designs to null the inter-user interference in the multiuser scenario: zero-forcing
(ZF) precoder and block diagonalization (BD) precoder [95].

1) ZF precoder: the ZF precoder can be expressed as [54]

F=[f,f,.. . f=FA (6.26)
F=[f,f,. . =488 @\ A7) ! (6.27)
A= [hy, hy,... 0T (6.28)

hf = viiHW (6.29)
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where H is the equivalent channel matrix, A is a diagonal matrix to regulate the
digital beamforming power such that |[Wfj[|> = 1 and A;; = m The algorithm’s
performance decreases with the high noise, and the system capacity is limited with
the increasing number of users.

2) Block diagonalization (BD) precoder: the critical concept of BD is to make the
precoding vector f; orthogonal to the equivalent channel fl].T = v]HH]-W, which can

cancel the inter-user interference. It is given by
Al «f =0,V1 <ij<Ji#]j (6.30)

We define the complementary channel matrix H that contains the equivalent channel
gains of all users except for the jth user as

H=h,.. hiyhy,.. Ry (6.31)

To satisfy the constraint in (6.30), f; should lie in the null space of H in (6.31). Let
N = rank(H) and we use the singular value decomposition (SVD) on H as in [115]

A=0E[vW vOH (6.32)

where U is a unitary matrix with UUH =1, £ is a diagonal matrix, matrix V(!) consists
of the first N right singular vectors of H and V() consists of the last (K — N) right
singular vectors of H, whose columns are in the null space of H. Thus, fj can be
chosen from the column vectors of V().

Analog beamforming design with nulling interference precoder: before we ob-
tain the digital precoder matrix F, we should determine the problem in (6.25). Here,
we only employ phase shifters for the analog beamformers. According to different
system structures, the analog beamforming design is different. In the following, two
kinds of algorithms will be introduced: RF beam steering codebook based searching
algorithm and modified generalized low-rank approximation of matrices (MGLRAM)
algorithm.

1) RF beam steering codebook based searching algorithm: the beam steering code-
book based searching algorithm for fully-connected structure, as shown in Algorithm
3, is developed to obtain the analog beamforming matrices [54], [17]. In order to
ensure fairness and overall performance, the RF chain will be assigned firstly to the
longer-distance user. There should be a guarantee that the beam generated at the
user side is wide enough to receive multiple narrow beams from AP since M < KN.
Unlike the fully-connected structure, in an array-of-subarray structure, each subarray
instead of each antenna has one beam steering direction. The channel matrix of user
jis

H; = [Hj1,..., Hjg] (6.33)
where H;  is the channel from the kth subarray to the user j. The analog beamforming
design for the array-of-subarray structure is described in the Algorithm 4 [54]. It is
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Algorithm 3 Analog Beamforming Searching for the Fully-Connected Structure

1: Initialize the transmit beamsteering codebook for user j, WW; = W and the receive
beamsteering codebook V;

2: fork=1:Kdo

3 j=(k—1) modJ+1;

4: if k < | then
2

5: {at(fﬁk)rar(éj)} =arg max |a7(6;)Hja(¢x)
PeW, fiev
6: else )
7. ay(fy) = arg max ay(ej)Hjat((Pk))
PEW;
8: end if
9: Update W]' = W]’ — {q?k};
10: end for

A

11: return wy = \/%T\,at(@k) and v; = \/Lﬁar( ].);

Algorithm 4 Analog Beamforming Searching for the Array-of-Subarray Structure

1: Initialize the transmit beamsteering codebook W and the receive beamsteering
codebook V;

2: fork=1:Kdo

3 j=(k—1) modJ+1;

4: if k < | then

N 2
5 {ai(@) ar(8))} = arg  max _[all(6)H;4ai(gy)
(PkEWj,GJEV
6: else
7. ar(Px) = ar(P;)
8: end if
9: end for

10: return w; = \/Lﬁat(‘f’k) and V= \/Lﬁar(éj);

Algorithm 5 Analog Beamforming Design based on MGLRAM
1: Initialize v; by solving (25);
P = Z}Ll ]HV]'V]HH"

P= UprUII;I,' ]
W = \/%ejangle{Up(:,l:K)}
fori=1:]do
Q = HWWHHE,;
Q= UQE.QUg ;
v, = \/Lﬂeyangle{UQ(:,l)}

7

end for
return W and v;;

—
1=
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noticed that users can receive multiple beams from different subarrays, but the beam
steering harvests only the strongest path.

2) Modified generalized low-rank approximation of matrices algorithm: consider-
ing a particular case that W and v; are unitary, the objective function can be written
as

J
Hey w2
arg I\I'\llav)]( jzzl|v]- H;W| (6.34)

st WIW =1, vilv; = LVj.

The MGLRAM algorithm proposed in [94] can be used to determine the problem.
According to [120], (6.34) can be rewritten as

J
H H, H
arg mvsx Tr{W ZH]- ViV H]-W} (6.35)
j=1
s.t. WIW =1
J
Hyy. HyyH,, .
arg {2&)}( Tr{j_zlv]- HWW H]~ v]} (6.36)

H .
st.vi'vi=LV].

The concept of generalized low-rank approximation of matrices (GLRAM) is to iter-
atively update W and v; so that the effective array gain can be maximal. MGLRAM
is a sub-optimal but low complexity method. In Algorithm 5, initialize v; by solving
the problem
Hyy |2
CH; 6.37
arg. max |v; Hj| (6.37)

where V is the receive beam steering codebook. Then apply one iteration based on
MGLARAM to solve W and v;.

6.3.3.3 Interference Suppression with MMSE-based Hybrid Precoding Design

The proposed hybrid precoder is to minimize the sum-MSE of all data streams E||s — §]|2,
suppressing both the inter-user interference and the noise. The sum-MSE is [90]

Ells —8||*> = ||I — AHWB|?> + Jyo? (6.38)

where H = [hy, hy, ..., hj]T, 1_1].T = V]HH]', B is an unnormalized digital precoder, and

7 is a power scaling factor such that F = /1/¢B. The objective function can be
expressed as

arg R\i}r}yTr{(I — HWB)(I - HWB)"} + Jy0? (6.39)

s.t. Tr{WBBEW!H 1 < 4P
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Suppose that we know W, the optimal solution of B in a closed-form is [62]
HEHE Jo? W ~lwHAH
B* = (W'H"HW + TW W) "W"H (6.40)
t
where F* = /1/79*B* and 7* = ||WBJ|?/P. Then we utilize the orthogonal match-
ing pursuit (OMP) [101] to solve the joint problem (6.39) as the Algorithm 6. Ay =

[ae($1), - .., a(pxn)] is the matrix of the transmit array steering vectors. K columns of
A; consist of the RF analog beamforming matrix W.

Algorithm 6 Hybrid MMSE Precoding via OMP
Input: H, A,
Output: W, F
Initialize V,,; = I, W = empty;
fork=1:Kdo

® = AtHHHVres}

i = arg max [@dH],; ;

W = [W|A)];
& B = (WHHVAW + ICWHW)TWHAH,

. _ I1-HWB .
9 Vies = [Chws|

N

10: end for
_ Tr{WBBHWH}
1y = ———H—4;

12: return F = %B, W;

At the receiver side, the analog beamforming vector v; can be obtained to maxim-

ize the channel gain ||hT]||
v; = arg max |[h’]| (6:41)
Vj V

where V is the receive beam steering codebook for users.

6.3.3.4 SVD based Precoding Design

Considering only one user in the system, the objective function can be written as

arg grvl\??] ]_Zl log, [T+ ]sz P,

(6.42)

s.t. Tr{ WFFEwH} < p,

Let G = WHHHV]'V]HH]'W, G is a Hermitian matrix. According to SVD, G = UZUH.
Then f; should/ be the first column vector of U which is corresponding to the max-
imum eigenvalue [34], [37]. After that, the received signal can be maximized as (6.25).
However, for a multi-user scenario, the performance will be getting worse due to the
inter-user interference.
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6.3.4 Optimization Algorithm without CSI

This power iteration method is based on the numerical matrix analysis to assess the
eigenvalue and singular value decomposition of the matrix [116]. The channel H can
be written as

H = (711.11V{I + 0'2112V£I + -+ UpUpVII;I (6.43)

where uy, ..., u, are left singular vectors of size M X 1, vy,...,vp are right singular
vectors of size KN x 1 and 01 > 02 > ...0) are singular values in a decreasing order.
We define

G = H'H. (6.44)

For a positive integer m, we define

H>"1 = HG" ! = HHTH)" L. (6.45)

Since the singular vectors are orthogonal to each other, we can get

H?" = g2"vvE 4+ o3"vovil + - o3 vpvl
B2 = o2 vl o2 gl 4 o2 (6.46)
Uizm / (712’” decreases exponentially as m increases, i = 1,2, ..., P. When m is approach-
ing infinity, then

lim H>" = (Tizmvlvf
m—r00

lim H" 1 = g2yl (6.47)
We can see that when m is large enough, only the strongest eigenmode u;, v; remains.
Thus, we can obtain u;, v; by utilizing the power iteration method. For an arbitrary
vector q in the column space of H can be represented by q = Zle c;vi, where c;v; is
contributed to v; by q. Due to the orthogonality between singular vectors, we have
that

P

n%l_rgo HY"q = ¢?"v v <Z civi>
i=1

x V7. (6.48)

If we normalize the result after each iteration, the converged result will be equal to
vi. Similarly, we can get u; by

P
lim H>" !q = (lem_lulv{{ (Z civi>
i=1

m—00

x uy. (6.49)
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Figure 6.5: Iterative analog precoding training algorithm procedure: the conver-
gence speed is validated by the simulation.

Note that q is random, thus the possibility that q is coincident with the column space
of His 1. According to Equation 6.48 and 6.49, the analog precoder vy and the receiver
combiner u; are obtained without CSI. Furthermore, the SVD decomposition of H is
no longer necessary.

The iterative process includes two steps, as shown in Fig. 6.5, optimizing the
transmit precoding vector by receiving the signal with the receive combining vector
at the transmitter and optimizing the receive combining vector by receiving the sig-
nal with the transmit precoding vector at the receiver. Until the convergence of the
process, we can get vi and u;.

In addition, the algorithm can be extended to get vy,...,vp and uy,...,up. We
generate a random vector t; orthogonal to v; to obtain vp. In other words, t; can be
represented by

t =t— (vilt)vy = chl (6.50)
where t; is orthogonal to v;. Similarly,

lim Hthl = 020'22 ')

m—o0
X Vo (651)
nl-gllo Hszltl — C2 12711 1“2
X up 652)
(

We can obtain v,, u; when the algorithm is applied until the convergence.
Although the algorithm seems less complicated than that based on RF codebook
searching, it needs more amplifiers. Since each element’s amplitudes in both v and u
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are not identical, only equipped with phase shifters is not enough. That means both
the hardware cost and the power consumption will increase.

6.4 Performance Evaluation

In this section, we analyze the complexity and evaluate the performance of algorithms
with different system structures. The algorithms are evaluated first with the perfect
CSI, and then with the estimated channel. At last, the performance of the power
iteration algorithms without CSI is validated for two different structures.

We consider the transceiver model for the indoor environment on a 120 GHz
mmWave frequency band, where the ray tracing channel model is applied. Differ-
ent multi-user system structures, such as the fully-digital beamforming structure, the
analog-only beamforming structure, and the hybrid beamforming structure, are com-
pared. We assume that the channel is flat for narrow bandwidth. The total transmit
power is normalized to unity (i.e., Py = 1) and equally allocated to each RF chain.
16 QAM and LDPC are utilized as a modulation scheme and channel coding scheme,
respectively. Sphere detection is employed at the receiver side. Besides, other detailed
parameters are listed in Table 6.1.

Table 6.1: System settings

Carrier frequency 120GHz
Frame length 576
Channel coding rate 2/3
Modulation type 16QAM
Type of antenna array UPA
Maximum number of dominant path 4
Number of transmit antennas (Nj) 64
Number of transmit antennas (N;) 16
Number of users 1~4
Quantization bits of RF beamforming codebook 3~7
SNR range 0dB ~ 30dB
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Figure 6.6: Spectral efficiency of different precoding design algorithms

6.4.1 Performance and Complexity Comparison

Performance Comparison: according to the asymptotic beamforming property, we
discuss the optimal beamforming from two extreme cases: MRT beamforming and
ZF beamforming.

In the low SNR case (i.e., represented by 0> — o0), the system is noise-limited and
SINR ~ SNR. MRT beamforming is the optimal beamforming, which can maximize
the transmit signal power (i.e., maximizing the SNR and the system capacity). In
the high SNR case (i.e., represented by ¢? — 0), the system is interference-limited
and SINR ~ SIR. ZF beamforming is the optimal beamforming that can cancel the
inter-user interference (i.e., maximizing the SIR and the system capacity).

In a word, when the noise dominates over the interference, we employ MRT beam-
forming to maximize the signal power. On the contrary, when the interference dom-
inates over the noise, we operate ZF beamforming to eliminate the interference. The
optimal beamforming is a trade-off between noise reduction and interference elimin-
ation. Therefore, at arbitrary SNR, the optimal beamforming balance between these
two extremes, MRT and ZF.

The performance of different precoding designs is shown in Fig. 6.6, that the
number of transmit antennas is 4 and 16, respectively. It gives the sum rate of the
system with four users as a function of the SNR. In Fig. 6.6a, the performance of MRT
is better than that of ZF at the low SNR. On the contrary, ZF’s performance is much
better than that of MRT at the high SNR. The transmit MMSE performance is between
the performance of optimal beamforming and that of ZF when there is an effective
power allocation scheme in the system. Comparing Fig. 6.6a to 6.6b, the larger the
number of transmit antennas, the larger the sum rate of the system. We can see that in
Fig. 6.6b, the performance of ZF beamforming performance is almost the same as that
of optimal beamforming, especially at the high SNR. Furthermore, the gaps among
the performance of those algorithms are approaching zero at the low SNR.
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Table 6.2: The complexity of algorithms

Algorithm + X SVD/(-)7!

Single-user SVD - - O(N,N?)

Analog beamforming

RF codebook based
](22‘7’1NrNt ](22‘7’1N7Nt
analog beamforming with -

With +2472N;) +2472Ny)
fully-connected structure
perfect
RF codebook based
CsI oo beamformine with 220N, Ny 220~ IN, Ny
analog beamforming wit -
) & _i_24q72Nt _|_24q72Nt
array-of-subarray structure
Without Iterative analog 5
2mN; N 2mN,; N; O(JN;Nf)

CSI precoding training

Digital beamforming

ZF precoding JN:N; JN; N O(°)

Ny N+ Ny N+
MMSE precoding IR JNeN; O(J3)

2(J2 4+ JNy) 2(J2 + JN;)

Complexity Comparison: the complexity of the system is one of the most critical
factors in evaluating the system. Here, we calculate the number of additions and
multiplications to describe system complexity.

The complexity of algorithms is shown in Table. 6.2, where g is the number of
quantization-bits, and m is the iteration number when the algorithm converges. The
single-user SVD algorithm’s complexity is related to the number of antennas both at
the transmitter and receiver.

Other algorithms consist of analog beamforming and digital beamforming. With
the same antennas equipped in the system, the RF codebook-based analog beamform-
ing complexity is mainly determined by the quantization-bits 4. With a large number
of antennas, high spatial resolution is necessary. Thus g increases, and the complexity
of the algorithm increases exponentially. For the array-of-subarray structure, the com-
plexity is lower than that for the fully-connected structure due to the smaller subarray
antenna number. Without CSI, m is the determinant factor of the iterative power pre-
coding training algorithm’s complexity. It is related to the number of paths in the
channel. The higher the path number, the larger the iteration number. In our system,
the number of paths is less than 4. Therefore, m is less than 10, according to the sim-
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ulation results. The RF codebook searching algorithm’s complexity is much higher
than that of the iterative analog beamforming training algorithm. On the contrary,
the hardware complexity of the iterative analog beamforming training algorithm is
higher than that of the RF codebook searching algorithm, since it needs the combin-
ation of power amplifiers and phase shifters in the RF domain to shape not only the
phase of the signal but also the amplitude pf the signal.

In the digital baseband processing, we use ZF precoding and MMSE precoding
to reduce the noise and interference. The complexity of the ZF algorithm is lower
than that of the MMSE algorithm. The number of antennas and users influences the
complexity of ZF precoding. In contrast, for MMSE precoding, it is independent of
the number of receive antennas since the algorithm’s principle is to use the duality
of the MMSE algorithm at the receiver, and there is no digital baseband processing at
the receiver in our system.

6.4.2 Performance Analysis

Convergence Speed: according to the algorithm in Section 6.3.4, the analog beam-
forming design can be achieved without CSI. Fig. 6.7 illustrates the convergence
speed of this algorithm. Usually, the iteration number in this algorithm is less than
10. The path number influences the convergence speed. The larger the path number,
the slower the convergence speed.
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Figure 6.7: The convergence speed comparison of the equivalent channel norm

System Structures: Fig. 6.8 provides the achievable sum rate and BER perform-
ance of two different system structures. Here, we consider ZF precoder at the digital
baseband and RF codebook based algorithm at the analog part. The performance
of the array-of-subarray structure is better than that of the fully-connected structure.
For the array-of-subarray structure, the channels of different subarrays are independ-
ent. Besides, for the fully-connected structure, the correlation of the channel matrix



136  Chapter 6. Energy-Efficient Design of Multi-user Millimeter Wave and sub-THz System

100 E T T T T
A
1071 E
1072
0 F
8 _
m -
1073 E
1074 E
F —A— Fully-connected structure
[ | =& Array-of-subarray structure
10-5 I I I I
0 5 10 15 20 25
SNR (dB)
(a) BER Performance
30 I I T T T
. —A— Fully-connected structure R
E —O6— Array-of-subarray structure
3 20Ff 8
(oW
2
8
(¢
~ 10 | 1
g
)
wn
0 I I I I I
0 5 10 15 20 25 30

SNR (dB)

(b) Sum rate

Figure 6.8: Performance comparison of two different system structures

elements is much higher than that for the array-of-subarray structure since there are
many zero-elements in the channel matrix for the array-of-subarray structure. In the
following, the trend of the results for the two structures is the same. Hence, we only
show the numerical results for the array-of-subarray structure.

The influence of the number of users on the system performance(i.e., the achiev-
able sum rate and BER performance), is illustrated in Fig. 6.9. As the number of users
increases, both the sum-rate of the system and the inter-user interference increase.
The more the users, the larger the throughput of the system, the worse the quality of
service.

The influence of the number of codebook quantization bits on the system perform-
ance (i.e., the achievable sum rate and BER performance) is depicted in Fig. 6.10. Here,
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Figure 6.9: The influence of the number of users on the system performance: sum
rate and BER performance.

we mainly consider the low complexity analog beamforming based on the RF code-
book based searching algorithm. As the number of quantization-bits decreases, the
system’s sum-rate decreases, and the BER performance is worse. When the number of
quantization-bits drops, the decreasing spatial resolution leads to a larger estimation
error of the AOA/AOD. Thus, the performance of the system becomes worse. We
can see that the number of quantization-bits cannot be less than 5. Otherwise, the
performance loss grows unacceptable.

After identifying the optimal parameters (e.g., the number of quantization bits is
5), we compare the achievable sum rate and BER performance of different algorithms,
as depicted in Fig. 6.11. The RF codebook based searching algorithm with an estim-
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Figure 6.10: The influence of the number of codebook quantization bits on the sys-
tem performance (Array-of-subarray structure): sum rate and BER per-
formance.

ated CSI based on the adaptive compressed sensing (CS) channel estimation algorithm
is validated, and its control group is with perfect CSI. Except that, we show the per-
formance of the iterative analog precoding training algorithm in Fig. 6.11, and its
control group is to do SVD directly with perfect CSI. For the former, the achievable
sum-rate almost has no performance gap. However, the system’s BER performance
with estimated CSI gets worse due to the estimation error. For the latter, the system
performance is almost the same since there is only one RF chain at the receiver so that
only the most robust mode is needed, and we can see that the algorithm is feasible
for the system.
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6.5 Summary

This chapter has first studied the channel characteristics and channel models at 120
GHz published in the literature. We have considered the indoor scenario due to
the high propagation attenuation. Compared to 60 GHz, the shorter wavelength of
120 GHz allows more antennas employed, and larger bandwidth used in the system.
Based on literature research, we have employed the ray-tracing method to generate
the channel model. Moreover, the planar antenna array has been used instead of the
linear antenna array. It lays the foundation for the investigations in the following

algorithms.
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After comparing different system architectures, a multi-user low RF complexity
hybrid beamforming MIMO system at 120 GHz has been applied in our work, with
two structures: fully-connected structure and array-of-subarray structure. The simu-
lation results have shown that the system’s performance with the array-of-subarray
structure is better than that with the fully-connected structure. The array-of-subarray
structure is more straightforward and more practical in 3G and 4G LTE systems.

Several algorithms have been proposed to maximize the capacity of such a system.
The design of the digital baseband processing includes ZF precoding and MMSE pre-
coding. Considering a multi-user system, we have used the ZF algorithm to cancel the
inter-user interference. Moreover, the simulation results have also demonstrated that
the ZF precoding algorithm’s performance is slightly better. The analog beamforming
design is based on the RF codebook searching, with low complexity in the RF domain.
Besides, the iterative power precoding algorithm without CSI has been evaluated by
the simulation. Its performance seems better since the complexity of the hardware is
much higher. Furthermore, we have explored the influence of some parameters on
the system performance, such as the number of antennas, the number of users, and
quantization-bits.

Outlook This chapter has simplified the channel as a flat-fading channel, which
is different from the practical case. At the transmitter, the equal power allocation
has been exploited in this system considering the low complexity but sacrificing the
performance. Furthermore, until now, there are very few applications for the 120 GHz
frequency band in wireless communications, and it is more complicated to apply the
system to the practice. Thus, a large amount of work needs to be done in the future.



Chapter 7

Conclusion and Outlook

7.1 Summary and Contributions

The focus of our research is on communication system architectures for data rates of
100 Gb/s and beyond under a processing energy constraint. As a scenario in LP100,
short-range wireless transmitters working at carrier frequencies around 60 GHz and
bandwidths between 1 GHz and 10 GHz are initially assumed.

As the start of our work, we have presented an introduction to 60 GHz techno-
logy, which started with the worldwide regulatory and frequency allocation of the 60
GHz band in Chapter 2. The direct comparisons between typical 60 GHz system and
other Gigabits systems such as UWB and IEEE 802.11n technologies have been shown
in terms of the transmit power, bandwidth, and spectrum efficiency. The large band-
width simplifies the design of the systems that deliver a multi-Gigabytes transmission
with much lower spectral efficiency. This makes it an ideal candidate for ultra-high
data rate (e.g., 100 Gbps and beyond)transmission systems with strict power limita-
tion. Next, various standardization efforts for the 60 GHz band already developed by
multiple international standards groups and industry alliances have been discussed,
and a comparison of their physical layer features has been provided. After that, we
have presented an overview of 60 GHz channel modeling, which lays the foundation
of the investigation of 60 GHz based wireless communications system design in the
following chapters. In particular, the PL and shadowing effects impose huge losses
on the communication link at the mmWave band. Take the path loss for an example,
in the residential environment (NLOS case) in the IEEE 802.15.3c channel model for
example, at a distance of 10 m, a total of 110.4 dB loss is incurred. Such high PLs
need to be compensated to achieve ultra-high data rate transmission. By employing
beamforming technology, it can provide significant directivity gain over the space of
interest at one end of the link, if a large scale antennas array is employed. Therefore,
beamforming technology is very critical to the 60 GHz communications design shown
in Chapter 3. Finally, a few examples of the different channel models proposed by
IEEE 802.15.3c have been given (see Appendix A.1 for more details) for Residential,
Office, Desktop, and Library environments, respectively, which will be used in this
thesis for the numerical simulations in the following chapters. All the channel model
parameters are extracted from measurement data over a specific specified range of
distance and around a particular frequency range.

In Chapter 3, a novel transmission scheme, namely hybrid beamforming with
TDC, has been developed. We have proposed the TDC technology to mitigate the
severe frequency selectivity effects at the 60 GHz band. The simulation results in-
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dicate that the approximate flat fading channel obtained by TDC has advantages for
both the ergodic and outage capacity. Even just one-tap MMSE equalizer employed
at the user side can achieve comparable BER performance to the flattened fading case
when the sample duration is equal to or less than the symbol rate, which is not a
challenge for hardware implementation at 60 GHz. This performance evaluation sup-
ports our proposal that TDC makes the channel flat, reduces the receiver complexity,
and improves the system performance. Meanwhile, in order to achieve a flat fading
channel, the best possible beam separation is necessary. A SIR constrained capacity
maximization algorithm has been proposed, devoted to a joint design of the precoder
and combiner, which is implemented with a two-fold aim of flattening the channel
and maximizing the capacity. Numerical results to evaluate the performance of the
proposed system, i.e., hybrid beamforming with TDC, have also been presented in
terms of the FER and information rate.

In Chapter 4, we have mainly focused on performance analysis on the hybrid
beamforming approach proposed in Chapter 3, such as MIMO pre-/post-processing,
channel estimation, and equalization for such large scale MIMO systems. To obtain
the maximum information rate, we have proposed a joint design of digital baseband
pre- and post-processing based on a weighted minimum mean square error (MMSE)
criterion on the transmit power constraint. Further, the optimization in the RF domain
has been specified into three criteria by taking various error weights into account. For
ease of hardware implementation, we also have developed a transceiver with lower
complexity where pre-processing in the RF domain after upconversion is implemen-
ted merely using analog phase shifters. While employing such large antenna arrays, it
becomes challenging to estimate the mmWave channel using conventional algorithms.
Hence, we have proposed two novel multi-resolution mmWave channel estimation al-
gorithms that exploit two dimensional discrete Fourier transform (DFT) technique
inspired by the sparse nature of the mmWave channel. The proposed algorithms take
into account practical radio frequency (RF) hardware limitations and computational
complexity reduction during the training phases. Except that, we have proposed
two frequency selective hybrid precoding solutions, namely time delay compensation
(TDC) based time-domain equalization (TDE) and phase shift compensation (PSC)
based frequency domain equalization (FDE). Numerical simulations validate the per-
formance of the proposed algorithms with quantized precoding and combining.

As power consumption at the user side is a crucial factor for power-hungry devices,
a power consumption model for the receiver side has been first formulated in Chapter
5. The total average power consumption along the signal path can be divided into two
main components: the power consumption of all the circuit blocks in the analog part
and the power consumption of baseband combiner. The RF chain consists of the filter,
the low noise amplifier (LNA), the phase shifter, the phase-locked loop, the mixer, and
the ADC, where each of these components is scaled with different system parameters
(such as the number of receiver antennas and the number of RF chains). We also
have investigated the total number of operations at the digital baseband, which scales
with the power consumption of the adders and multipliers. Thus, a total power ex-
penditure at the receiver side for our system model has been presented. We then have
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formulated the EE with respect to our considered hybrid analog/digital beamform-
ing structure, and we have optimized it over different parameters. 1) Optimization
over the number of receive antennas was the only case that we could find a closed-
form solution. We showed that the optimal value is presented by the Lambert W
function, and the objective function is a quasi-concave function that, with increas-
ing the number of receiver antennas more than the optimal value, EE decreases and
vice versa. 2) The optimization problem for the number of transmit antennas is not a
linear function and cannot be formulated as a closed-form solution. However, simula-
tion results show that with increasing the number of transmit antennas, EE improves
monotonically; thus, the maximum available number of transmit antennas provides
the best results. However, when we consider the proper access point (AP) design,
power consumption, and system complexity, more than 64 transmit antennas are not
recommended. 3) For the number of RF chains as another optimization parameter,
we concluded that this value is dynamic and with respect to the SIR ratio and the
number of available transmit antennas. 4) For the case of the number of data streams
as a design factor, we know that 1 < N; < 3; thus, optimization is an unrelated case
for it. Here, We have mainly focused on the methodology of EE/SE analysis to guide
the practical EE/SE trade-off for the LSAS design.

As proof of concept for the methodology and because of its high relevance, the
proposed approach has been applied towards systems operating beyond the 100 GHz
carrier frequency range. In Chapter 6, the impact of an extension to 120 GHz car-
rier frequency ranges and an extension from the point-to-point MIMO transmission
to multi-user case has been addressed. This chapter has first studied the channel
characteristics and channel models at 120 GHz published in the literature. Based on
literature research, we have employed the ray-tracing method to generate the channel
model. Moreover, the planar antenna array has been used instead of the linear an-
tenna array. It lays the foundation for the investigations in the following algorithms.
After comparing different system architectures, a multi-user low RF complexity hy-
brid beamforming MIMO system at 120 GHz has been applied with two structures:
fully-connected structure and array-of-subarray structure. The simulation results have
shown that the system’s performance with the array-of-subarray structure is better
than that with the fully-connected structure. The array-of-subarray structure is more
straightforward and more practical in 3G and 4G LTE systems. Several algorithms
have been proposed to maximize the capacity of such a system. The design of the di-
gital baseband processing includes ZF precoding and MMSE precoding. Considering
a multi-user system, we have used the ZF algorithm to cancel the inter-user interfer-
ence. Moreover, the simulation results have also demonstrated that the ZF precoding
algorithm’s performance is slightly better. The analog beamforming design is based
on the RF codebook searching, with low complexity in the RF domain. Besides, the it-
erative power precoding algorithm without CSI has been evaluated by the simulation.
Its performance seems better since the complexity of the hardware is much higher.
Furthermore, we have explored the influence of some parameters on the system per-
formance, such as the number of antennas, the number of users, and quantization-bits.
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7.2 Outlook

Within this dissertation, we have performed the critical concepts for transceivers oper-
ating at 60 GHz in bandwidth between 1-10 GHz, which are optimized for maximum
information bit rates under transmit and processing power constraints (i.e., 10-100p]
/ information bit). Due to technical difficulties, the proposed system has some trade-
offs and requires extra effort in practice. Therefore, we consider the following import-
ant challenges remaining for future work.

Compensation and robust design for PHY hardware imperfection: The fulfill-
ment of data throughput in the Gbps range comes at the price not only of bandwidth
and promising technology at mmWave band, but also with high accuracy in the carrier
modulated signal processing. However, the PHY hardware imperfection includes os-
cillator phase noise, high IQ phase and amplitude imbalance (I/Q mismatch), power
amplifier nonlinearity, and quantization noise in data converters (DAC/ADC) and so
on unfortunately exists. For example, the ADC sampling rate has already been a bot-
tleneck for Gbps 60 GHz wireless systems, which is more challenging to achieve even
higher data rates. As we know, calibration schemes and compensation algorithms can
partially mitigate these imperfections. It is essential to take RF imperfection into ac-
count in the 60 GHz (or higher) system design and establish their behavioral models,
proposing simple and efficient compensation algorithms to evaluate system perform-
ance on link-level without computationally complex circuit-level simulations.



Acronyms

Acronyms

ABF analog beamforming

ADC analog-to-digital converter

AoA angle of arrival

AoD angle of departure

AP access point

AS antenna selection

AWGN additive white Gaussian noise
BB baseband

BER bit error rate

BF beamforming

CDF cumulative distribution functions
CMOS complementary metal-oxide-semiconductor
CSI channel state information

DAC digital-to-analog converter

DBF digital beamforming

ED eigenvalue decomposition

EE energy efficiency

EGC equal gain combining

EGT equal gain transmission

iid. independent and identically distributed
IBI inter block interference

LOS line-of-sight

LSAS large scale antenna system

MAP maximum a-posteriori

MIMO multi-input and multi-output
MIR maximum information rate
MMSE minimum mean square error
mmWave millimeter wave

NLOS non-line-of-sight
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146 Glossary
OFDM orthogonal frequency-division multiplexing
PAPR peak-to-average power ratio

PL path loss

PoE probability of error

QAM quadrature amplitude modulation

RAF RF array factor

RF radio frequency

RMS root mean square

S-V.model  Saleh-Valenzuela channel model

SC-FDE single carrier with frequency domain equalization
SE spectrum efficiency

SIR signal-to-interference ratio

SNR signal-to-noise ratio

ssp spatial signal processing

SVD singular value decomposition

TDC time dalay compensation

TDD time division duplex

ULA uniform linear array

VGA variable gain amplifier

VPS variable phase shifter

WLAN wireless local area networks

WPAN wireless personal area networks

VA zero padded
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