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Abstract
In this paper, different iterative methods, so-called architectures, within the multidisciplinary analysis in conceptual aircraft 
design of the UNICADO software are elaborated, applied and analyzed. Possible execution sequences in the sequential 
method (Gauss-Seidel architecture) are derived via a graph-based algorithm in combination with expert knowledge. Sensi-
tivities of the design disciplines are analyzed and a permitted residual for stable convergence characteristic for the aircraft 
design with UNICADO is derived. Prerequisites for the application of a parallel iterative method, the Jacobi architecture 
are conducted. Runtime and convergence characteristics of the Gauss-Seidel architecture and the Jacobi architecture are 
evaluated. A damping method is applied to the Jacobi architecture to enhance the convergence characteristics. The Gauss-
Seidel and Jacobi architectures are used to design two different aircraft, the CSR and the CSMR, with an iteration accuracy 
of 2.5e–3. For these use cases studied, the Gauss-Seidel architecture converges more stably and faster than the Jacobi archi-
tecture and is, therefore, the more favorable. The aircraft design with the implemented Jacobi architecture oscillates and 
does not converge. Only with an implemented damping method, convergence is achieved. If the iteration time of the design 
loop increases, e.g., when using higher fidelity methods for aircraft design, the choice of architecture must be re-evaluated.
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Abbreviations
CeRAS	� Central reference aircraft data system
CSMR	� CeRAS short-medium range
CSR	� CeRAS short range
MDA	� Multidisciplinary analysis
MDO	� Multidisciplinary design optimization
MICADO	� Multidisciplinary integrated conceptual 

aircraft design and optimization
RCE	� Remote component environment
UNICADO	� University conceptual aircraft design and 

optimization
VISTOMS	� Visualization tool for large MDO systems
XDSM	� Extended design structure matrix
�	� Residual
�	� Vector of objective variables

CoG	� Center of gravity
Fuelmax	� Maximum fuel mass
h	� Step size
mfuel	� Mission fuel mass
MTOM	� Maximum take-off mass
MZFM	� Maximum zero fuel mass
OME	� Operating mass empty
Payloadmax	� Maximum payload mass
psn	� Process step number

1  Introduction

In multidisciplinary analysis and optimization (MDAO) within 
the UNICADO software [1], past research was mainly focused 
on the optimization part. The optimization part uses each mul-
tidisciplinary analysis (MDA) as a sample point for deriving 
a potential optimum for a given objective. In our case, the 
MDA is a whole conceptual aircraft design process with UNI-
CADO for a given variation in specified design variables. As 
the aircraft design process is expensive in terms of computa-
tion time, it is also propagated in the cost of the optimization 
process. Therefore, the aim is to minimize the computation 
time of the aircraft design process, not with a reduction of the 
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computational accuracy, but with an enhanced MDA process. 
In this paper, we investigate different execution sequences of 
aircraft design disciplines of UNICADO and the paralleliza-
tion of all design disciplines to derive an optimal execution 
sequence and type in terms of a minimum computation time.

This document is structured as follows: In Sect. 2 the funda-
mentals of MDA are outlined, the eXtended Design Structure 
Matrix (XDSM) is explained and University Conceptual Air-
craft Design and Optimization (UNICADO) is briefly intro-
duced as well as its connection to MDA. In Sect. 3, the current 
MDA in UNICADO is analyzed and different approaches for 
its optimization are presented and applied. In Sect. 4, results 
of the different optimization strategies are compared to the 
initial architecture. Finally in Sect. 5, the results are discussed 
and concluded.

2 � Multidisciplinary analysis

In this section, we explain the term MDA, followed by its 
application to conceptual aircraft design in general conclud-
ing with an introduction of UNICADO and its connection to 
MDA.

2.1 � Fundamentals

Aircraft design in general consist of several disciplines, e.g. 
aerodynamics, propulsion and performance. Those disciplines 
are coupled by variables e.g. the performance estimation mod-
ule needs aerodynamic data to calculate the necessary fuel 
for a mission. This kind of dependence is called forward cou-
pling. If the disciplines are not only forward, but also backward 
coupled—i.e. the mass estimation provides a value for OME 
which is used by the mission analysis to calculate a mfuel and 
a new MTOM, which are then in turn used by the mass esti-
mation to calculate the next updated OME—they have to be 
executed iteratively. The gathering of the disciplines into a 
single analysis is called MDA. In MDA, the disciplines are 
executed iteratively until each target vector of objective vari-
ables �t

i
 of discipline i is equal to the response vector of objec-

tive variables �r
i
 with respect to a permitted absolute residual 

� . The analysis is then considered converged:

In this paper, we will use the following relative residual � 
formulation:

An extensive survey of architectures for multidisciplinary 
analysis and optimization can be found in Martins [2]. For 
the iterative solving of an MDA there exist several methods, 

(1)�t
i
= �r

i
+ �.

(2)� =
|||||
�t
i
− �r

i

�t
i

|||||

where common methods are Gauss-Seidel (Fig. 1), Jacobi 
(Fig. 2) and Newton.

For the final MDA architecture, each aircraft design mod-
ule is considered as a black box, so that only the inputs and 
outputs are known, but not the system of equations inside. 
Therefore, the Newton method cannot be applied here, 
because it solves systems of equations of the different dis-
ciplines simultaneously. The other two, Gauss-Seidel and 
Jacobi are so called fixed-point approaches, where each dis-
cipline is solved individually holding the others fixed. Note 
that for the convergence of both iterative methods in math-
ematical sense, the system of equations must fulfill certain 
conditions, among others that the system’s matrix has to be 
symmetric positive definite. However, it is unclear how these 
convergence criteria can be verified for a system of black 
boxes, where no equations are accessible. The mathemati-
cal theory behind the iterative methods Gauss-Seidel and 
Jacobi is given in [3]. The architectures in Figs. 1 and 2 are 
depicted as an extended design structure matrix (XDSM) [2, 
4]. The respective iterative method is depicted as an orange, 
rounded rectangle. Each design discipline is presented as a 

Fig. 1   Gauss-Seidel architecture in XDSM view

Fig. 2   Jacobi architecture in XDSM view
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green rectangle. In the rhomboids, input and output variables 
from or to design disciplines or to the iterative method are 
listed. To illustrate that a given input consists of more than 
the listed variables, the rhomboids are stacked. The data flow 
is presented as grey bars, while the process flow is described 
by black lines with arrows as endings. The data inflow is 
presented by the vertical grey bars above and below each 
discipline. The data outflow is described by the horizontal 
grey bars to the left and to the right of each discipline. As 
depicted in Fig. 1, within the Gauss-Seidel architecture each 
discipline is executed sequentially (following the black line). 
Consequently each discipline is updated with the results of 
the previous discipline within the same iteration. E.g. the 
discipline Masses gets a target operating mass empty OMEt 
as an input, recalculates an update of OME and provides the 
results as input for the discipline Systems. Systems in turn 
recalculates an update of OME and provides it as an input 
for Mission. Within the Jacobi architecture in Fig. 2, the dis-
ciplines are executed in parallel. Inside one iteration, there 
is no exchange of calculated variable updates. All updated 
values are provided as an input in the next iteration. There-
fore, the Jacobi architecture needs more iterations than the 
Gauss-Seidel method to converge [5, 6]. The architectures 
depicted in Figs. 1 and 2 are schematic to clarify the char-
acteristics of the individual architecture and are simplified 
without backward couplings between each discipline.

2.2 � UNICADO

UNICADO stands for university conceptual aircraft design 
and optimization and is on the one hand a software for 
conceptual aircraft design [7] and on the other hand a 
project funded by LuFo, the German Federal Aviation 
Research Programme [8]. The software is derived from 
the well established software multidisciplinary integrated 
conceptual aircraft design and optimization (MICADO), 
developed from the institute of aerospace systems ILR at 
RWTH Aachen University [9, 10]. The software is devel-
oped in C++ and is designed modular i.e. each aircraft 
design discipline has its own module which is present as 

an own executable. The modules are integrated and the 
execution sequence is controlled via the Remote Com-
ponent Environment (RCE) [11, 12]. The aircraft param-
eters are exchanged via one central aircraft exchange file, 
which has a human readable eXtensible Markup Language 
(XML) format. The execution sequence of the UNICADO 
design disciplines is depicted in Fig. 12 and consists of 
two pre-sizing modules, followed by a design-loop, contin-
ued by a loop where a study mission is simulated leading 
to some post-processing modules. The initial Gauss-Seidel 
architecture implementation of the design-loop of UNI-
CADO in RCE is depicted in Fig. 3.

Within this paper, we focus on the MDA of the design-
loop only. Note that methods used in the disciplines are of 
varying fidelity, therefore, no system of equations exists 
nor gradient information is provided. Hence, the respective 
MDA treats the disciplines as black boxes where only input 
and output information is available. The currently imple-
mented architecture is Gauss-Seidel (Fig. 12). The aircraft 
design with UNICADO is assumed converged, if the rela-
tive change of the objective variables Maximum Take-Off 
Mass (MTOM), Operating Mass Empty (OME), mission 
fuel ( mfuel ) and Center of Gravity (CoG) in x-Direction are 
below a permitted relative residual ( � ≤ 2.5e−3 ) as stated 
in Eq. 1. Furthermore, in default setting, the following 
boundary condition on overall aircraft design level must 
be fulfilled:

i.e. the angle of incidence of the horizontal tailplane (HTP) 
is recalculated after each iteration in order to satisfy that the 
moment derivative in mid-cruise condition is almost 0 with 
a permitted residual. This condition states that the aircraft 
is trimmed during cruise flight. Note that on discipline level 
further boundary conditions must be fulfilled, e.g., the force 
equilibrium for mission calculation, which are not explicitly 
stated here in detail.

For the studies within this work, two aircraft, designed 
with UNICADO are used, namely the CeRAS Short Range 

(3)CM = 0 + 𝜉, with 𝜉 < 1e−4

Fig. 3   Implementation of design loop of UNICADO in RCE as Gauss-Seidel architecture
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(CSR) and the CeRAS Short-Medium Range (CSMR). The 
former is also public available in the Central Reference 
Aircraft Data System (CeRAS) [13, 14].

3 � Analysis of architectures

In this section, we analyze the application of Gauss-Seidel 
and Jacobi architecture for aircraft design with the UNI-
CADO software.

3.1 � Gauss‑Seidel architecture

In the following, an optimal execution sequence within the 
Gauss-Seidel architecture is derived for a minimized itera-
tion number for the aircraft design to converge. Furthermore, 
the discipline sensitivities are analyzed in order to elaborate 
a permitted residual for robust convergence of the aircraft 
design with UNICADO.

3.1.1 � Execution sequences

A subset of the Gauss-Seidel architecture for UNICADO is 
depicted in Fig. 4, where also the backward couplings are 
plotted.

E.g. On one hand, Systems reads OME as an input passed 
by Masses and on the other hand, Systems in turn calculates 
OME and provides it backward as an input to Masses. The 
convergence rate of a MDA is in general influenced by the 
coupling, on the one hand by the number of feedback vari-
ables [5] and on the other hand by the sensitivity of each 
discipline on those variables. This sensitivity is also called 
strength of coupling [15]. At first, the disciplines of the 
UNICADO architecture are analyzed with a visualization 
tool for large MDO systems, called VISTOMS [16]. In the 
backend of this visualization tool, graph-based algorithms 

(KADMOS [17]) are implemented, among others, to reduce 
the backward coupling of the MDA problem. The brute-force 
approach is applied to determine the discipline sequence 
with a minimized backward coupling. In Fig. 12, the initial 
architecture of the UNICADO software is depicted. With the 
application of KADMOS brute-force approach, the execu-
tion sequence and the backward couplings are optimized 
(from 70 to 66 feedback variables (Fig. 13)). Note that only 
the disciplines in the design-loop are illustrated, because we 
focus on the MDA part of the design steps and neglect the 
studies and post-processing steps.

Each discipline needs a certain set of input variables and 
initial values (guesses) for these variables. For a proper pro-
vision of the initial values, there are several boundary condi-
tions to the permitted execution sequence. At least the first 
execution has to be in a sequence, where all disciplines are 
provided with the necessary inputs i.e. not every discipline 
is capable to calculate its results with 0 as start value. Alter-
natively, the aircraft exchange file has to be filled with initial 
values. The necessary variables are depicted in Fig. 14. We 
assume, with regard to the number of coupling variables 
that the main driving disciplines within the design-loop are

•	 landingGearDesign
•	 calculatePolar
•	 massEstimation
•	 systemsDesign
•	 missionAnalysis.

Furthermore, except for landingGearDesign, the listed disci-
plines are analysis disciplines, which compute the objective 
variables, i.e. they drive convergence of the aircraft design. 
Let us denote the permitted process step number of each 
discipline with psn() , then the following rules apply for these 
remaining disciplines according to Fig. 14: 

1.	 psn(systemsDesign)>psn(landingGearDesign)
2.	 psn(systemsDesign)>psn(massEstimation)
3.	 psn(missionAnalysis)>psn(calculatePolar)
4.	 psn(missionAnalysis)>psn(massEstimation)

As stated before, the convergence rate is not only influenced 
by the number of feedback variables, but also by the sensi-
tivities of each discipline on these feedback variables. That 
is the reason why in the next step we examine if the execu-
tion sequence proposed by the application of VISTOMS 
leads to a minimum number of necessary iterations until 
the aircraft design is converged. If we permute the possible 
execution sequences of all disciplines in the design-loop, 
there would be 10! = 3628800 possible execution sequences 
to test. By only examining the main driving disciplines there 
are 5! = 120 possible executions sequences left. By apply-
ing rules 1. − 4. , the resulting number of possible execution 

Fig. 4   Gauss-Seidel architecture in XDSM view with backward cou-
pling
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sequences equals 16. In these 16 sequences, the initial and 
the proposed sequence are included. As an initial com-
parison of the iteration numbers, we execute UNICADO to 
design the CSR aircraft with default settings for convergence 
as stated in Sect. 2.2, i.e. the trim condition is activated and 
the residual is � ≤ 2.5e−3 . In Table 1 for each sequence the 
necessary number of iterations until convergence of the 
objective variables, the number of iterations until the trim 
boundary condition is fulfilled as well as the number of feed-
back variables are compared.

Note that the number of feedback variables are only those, 
which are fed back to the above listed main driving disci-
plines. Because of that it only seems that study 16 has fewer 
feedback variables, than the proposed study 14 (Table 1). 
The number of iterations until the objective variables are 
converged for the first time are similar for all execution 
sequences independent of the number of feedback variables 
(5–6 iterations). The major differences lie in the number 
of iterations until the trim boundary condition is fulfilled. 
The trim boundary condition needs more iterations to be 
fulfilled, as the moment derivative is influenced, among oth-
ers, by the changes of masses, which induce changes in the 
drag derivative and the CoG. Therefore, when masses are not 
kept constant, the moment derivative is not a linear function 
of the angle of incidence of the HTP. In conclusion, for the 
permitted residual and the trim boundary setting, there is no 
impact of a minimized backward coupling (proposed study 
14) or a reordering of the execution sequence in general.

To measure the influence of the execution sequence on 
the convergence of the objective variables, we neglect the 
trim boundary condition, decrease the residual to � ≤ 1e−6 
and restrict the allowed maximum number of iterations 
to 200 (the latter, to limit the computational costs). The 
results are depicted in Table 2. The majority of sequences 
do not converge within the permitted maximum num-
ber of iterations. The studies 8, 10, 12 and 16 (Figs. 15, 
16, 17, 18) converge within 188 iterations. The only char-
acteristic which these execution sequences have in com-
mon is that the missionAnalysis discipline is executed at 
the end of each sequence. The aircraft design results for 
the four converged designs are identical. For a similar 
study, only with the permitted residual set to � ≤ 1e−5 
all studies converged, while again execution sequences 8, 
10, 12, 16 converged in a minimum (and equal) number 
of iterations.

The convergence of the objective variables of randomly 
picked study 16 is depicted in Fig. 5.

After a steep decrease of the residuals to � ≈ 1e−4 for 
MTOM, OME and mfuel , resp. � ≈ 1e−7 for CoG, the resid-
uals are oscillating without further continuous decrease. 
These oscillations can have multiple reasons. The most 
obvious reason is the coupling of the objective variables:

The other reason is that some disciplines might have implicit 
functional relations e.g. missionAnalysis reads MTOM and 
mfuel as an input and calculates among others the same vari-
ables as an output, i.e.

(4)

MTOM = OME + mfuel + Payload,

mfuel ≤ Fuelmax,

Payload ≤ Payloadmax

Table 1   Study of execution sequences for a CSR aircraft design with 
permitted residual � ≤ 2.5e−3 , with it 1 = number of iterations until 
objective variables are converged; it 2 = number of iterations until 
objective variables are converged and trim boundary condition is ful-
filled; feedback = number of feedback variables

study it 1 it 2 feedback

1 6 28 301
2 6 18 72
3 6 28 301
4 6 18 72
5 6 24 303
6 6 17 74
7 5 12 299
8 5 21 70
9 6 21 297
10 6 31 68
11 5 12 299
12 (initial) 5 21 70
13 5 18 300
14 (proposed) 6 18 66
15 6 29 302
16 6 31 62

Table 2   Study of execution 
sequences for a CSR aircraft 
with permitted residual 
� ≤ 1e−6 and switched off 
trim boundary condition; 
it 1 = number of iterations 
until objective variables are 
converged; feedback = number 
of feedback variables

study it 1 feedback

1 – 301
2 – 72
3 – 301
4 – 72
5 – 303
6 – 74
7 – 299
8 188 70
9 – 297
10 188 68
11 – 299
12 (initial) 188 70
13 – 300
14 (proposed) – 66
15 – 302
16 188 62
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Furthermore, it is not necessarily given that the discipline 
itself converges when it is repeatedly executed.

3.1.2 � Discipline sensitivities

To derive the behavior of each discipline, we analyze the 
sensitivities of the disciplines massEstimation, systemsDe-
sign and missionAnalysis. A comprehensive sensitivity anal-
ysis would be performed with principle component analysis 
(PCA) [18]. Because of the large number of input variables 
of each discipline and the computational cost of comput-
ing the sensitivities of all variables, we narrow down to the 
sensitivity analysis of manually chosen variables, which are 
the assumed drivers of the convergence rate of the overall 
aircraft design with UNICADO. For a sensitivity analysis, 
the second-order central-differences formula [3] is used to 
calculate the numerical approximations of the derivatives:

where h denotes the step size, � are the objectives, � are the 
state variables and O(h2) denotes the truncation error of the 
taylor series expansion. Note that we assume, as a common 
practice, a continuous relation between input and output 
variables for small deviations in the inputs and additionally 
differentiability, even though we know that the discipline 
behavior can be discontinuous because of the presence of 
conditionals within the code of each discipline. We analyze 
the sensitivities for each of the three named disciplines of 

(5)
⎡⎢⎢⎣

MTOM

mfuel

⋮

⎤
⎥⎥⎦
= fmissionAnalysis

⎛
⎜⎜⎝

MTOM

mfuel

⋮

⎞⎟⎟⎠

(6)
d�

d�
=

�(� + h) − �(� − h)

2h
+O(h2)

the seven input variables, also depicted in Fig. 1 and the 
same seven outputs, namely: MTOM, OME, mfuel , CoG, 
MZFM, Fuelmax , Payloadmax . An input variable can also 
be the output variable of a discipline because of an implicit 
functional relation (cf. Eq. 5). For each discipline, a Jacobian 
matrix is constructed, containing the numerical transposed 
gradients of each output variable [19]:

where �j=1,..,p is the respective output e.g. MTOM. p denotes 
the number of output variables, in our case p = 7 . D stands 
for the respective discipline and h denotes the step size. The 
numerical gradient is depicted as follows:

where each partial derivative is calculated by Eq. 6. The sen-
sitivity analysis is performed for each discipline for different 
step sizes, h ∈ {1e−9, 1e−8, ..., 1e−1} . As first observations, 
we list the input variables which have no impact on a respec-
tive discipline.

•	 Changes in OME, CoG, Fuelmax and Payloadmax have 
no influence on the outputs of massEstimation (e.g. 
�OME

/
�CoG = 0)

•	 Changes in MTOM and mfuel have no influence on the 
outputs of missionAnalysis (e.g. �MTOM

/
�MTOM = 0 ; 

note that the assumption of Eq. 5 does not hold)
•	 Changes in MZFM have no influence on the outputs of 

systemsDesign (e.g. �OME
/
�MZFM = 0)

As the disciplines are executed with default settings, the 
use and impact of input variables can change if settings 
are modified and therefore, other calculation and estima-
tion methods are used. Next, we sum up the variables which 
are only bypassed by a discipline, i.e. the relation is not an 
implicit function and is characterized as a partial derivative 
value of 1, e.g. �CoG

/
�CoG = 1.

•	 In massEstimation: mfuel and MTOM are bypassed 
(Fig. 6, upper plot)

(7)� =

⎡⎢⎢⎣

∇T�1
⋮

∇T�p

⎤⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∇TMTOM

∇TOME

∇Tmfuel

∇TCoG

∇TMZFM

∇TFuelmax

∇TPayloadmax

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
D,h

(8)∇MTOMD,h =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

�MTOM
�
�MTOM

�MTOM
�
�OME

�MTOM
�
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�MTOM
�
�CoG

�MTOM
�
�MZFM

�MTOM
�
�Fuelmax

�MTOM
�
�Payloadmax

⎤⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 5   Convergence of the objective variables in UNICADO for a 
CSR design with module execution sequence of study 16 and a per-
mitted residual of � ≤ 1e−6 ; switched off trim boundary condition
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•	 In missionAnalysis: OME, Fuelmax Payloadmax and CoG 
are bypassed (Fig. 7, upper plot)

•	 In systemsDesign: CoG is bypassed (Fig. 8, upper plot)

Exemplary some partial derivatives for massEstimation, 
missionAnalysis and systemsDesign are depicted in Figs. 6, 
7 and 8. The bypassed variables in theory do not change 
their value independent of the step size. Therefore, it can be 
derived that due to output precision of the disciplines or due 
to rounding errors [3] in the central-differences method the 
maximum precision which can be analyzed for the disciplines 
is 1e−6 . For step sizes below 1e−6 even the bypassed vari-
ables seem sensitive to a variation of themselves, which can 
only occur due to numerical rounding errors. As depicted in 
Fig. 7, the sensitivities of missionAnalysis, �MTOM∕�OME 
and �mfuel∕�OME start to vary from a step size of < 1e−3 in 
magnitude and in sign of the gradient. These characteristics are 
indicators or at least facilitate oscillating convergence behavior 
of the objective variables. For decreasing step sizes from 1e−4 , 
the partial derivatives change the sign of the gradient, i.e. the 
behavior changes from

for increasing OME, also mfuel increases
to
for increasing OME, mfuel decreases.
This behaviour occurs due to a reserve fuel calculation 

method, which does not use the most recent trip fuel mass 
and is part of active maintenance. Compared to Fig. 5, there 
exists a correlation between the sensitivity and the oscil-
lating behavior of convergence. E.g. MTOM oscillates for 
residuals in range 1e−4 ≤ � ≤ 1e−6 and mfuel oscillates for 
residuals in range 5e−4 ≤ � ≤ 1e−6 . In conclusion, we can-
not expect a stable convergence behavior of the objective 
variables for permitted residuals below 1e−4 due to vary-
ing sensitivities in slope and sign of the gradients of the 
discipline missionAnalysis for step sizes below 1e−4 . As 
UNICADO is actively maintained, we are analyzing and 
improving the convergence behavior of missionAnalysis.

3.2 � Jacobi architecture

In this section, we collect prerequisites for the implementa-
tion of the Jacobi architecture within UNICADO, describe 
the implementation and the application of the architecture, 
and finally add a damping method to impose convergence 
of the aircraft design.

3.2.1 � Prerequisites for parallel execution of design 
disciplines

The previous studies are applied on a sequential execution 
sequence within the Gauss-Seidel architecture. In this sec-
tion, prerequisites for a parallel execution of the UNICADO 
design disciplines for an application of the Jacobi architec-
ture are collected. As depicted in Fig. 14, each discipline has 
necessary initial input variables, which have to be provided. 

Fig. 6   Numerical partial derivatives for massEstimation for decreas-
ing step sizes from 1e−1 to 1e−9

Fig. 7   Numerical partial derivatives for missionAnalysis for decreas-
ing step sizes from 1e−1 to 1e−9

Fig. 8   Numerical partial derivatives for systemsDesign for decreasing 
step sizes from 1e−1 to 1e−9
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If the disciplines are executed in parallel, the initial values 
would be missing. Therefore, the disciplines either have to 
be executed one time in sequential sequence, or the aircraft 
exchange file must provide those initial values.

As different disciplines may write the same variable, 
there has to be a merge logic, which ensures that the respec-
tive variable must be written, by the latest discipline from 
the sequential execution sequence to ensure comparability 
between sequential and parallel execution. Note that within 
a parallel execution, calculated output variables from a dis-
cipline will be provided to the other disciplines in the next 
iteration of the Jacobi architecture, i.e. there is no variable 
update within one iteration (Fig. 2).

When different disciplines access (read / write) the same 
variable, while they are executed in parallel, there are two 
options, how to handle the parallel access. Either one cen-
tral file is used—then, the access of the file has to be locked 
during the write process of a respective discipline to avoid 
another discipline reading an outdated variable—or local 
copies of the aircraft exchange file have to be created for 
each discipline, which have to be merged at the end of each 
iteration within parallel execution.

The first approach with one central aircraft exchange 
file leads to overwriting and processing an incomplete file, 
because during the creation of the lock file, data are already 
processed. Therefore, we chose the latter approach.

3.2.2 � Implementation of Jacobi architecture

In this section, we describe, how we implement the Jacobi 
architecture for the UNICADO design disciplines. As stated 
in Sect. 2.2, we use RCE for the integration of the design 
disciplines. As further stated in Sect. 3.2.1, the design dis-
ciplines first are executed sequentially for one iteration to 
provide necessary initial values for all disciplines. Next 

local copies of the aircraft exchange file are provided to each 
discipline. All disciplines of the design loop are executed 
in parallel. Over a signal handling within RCE, the merge 
script waits until all disciplines are executed and merges 
each local copy of the aircraft exchange file back to a cen-
tral aircraft exchange file. Each local copy is merged in the 
initial sequential execution sequence of the disciplines into 
the central aircraft exchange file. For merging, the module 
execution order of the Gauss-Seidel architecture is used to 
ensure comparability with it. Note that also the merge time 
at the end of each iteration has to be taken into account for a 
comparison of the MDA architectures. The implementation 
of the Jacobi architecture is depicted in Fig. 9.

3.2.3 � Application of Jacobi architecture

The convergence progression of an aircraft design of the 
CSMR with UNICADO with an applied Jacobi architecture 
within RCE is depicted in Fig. 10a. The aircraft design in 
this case does not converge. The objective variables mfuel 
and MTOM oscillate each around a fixed residual value. The 
oscillations of mfuel have a magnitude of 4e−2 which means 
4% of mission fuel mass. In the case of the aircraft design 
of CSMR, this means a variation of approx. 678 kg in fuel 
mass. The oscillating residuals of MTOM have a magnitude 
of < 1e−1 , which results for the CSMR in approx. 790 kg.

The oscillations can be caused by different circumstances. 
As evaluated in Sect. 3.1.2, oscillations of the objective vari-
ables mfuel and MTOM occur in the magnitude of 1e−4 due 
to discipline sensitivities of missionAnalysis. This might—
but not necessarily—be an explanation of the oscillations, 
but cannot be the only explanation for the magnitude of the 
oscillations in the application of the Jacobi architecture. 
From the MDA representations in Figs. 1 and 2 we derive 
that MTOM and mfuel are calculated by missionAnalysis. 

Fig. 9   Implementation of design loop of UNICADO in RCE as Jacobi architecture
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From the sensitivities of missionAnalysis in Fig. 7, we con-
duct that MTOM and mfuel are mainly sensitive to changes in 
OME. Where OME is on the one hand calculated by massEs-
timation and on the other hand by systemsDesign. OME cal-
culated from massEstimation is in turn sensitive to changes 
in MTOM and MZFM. OME calculated by systemsDesign 
is again sensitive to changes in MTOM, OME and Fuelmax.

In Gauss-Seidel architecture systemsDesign is fed with an 
update of Fuelmax and OME which is calculated from mass-
Estimation, within the same iteration in order systemsDesign 
to calculate an updated OME and MZFM.

In Jacobi architecture, the OME calculated from mass-
Estimation is never used, because it is calculated in parallel 
from systemsDesign and overwritten by systemsDesign, i.e. 
systemsDesign receives its own calculated OME from the 
last iteration. In addition, systemsDesign uses the Fuelmax 
value from the last iteration to calculate a new OME.

In conclusion, the oscillations of MTOM and mfuel cal-
culated by missionAnalysis (Fig. 7) within the Jacobi archi-
tecture (Fig. 10a) might result from large variations of OME 
calculations of systemsDesign (Fig. 8) which in turn can be 
caused by outdated values of Fuelmax and overwritten val-
ues of OME (Fig. 6) calculated by massEstimation (Fig. 2).

3.2.4 � Jacobi architecture with damping

One way to improve the convergence characteristic of the 
Jacobi architecture is to add a relaxation or damping method 
[5]. A damped, updated vector of the objective variables can 
be expressed as:

where �(i) is the vector of objective variables of the previous 
iteration, � is a damping factor and Δ�(i) is the difference 
between the objective values of the current iteration 𝐲̂(i+1) 
and the previous iteration:

As a damping factor, we set

Note that the damping factor implies the following behavior 
for increasing iteration number i:

With this damping factor, we impose convergence for an 
increasing number of iterations. As depicted in Fig. 10b, the 
aircraft design of the CSMR with Jacobi architecture with 
damping factor converges after 15 iterations.

4 � Results

In this section, we present the comparison between the 
application of Gauss-Seidel and Jacobi architecture. For 
comparison, we use the CSMR aircraft. As a permitted 
residual, we set � ≤ 2.5e−3 . The objective variables are 
not modified and listed in Sect. 2.2.

(9)�(i+1) = �(i) + �(i)Δ�(i)

(10)Δ𝐲(i) = 𝐲̂(i+1) − 𝐲(i)

(11)�(i) =
(
1 +

i

2

)−1

(12)lim
i→∞

�(i+1) → �(i)

(a) (b)

Fig. 10   a Convergence of Jacobi architecture for design of CSMR with permitted residual � ≤ 2.5e−3 . b Convergence of Jacobi architecture 
with damping for design of CSMR with permitted residual � ≤ 2.5e−3
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As stated in 2.1, we expect that in general for convergence 
of the Jacobi architecture more iterations are necessary, com-
pared to the Gauss-Seidel architecture. There exists a trade-off 
between the iteration number and the iteration time per itera-
tion. Note that the computation times heavily depend on the 
performance of the used computer, the output settings of each 
discipline (written files) and finally the aircraft and its trans-
port task for which it is designed. Therefore, the times stated 
below are only typical values. To decide which architecture 
is the preferred one, let us assume, that one iteration with the 
Gauss-Seidel architecture for the design loop of UNICADO 
takes ts = 30 s, where the index s denotes a sequential execu-
tion. Let us further assume that the parallel execution of the 
design loop of UNICADO needs exactly the same time as 
the discipline with the highest computational cost, neglect-
ing the time needed for creation of local copies of the aircraft 
exchange file and the merge process after parallel execution. 
The discipline with the highest computational cost is missio-
nAnalysis and takes 10 s. Then, the time needed for a paral-
lel execution equals tp = 10 s. The Jacobi architecture is the 
preferred architecture if the following condition is fulfilled:

where ns and np denote the number of iterations for a sequen-
tial and a parallel execution, respectively. In this example, the 
Jacobi method is preferred, if the iteration number is smaller 
than 3 times the iteration number of the Gauss-Seidel method.

As depicted in Fig.  10b, the aircraft design of the 
CSMR with Jacobi architecture with damping factor con-
verges after 15 iterations. Compared to the design of the 
CSMR using the Gauss-Seidel architecture, the Jacobi 
architecture with damping converges slower. The design 
with Gauss-Seidel architecture needs 6 iterations to con-
verge below a permitted residual of � ≤ 2.5e−3 . The itera-
tion time of the Jacobi architecture takes 17 s, whereas the 
Gauss-Seidel architecture needs 20 s per iteration. The dif-
ference between both iteration times is small due to the 
fast computation time of each discipline in general and for 
the Jacobi architecture especially due to the extra amount 
of time required for the creation of the local copies and 
the merging operation at the end of each iteration, which 
is already included in the iteration time. The comparison 
of both architectures is presented in Table 3.

When decreasing the permitted residual from 1e−1 to 
1e−4 the necessary number of iterations for the Jacobi 
architecture with damping grows faster, than the necessary 
number of iterations of the Gauss-Seidel architecture. E.g. 
for a permitted residual of � ≤ 1e−4 the Jacobi architec-
ture with damping needs approx. 400 iterations, whereas 
the Gauss-Seidel architecture needs only 11 iterations for 
convergence (Fig. 11).

(13)tsns
!

> tpnp ⇔
30sec

10sec
ns

!

> np ⇔ 3 ⋅ ns
!

> np

We conclude that for the design of the CSMR, with a 
permitted residual of � ≤ 2.5e−3 and the current low com-
putational cost of the design disciplines of UNICADO, a 
parallelization has no benefit in terms of time saving.

5 � Conclusion

In the present paper for the UNICADO software, two 
MDA architectures were analyzed, namely Gauss-Seidel 
and Jacobi. For the Gauss-Seidel architecture different 
execution sequences of the aircraft design disciplines 
were analyzed. An algorithm for minimizing the feedback 
variables between design disciplines, returning an in this 
sense optimal execution sequence was applied. Permit-
ted execution sequences with respect to necessary input 
variables were derived. The permitted execution sequences 
were compared to the initial execution sequence as well 
as to the proposed, optimized execution sequence. This 
analysis resulted in four execution sequences, which led to 
the same minimum number of iterations until convergence 
to a permitted residual. In fact, the proposed, optimized 
execution sequence was not one of the four execution 
sequences. The main characteristic, which these execu-
tion sequences have in common is that the missionAna-
lysis discipline is the last executed discipline within an 
iteration. The execution sequence within the Gauss-Seidel 
architecture can be arbitrarily chosen from the sequences 

Table 3   Comparison of Gauss-Seidel and Jacobi architecture with 
damping on the design of a CSMR aircraft

GS Jacobi w. d.

Number of iterations 6 15
Iteration time 20s 17s

Fig. 11   Convergence of Jacobi architecture with damping for design 
of CSMR with permitted residual � ≤ 2.5e−3
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depicted in Figs. 15, 16, 17, 18, as UNICADO converges 
with the same number of iterations for these sequences.

As the convergence rate not only depend on the number 
of feedback variables, but also on the discipline sensitivi-
ties, these were analyzed as well. A main result is that we 
cannot expect a stable convergence behavior of the UNI-
CADO aircraft design for residuals below 1e−4 , because 
the partial derivatives �MTOM

/
�OME and �mfuel

/
�OME 

change in magnitude and sign of gradients for decreasing 
step sizes below 1e − 4 which lead to the observed oscilla-
tions in the objective variables MTOM and mfuel.

Prerequisites for the implementation and application 
of a parallel execution of the design disciplines in the 
Jacobi architecture were collected. The Jacobi architec-
ture was implemented in RCE and applied. The Jacobi 
architecture did not converge for a permitted residual of 
� ≤ 2.5e−3 . mfuel oscillated with a residual of 4e−2 within 
the design of a CSMR aircraft. The oscillations are mainly 
caused by large variations of OME calculated by systems-
Design which in turn are caused by outdated values of 
Fuelmax and overwritten values of OME calculated by 
massEstimation.

A damping method was applied to the Jacobi architec-
ture to enhance the convergence characteristics. The air-
craft design of the CSMR aircraft with Jacobi architecture 
with damping factor converged. Compared to the Gauss-
Seidel architecture the Jacobi architecture with damping 
factor converges much slower which results in larger over-
all execution times. Therefore, for the current setup of 
UNICADO disciplines, the parallelization of discipline 
execution with the Jacobi architecture has no benefit in 
terms of computation time and the Gauss-Seidel architec-
ture is the preferred and applied architecture. If the itera-
tion time of the design loop increases, e.g., when using 
higher fidelity methods for aircraft design, the choice of 
architecture must be re-evaluated.

Appendix A UNICADO architectures 
and Discipline relations

See Figs. 12, 13, 14, 15, 16, 17 and 18.
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Fig. 12   Initial UNICADO architecture
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Fig. 14   Necessary initial values 
for each UNICADO discipline
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