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Abstract

Electroconvection, a hydrodynamic instability which convectively mixes the ion-depleted
diffusion boundary layer in electrically-driven membrane processes, enables the op-
eration of such processes beyond a diffusion-limited current density. When operating
at overlimiting current densities, industrial processes could be designed with smaller
membrane modules and, thus, reduced investment costs. Still, the energy needed to
overcome the diffusion-limitation as well as concerns regarding water splitting still stand
in the way of their application. Both hindrances can be reduced by effectively trigger-
ing and tailoring the 3D electroconvective vortex field. However, the 3D features of
electroconvection and their interaction with membrane surface modifications or spacer
hydrodynamics are lacking experimental quantification. Until now, experimental studies
were limited to 2D measurement techniques and 3D simulations which are restricted to
small scales due to computational costs.

This thesis surpasses this limitation and presents an experimental method for quan-
tification of the 3D velocity field of electroconvection with high temporal and spatial res-
olution. Using this method, we quantify the velocity field and its statistics close to a
cation-exchange membrane in a steady or pumped electrolyte. We further measure its
interaction with modified membrane surfaces and spacer structures.

We conducted these measurements in a newly designed electrochemical cell using
micro particle tracking velocimetry for 3D velocity reconstruction. The recorded velocity
fields were then used to visualize coherent vortex structures and reveal changes in the
velocity field and its statistics. During the transition from vortex rolls to vortex rings with
increasing current densities, changes in the rotational direction, mean square velocity,
and temporal energy spectrum with only little influence on the spatial spectrum were
revealed.

Additionally, we investigated the impact of membrane surface modifications with two
types of microgels varying in zeta potential on the vortex field’s build-up. We discovered
that a large difference in zeta potential between microgel and membrane material offers
full control over the velocity field in terms of structure and rotational direction.

Lastly, we quantified the interaction of the electroconvective velocity field with spacer-
induced hydrodynamics in a pumped electrolyte. The velocity fields and their statistics
revealed that significant interaction only appears at Reynolds numbers below one. How-
ever, pilot-scale experiments reported the appearance of overlimiting currents in such
systems. Which is why measurements on a smaller scale at higher current densities are
expected to provide further insights.

This thesis emphasizes the potential of specifically engineered membrane surfaces
and spacer structures for overcoming the limitations of electrically driven membrane
processes. Tailored interaction of controlled electroconvection and spacer hydrodynam-
ics could reduce the energy to overcome limiting currents in industrial applications to a
minimum.
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Zusammenfassung

Elektrokonvektion ist eine hydrodynamische Instabilität, welche die ionenverarmte Diffu-
sionsgrenzschicht in elektrisch getriebenen Membranprozessen konvektiv durchmischt
und dadurch deren Betrieb jenseits der limitierenden Stromdichte ermöglicht. Aktu-
ell stehen dem Einsatz solch hoher Stromdichten ein erhöhter Energieaufwand zur
Überwindung der Diffusionslimitation sowie Bedenken bezüglich Wasserspaltung bei
hohen Spannungen entgegen. Beide Herausforderungen könnten durch eine effekti-
ve Erzeugung und Beeinflussung des 3D-elektrokonvektiven Wirbelfeldes überwunden
werden. Das 3D-Wirbelfeld und dessen Wechselwirkung mit Membranoberflächenmo-
difikationen oder der durch Spacer hervorgerufen Hydrodynamik wurden jedoch bisher
nicht experimentell quantifiziert. Aktuelle Forschung ist auf 2D-Messverfahren oder 3D-
Simulationen beschränkt, die aufgrund ihrer langen Rechenzeiten nur kleine Skalen
auflösen.

Diese Arbeit stellt eine experimentelle Methode zur Quantifizierung des 3D-Geschwin-
digkeitsfeldes der Elektrokonvektion mit hoher zeitlicher und räumlicher Auflösung vor.
Mit dieser Methode quantifizieren wir das Geschwindigkeitsfeld und dessen Statistik
an einer Kationenaustauscher-Membran in einem stationären oder gepumpten Elektro-
lyten. Des Weiteren messen wir die Wechselwirkung des Geschwindigkeitsfeldes mit
modifizierten Membranoberflächen und Spacer-Strukturen.

Für diese Messungen haben wir eine elektrochemische Zelle entworfen, welche die
Aufnahme des 3D-Geschwindigkeitsfeldes mittels mikro Particle-Tracking-Velocimetry
(µPTV) erlaubt. Mit diesen Geschwindigkeitsfeldern konnten dann kohärente Wirbel-
strukturen visualisiert und Veränderungen des Feldes erfasst und dessen Statistik ge-
zeigt werden. Während des Übergangs von Wirbelrollen zu Wirbelringen bei steigender
Stromdichte wurden Änderungen der Rotationsrichtung, der mittleren quadratischen
Geschwindigkeit und des zeitlichen Energiespektrums, mit nur geringem Einfluss auf
das räumliche Spektrum festgestellt. Zusätzlich konnten wir zeigen, dass die Mem-
branmodifikation mit Mikrogelsuspensionen die volle Kontrolle über das Geschwindig-
keitsfeld in Bezug auf Struktur und Rotationsrichtung ermöglicht. Abschließend quan-
tifizierten wir die Wechselwirkung des elektrokonvektiven Geschwindigkeitsfeldes mit
der Spacer-induzierten Hydrodynamik in einem gepumpten Elektrolyten. Hier trat eine
signifikante Wechselwirkung allerdings nur bei Reynoldszahlen unter eins auf. Experi-
mente im Pilotmaßstab zeigten jedoch von überlimitierenden Stromdichten in solchen
Systemen, weshalb Messungen auf kleinerer Skala bei höheren Stromdichten weitere
Erkenntnisse versprechen.

Diese Dissertation unterstreichen das Potenzial modifizierter Membranoberflächen
und Spacer-Strukturen zur Überwindung der bisherigen Limitationen elektrisch ange-
triebener Membranprozesse. Ein maßgeschneidertes Zusammenspiel von kontrollierter
Elektrokonvektion und Spacer-Hydrodynamik könnte die Energie zur Überwindung des
limitierenden Stromes in industriellen Anwendungen auf ein Minimum reduzieren.
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Chapter 1. Introduction

Water is the most valuable resource for humanity and life in general.

Not only do we drink water, but it is also needed for many industrial pro-

cesses like food production or as a reactant in the chemical industry. Ac-

tually, about 90 % of the globally used water goes into the food indus-

try [Djeh2019].

One could think that we luckily live on the ’blue planet’ covered mainly

in this most valuable resource. However, only 0.5 % - 1 % of earth’s

water resources are sustainable accessible [Pete2016; Gude2017]. Ad-

ditionally, water use increased by a factor of six over the past 100 years,

and our resources are dwindling faster as they can naturally be replen-

ished [Gude2017; UNES2020]. Another critical challenge for many regions

is the geographic and temporal mismatch between supply and demand of

freshwater over the year [Meko2016].

Today, already half of the world’s river basins are stressed beyond sus-

tainable consumption [Hoek2014]. Two-thirds of the world’s population,

or approximately 4 billion people, suffer from severe water scarcity at

least once a month and half a billion face water scarcity over the whole

year [Meko2016] while about 3.4 million die by drinking contaminated wa-

ter each year [Tzan2020].

In the future, the situation is expected to get even worse. Not only will

climate change lead to a more significant disparity in the supply and de-

mand of water [Pete2016; Dina2019; UNES2020] but also will the increase

of the world’s population to an expected 10 billion by 2050 and increasing

living standards with changing consumption patterns lead to a rising water

demand [Gude2017; Meko2016; Djeh2019; UNES2020]. Connected to the

risk of water scarcity are also risks to secure food production, sustainable

development, and global trade [Meko2016; Qu2018; Dina2019].

Considering the severe impact of increasing water scarcity, it comes

with no surprise that global organizations like the WHO, UNESCO, and

UNICEF all classify water scarcity as one of today’s prime global chal-

lenges [Worl2017; Unit2019; UNES2020]. Water scarcity is a problem

not only of countries associated with less developed infrastructure and

industry; it also concerns developed countries like the US and southern

2
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Europe and other regions once rich with water [Lavr2017; Gude2017;

Mars2020]. Thus, the supply of potable water is a worldwide challenge

setting a responsible task to scientists of all nations.

A crucial solution to water scarcity is the use of sea-, brackish-,

river-, or even wastewater as alternative water resources by desalina-

tion [Ali2018; Jone2019; Tzan2020]. With many technologies already

working at their thermodynamic limit, membrane processes offer low-

energy processes with small ecological footprints and, thus, gain increased

interest [Gude2017; Ali2018; Nass2020]. Especially the combination

of membrane processes and renewable energy sources seems attrac-

tive [Ali2018; Nass2020]. Additionally, recent developments in electrically-

driven membrane processes demonstrate potential for increased overall

process efficiency [Door2021]. However, their energy consumption and

general costs are still too high for wide spread application [Nass2020;

Door2021]. Only when convectional processes are substituted by inno-

vative, energy-efficient, and cost-effective technologies, alternative water

sources can be utilized by desalination processes [Gude2017].

In electrically-driven membrane desalination processes, a potential is ap-

plied to move ions through ion-exchange membranes which are composed

of polymers with either positive or negative fixed charges. The charge of

the polymer determines the type of ion that can pass through which classi-

fies them as cation-exchange and anion-exchange membranes (CEMs and

AEMs), respectively.

Currently, industrial electrically-driven membrane processes are techni-

cally limited to a maximum current density. After the initial linear depen-

dency between ion current per membrane area and applied potential, a

concentration profile develops between the bulk solution and the mem-

brane. The ion concentration close to the membrane approaches zero

leading to increased fluid-side resistance. Therefore, the ion flux reaches a

limiting current density (ilim) visible as a plateau in a current versus voltage

curve. At this point, a larger driving force results only in a negligible flux
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increase.

This plateau’s appearance can be delayed by hydrodynamic means like

increased flow velocity or the insertion of spacers that promote mixing.

However, the effectiveness of these measures also has its limitations. Here,

the immense opportunity of electrically operated membrane processes

emerges [Bazi2020]: Unlike in pressure-driven processes, the flux-over-

potential plot shows a third region with further increasing ion flux beyond

the limiting current density.

This overlimiting current region’s primary driver is a fluid instability called

electroconvection (EC) [Rubi2000; Mani2020]. During EC, a 3D vortex field

emerges that mixes the boundary layer close to the membrane. Thereby,

the high-concentrated bulk solution is transported to the membrane

surface counteracting the increased resistance. The analysis of this fluid

instability’s 3D velocity field and of means to exercise control over its

features build the core of this thesis.

The following sections give a more detailed introduction of important the-

oretical concepts and assumptions used in this thesis. After that, state of

the art concerning the topics covered in this thesis is briefly reviewed. The

chapter ends with the scope of this thesis.

1.1 Ion-exchange membranes

Ion-exchange membranes (IEMs) are build up of a polymeric backbone with

either positive or negative fixed charges. Figure 1.1 illustrates the transport

of cations through a cation-exchange membrane (CEM).

Under usual circumstances, electroneutrality is assumed in all media.

Therefore, the sum of charges of all species add to zero [Meli2007]:

ÿ

i

zi ¨ ci “ 0 (1.1)

Here, zi is the valence number that can assume integer values and ci
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Figure 1.1: Illustration of ion passage and rejection by a cation-exchange
membrane. The membrane is illustrated as a polymeric matrix with fixed charges.
The applied field leads to the transport of counter-ions through the membrane
while co-ions are rejected due to electrostatic repulsion of the fixed charges.
Adapted from Melin and Rautenbach [Meli2007].

is the concentration. In the case of a symmetric binary electrolyte, which

will be used throughout this thesis, there are only two ionic species present

with equal concentrations c` “ c´ and opposite valence numbers z` “ ´z´.

The electroneutrality assumption also applies to an IEM. Here, the fixed

membrane charges are often included as a single parameter ξ [Meli2007]:

ÿ

i

zi ¨ ci ` ξ “ 0 (1.2)

Supposing the membrane charge concentration has a negative value

(ξ ă 0), the charge is compensated by cations while anions are rejected.

The result is in a cation-exchange membrane as pictured in Figure 1.1. The

opposite case (ξ ą 0) results in an anion-exchange membrane.

The charge selectivity of IEMs is used in a variety of processes and

applications. This includes processes for desalination and deionization

like electrodialysis (ED) [Stra2010; Werb2016], capacitive deionization

(CDI) [Pora2013], and flow-capacitive deionization (FCDI) [Gend2014;

Romm2015; Tang2020]. Furthermore, such membranes are essential

in processes for energy harvesting, storage, or conversion, like reverse
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electrodialysis (RED) [Post2007] and RedOx-flow batteries [Alot2014;

Park2017; Perc2020]. Additionally, there are novel applications in microflu-

idics [Slou2014].

1.2 Electrodialysis

Figure 1.2: Schematic of a typical electrodialysis set-up. The set-up com-
prises alternating anion- and cation-exchange membranes, and the outer elec-
trodes. The applied electric field leads to the depicted ion movement resulting in
concentrated and diluted streams. The electrode rinsing solution transports the
products of Faradaic reactions out of the system. Adapted from Melin and Raut-
enbach [Meli2007].

Out of before mentioned processes, ED is the most common electrically-

driven membrane process. Its simplicity also results in the use as a

model process in many studies dealing with electrokinetic phenom-

ena [Prob1994]. It utilizes alternately stacked IEMs forming multiple

compartments as depicted in Figure 1.2. Two electrodes enclose the outer

compartments. A salt-containing feed solution, the electrolyte, is pumped

through each compartment. During operation, an electrical field is applied
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via the electrodes. Inside this field, anions and cations move towards their

specific counter electrode. They pass through the adjacent membrane

or are rejected. This process leads to concentrated and depleted fluid

streams. The ionic equilibrium in the electrode compartments is main-

tained by faradaic reactions taking place at the electrodes. The reaction

products are removed by a rinsing solution.

Figure 1.3: Concentration and electric field gradients in electrodialysis com-
partments. The top graph illustrates the course of the anion and cation concentra-
tion over a concentrate and diluate compartment pair under the effect of an electric
field and plug flow. The bottom graph illustrates the resulting course of the electric
potential. The dotted line exaggerates the stagnant boundary layer (BL). Adapted
from Probstein [Prob1994].

Figure 1.3 outlines the concentration and electrical potential profiles in

a diluate and concentrate compartment adjacent to a CEM. In the graphic,

plug flow and ideal membrane behavior are assumed, resulting in an ideally

mixed bulk with constant concentrations, and complete rejection of co-ions
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inside the membranes. Close to the membranes, a stagnant boundary layer

(BL) appears.

The ion mobility inside the membranes is higher than in the electrolyte.

Therefore, high fluxes through the membranes cause decreasing concen-

tration at the membrane-fluid interface in the desalinating compartment.

Concentration gradients, the so-called concentration polarization (CP),

develop between the bulk solution and the membranes due to the slow

diffusive transport of ions in the BL. The same phenomenon is observed

in the concentrating compartment but with an inverse direction: the ion

concentration increases in the BL at the membrane. The concentration

profiles directly correlate with the electric potential. Gradients in the total

concentration lead to an increase in slope of the potential. The potential

drop over the whole cell divided by the ion flux is proportional to the cell

resistance. Therefore, evolving CP leads to increasing cell resistance and

eventually to a current saturation, the so-called limiting current density.

This resistance can be overcome by mixing the BL. In a typical industrial

ED setup, spacers are inserted in the electrolyte compartments that

increase mixing, introducing more complex hydrodynamics [Prob1994].

The effects of spacers are discussed in a later Section 1.4.

In Figure 1.3, the concentration profiles are depicted as a linear corre-

lation, but in reality, more complex relations occur with increasing applied

potential, which will be discussed in the following sections.

1.3 Ion transport in aqueous solutions at
ion-exchange membranes

In the following, the different mechanisms of ion transport in the BL with

increasing potential are described. First, the situation close to a CEM at a

moderate potential is described on a molecular level. Then, the implications

of this theory are extended to larger potentials.
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Figure 1.4: Ion distribution at the cation-exchange membrane surface. The
top graph illustrates the influence of the cation-exchange membrane’s surface
charge on the ion distribution in the electrolyte close to that surface under the effect
of an electric field. The bottom graph illustrates the resulting course of the electric
potential. Adapted from Probstein [Prob1994] and Bazant et al. [Baza2009].
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Fig 1.4 illustrates the situation in the electric double layer (EDL) close

to a CEM at a moderate potential. The membrane’s surface potential

is largely compensated by adsorbed counter-ions. The ions and their

hydration shells are held in the vicinity of the surface, called the Stern

layer, by the electric field. Due to the finite size and interaction between

the counter-ions, the surface charge’s effect cannot be fully compensated

and reaches further into the electrolyte. Therefore, a diffuse charge layer

emerges where the excess potential is compensated by accumulating

counter-ions. The size of this layer is described by the Debye length λD.

The ion distribution is reflected in the course of the electric potential. The

potential has its maximum at the membrane surface and decreases linearly

towards the Stern plane which is located at an ion’s radius distance from

the surface. From there on, the potential decreases exponentially. The

transition from the immobile Stern layer to the mobile diffuse charge layer

is called the shear plane. The potential at this plane can be measured as

the zeta potential ζ by applying shear stress to remove the diffuse charge

layer. [Prob1994]

Figure 1.5 a) shows the development of the concentration profile in the

BL, which was simplified as a linear correlation in Fig 1.3. During the opera-

tion of ED with increasing potentials, a characteristic current versus voltage

relation can be observed with three different regimes, see Figure 1.5 b).
These regimes result from changing BL concentration profiles.

At potentials that lead to a current density smaller than the limiting

current density, the BL consists of the EDL and the diffusion layer. The

latter assumes the bulk electrolytes concentration at its border. Both

anion and cation concentrations in the diffusion layer decrease linearly

towards the EDL while keeping electroneutrality. During operation at

limiting current densities, concentration polarization (CP) develops as the

primary mass transport resistance. This resistance shows as a plateau

region in the iV-graph interrupting the correlation of increasing potential

with increasing current density. Both ion concentrations decrease to a

minimum at the EDL. However, an even further increase in potential leads
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Figure 1.5: Development of concentration profiles between bulk and cation-
exchange membrane surface with increasing potential. a) Illustrations of the
courses of the anion and cation concentrations in the three different regions:
I: Ohmic region (i < ilim), II: plateau region (i = ilim), and III: overlimiting current re-
gion (i > ilim). Adapted from Mani and Wang [Mani2020]. b)Illustration of a typical
current density versus voltage curve for an electrically-driven membrane process.

to the emergence of a new layer inside the BL that expands the diffuse

charge layer [Baza2009]. This layer of extended space charge (ESC)

extends the EDL’s non-electroneutrality, reaching far into the diffusion layer.

In this layer, electroconvective vortices, or simply electroconvection (EC),

emerge that mix the whole domain and counteract the concentration po-

larization. Therefore, overlimiting current (OLC) densities become possible.

The emergence of EC results from a complex interaction of forces in

the ESC region explained by the coupling of the Nernst-Planck, Poisson,

and Navier-Stokes equations. This coupling leads to the mobile diffuse

layer’s electrokinetic interaction with an external electric field in the viscous

shear layer near a charged surface. This interaction takes place in both

directions. On the one hand, an electric field applied tangentially to a

charged surface exerts a force on the diffuse layer’s charged species.

This force leads to the migration of the mobile ions. In an electroneutral
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solution, the migration of counter-charged species balances out. However,

the charge imbalance in the EDL, see Figure 1.4, allows a net migration

of the accumulated species [Prob1994]. The viscous drag of ions on their

surrounding solvent included in the Navier-Stokes equation then causes

the liquid to flow. On the other hand, a forced movement of the electrolyte

in the diffuse layer relative to the charged surface also induces an electric

field.

Figure 1.6: Electroosmosis close to a charged surface. Illustration of the veloc-
ity profile emerging in an electrolyte close to a charged surface under the influence
of an electric field.

The case investigated in this thesis is that of an immobile, charged sur-

face, the ion-exchange membrane, under the effect of an externally applied

electric field. The electrolyte flow emerging from the charged surface’s in-

teraction with the electric field is named electroosmosis [Prob1994]. The

electroosmotic velocity can be estimated from the integrated Navier-Stokes

equation by neglecting all but the electrical forces, assuming an infinite

plane surface and a no-slip boundary, and inserting Poisson’s equation:

U “ ´
e ¨ ζ ¨ Ex

µ
(1.3)

where U is the velocity parallel to the surface, e the electric charge,

Ex the electric field component parallel to the surface, and µ the fluids

viscosity [Prob1994]. A graphical representation of this phenomenon is

illustrated in Figure 1.6.
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Eq. 1.3 requests an electric field component parallel to the charged sur-

face for velocity generation, a situation that would not exist in an ideal ED

setting. However, electrically induced electrolyte motion can still be ob-

served [Rubi2008; Kim2007; Yoss2008]. One explanation is the existence

of membrane heterogeneities in geometry, surface charge, or conductiv-

ity that result in an uneven charge and, therefore, electric field distribu-

tion [Rubi1988; Rubi1991]. Following, local electric field deviations parallel

to the surface lead to a net motion of the fluid [Rubi2000].

Dukhin [Dukh1991] also describes a particular case of electroosmosis

that becomes possible at the strongly polarized ESC layer. The charge im-

balance of this layer, similar to a charged surface, was also found to power

electroosmotic fluid motion if subject to a parallel electric field. Additionally,

the allowed slip between fluid layers, contrary to the no-slip assumption

at solid interfaces, reduces friction and leads to stronger electroosmotic

forces. Literature defines the emergence of electroosmosis at the mem-

brane surface as electroosmosis of the first kind, and that at the ESC region

as second kind or Dukhin mechanism [Niko2014].

Figure 1.7: Forces acting during electroosmosis of the second kind. The
illustration depicts the force balance between the forces resulting from the electric
field (FE), namely migration and electroosmosis, and the pressure forces (FP).
Adapted from Druzgalski and Mani [Druz2016].

Compared to a solid surface, the mobility of the ESC region further re-

sults in two mechanisms that aid the formation and sustain of EC. First, Ru-

binstein and Zaltzman [Rubi2000] showed that electroosmosis of the sec-

ond kind emerges even at perfectly homogeneous surfaces when a mobile
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ESC layer is present. They found that minor perturbations in the electric

charge or electric field inside the ESC layer already cause lateral fluid mo-

tion. Second, once inhomogeneities occur, the induced fluid motion results

in local pressure gradients as given from the Navier-Stokes equation which

is depicted in Figure 1.7. These pressures lead to fluid motion towards the

bulk, opposing the force of the electric field. Continuity demands that the

initial electroosmotic fluid motion is compensated by a convective transport

of high-concentrated bulk electrolyte towards the membrane. Above a cer-

tain threshold, this transport acts as a positive feedback mechanism that

sustains and enhances the perturbation of the ESC layer [Zalt2007].

Apart from the two types of electroosmosis also the instability of the

quasi-neutral bulk was hypothesized as a driving force for electroconvec-

tion. A general conclusion seems to be that EC of the ESC region plays

the dominant role at highly selective surfaces while bulk electroconvection

dominates at weakly selective surfaces [Rubi2015; Abu-2016; Mani2020].

Other mechanisms, besides EC, also take part in the current increase

of the OLC [Zabo1998]. The first hypothesized explanation for the OLC

was an increased ion availability due to water dissociation into H+ and OH-

ions at the depleted membrane surface. The dissociation is especially

evident at anion-exchange membranes due to catalysis by their functional

groups [Zabo1988; Tana2010]. However, while water dissociation plays a

role in the OLC region and counterbalances the current density increase

of EC [Niko2017; Mani2020], its share of the OLC is small compared to

EC [Niko2014]. The central role of EC was also proven in the famous ex-

periment of Maletzki, Rösler, and Staude [Male1992] who immobilized the

boundary layer close to a cation-exchange membrane using an agarose

gel.

The conclusion that EC is the dominant mechanism in the OLC region

and its interaction with water dissociation leads to the need to simultane-

ously control both phenomena to expand the operation range of electrically-

driven membrane processes to the OLC region in industrial settings. The
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following section summarizes the current state of the art regarding the

steps necessary for this proposition.

1.4 Electroconvection

Initial theoretical investigation of EC dates back only to the end of the 20th-

century. Rubinstein and Zaltzman first described EC as a hydrodynamic

instability in their pioneering publications [Rubi1979; Rubi1988; Rubi2000;

Zalt2007].

Due to its potential for significant improvements in the efficiency of

electrically-driven membrane processes, EC is the subject of experimental

and numerical studies that aim to visualize and quantify its chaotic hydro-

dynamics. Rubinstein et al. reported the first experimental 2D visualiza-

tion of EC proving its existence [Rubi2008]. Other studies also analyzed

EC by optically recording tracer substances in 2D [Yoss2008; Yoss2009;

Kwak2013a; Kwak2013b; Kim2016]. Kang and Kwak [Kang2020] visual-

ized the structural change of EC in the overlimiting current region with and

without flow parallel to a membrane surface with 3D confocal microscopy.

However, all these studies lack quantification of the concentration or veloc-

ity field dynamics of EC, which is important for developing physical correla-

tions.

1.4.1 Quantification of electroconvection

Quantification of EC is possible only in intensive direct numerical

simulations (DNSs) or experiments using special equipment. DNSs simul-

taneously solve the Navier-Stokes, Nernst-Planck, and Poisson-Boltzmann

equations with highly nonlinear behavior resulting in high computational

cost even for small geometries and short simulation times [Mani2020].

Druzgalski et al. analyzed and compared the statistics of chaotic EC

from 2D to 3D results in an attempt to derive energy spectra needed for the

development of a statistically averaged reduced-order model [Druz2013;
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Druz2016]. Such a statistically averaged model enables low-cost simula-

tions in the overlimiting regime for process optimization [Mani2020]. To-

day, process development for electrically-driven membrane processes is

limited to the Ohmic region or the fitting of the overlimiting transport us-

ing a reduced-order parameter similar to a Schmidt number [Stod2014;

Zour2015]. Druzgalski et al. also found qualitative and quantitative dif-

ferences in their 2D and 3D simulations, suggesting the need for a 3D

view on EC. However, the required fine resolution in space and time limited

their simulations to small geometries and short time spans only. Therefore,

the ability to extrapolate their conclusions to the length and time scales of

industry-relevant devices remains unclear until experimental results of the

3D velocity field are available.

Valenca et al. reported an experimental methodology for quantifying the

velocity field of EC in the cross-section of the CP layer by particle image

velocimetry (PIV) in 2D [Vale2015]. They correlated the vortex size and

rotational speed with the current density. The first analysis of the 3D vortex

field on EC was reported by Demekhin et al. for 3D direct numerical simu-

lations (DNSs) [Deme2014]. They reported a structural change of EC from

vortex rolls to vortex rings which can only be observed in 3D. Consequently,

a methodology for experimentally observing and quantifying the 3D veloc-

ity field of EC is inherently needed to expand the physical knowledge of its

hydrodynamics.

1.4.2 Electroconvection at heterogeneous interfaces

While the above literature proves that EC indeed fuels the overlimit-

ing current regime of electrically-driven membrane processes, another

continuing challenge is the control of EC for application of the OLC in

industry-relevant settings. In general, the limiting current density and

the plateau region’s length depend on the ion concentration, distance

between bulk electrolyte and membrane, and the membrane charac-

teristics [Mani2020]. EC is further known to be influenced by tem-

perature gradients [Benn2018d], gravity [Kara2016], electrolyte viscos-
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ity [Li2019], a pulsed electric field [Mikh2016; Buty2020], the electrolyte

composition [Gil2018; Rogh2020], and the membrane surface proper-

ties [Abdu2014].

In general, a heterogeneous membrane surface can lead to a shorter

and later plateau and a decreased resistance in the overlimiting current

region [Rubi1988; Zabo1993; Choi2001; Niko2019]. Heterogeneity

in surface geometry [Bals2007a; Bals2010; Pham2012; Benn2018a;

Mare2018], conductivity [Mish1998; Volo2005; Davi2016; Zabo2017;

Neba2018], hydrophobicity [Korz2016], and zeta potential [Bidd2004;

Wess2014; Guan2021] have been shown to have a great influence. Addi-

tionally, Mareev et al. [Mare2018] connected the inhomogeneity of different

commercially available membranes to inhomogeneity of the electric field at

those membranes.

Figure 1.8: Collection of the influence factors on electroconvection. The influ-
ence factors on electroconvection are divided into structural properties and chem-
ical properties of the membrane. The blue and orange zones indicate the change
in chemical properties.

The knowledge gained from the above observations, summarized in Fig-

ure 1.8, led to research on tailored membrane modifications in attempts to

control the plateau region and overlimiting current [Camp2018; Pawl2019;

Went2020].

The pioneering works of Zabolotskii, Loza, and Sharafan [Zabo2005] and
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Balster et al. [Bals2007a] confirmed the theoretical predictions that mem-

brane undulations of the size of the boundary layer lead to a shortened

plateau length [Rubi1991].

Valenca et al. [Vale2018a] recorded the velocity and orientation of EC

vortices at geometric patterns on a cation-exchange membrane, again us-

ing 2D PIV. The experiments showed that the rotation of vortices was di-

rected towards the patterns’ valleys. Overall, the pattern structure led to a

decrease of the system’s resistance of about 50%.

A similar observation was made by Davidson, Wessling, and Mani

[Davi2016] in 2D DNSs at a membrane patterned with non-conductive

patches. Vortices located at and rotated towards the pattern structure. The

optimal pattern length and their spacing, for a stable vortex structure with

the largest current density, correlated with the diffusion boundary layer’s

height resulting in a surface coverage of 50%. They also reported that the

vortex height is limited by its width. In an experimental study, Benneker et

al. [Benn2016] used ion conductive nanoslots between unconductive mate-

rial to experimentally investigate the build-up of EC in 2D. They concluded

that distortions in the electric field could have a significant impact on the

desalination performance. Nebavskaya et al. [Neba2018] reported the im-

pact of nonconducting strips on the limiting current density of homogeneous

AEMs. They found an optimal surface coverage of about 10% which devi-

ates of the numerical results of Davidson, Wessling, and Mani [Davi2016].

While changes in surface charge and conductivity can be investigated

separately in simulations, most membrane modifications in experiments

achieve a superposition of multiple heterogeneities [Neba2017; Pism2019;

Rogh2019].

Pismenskaya et al. [Pism2019] showed that the sizes of electric and geo-

metric heterogeneities of the membrane surface influence the current den-

sity confirming the best results with sizes approaching the diffusion bound-

ary layer thickness.

Kim, Kim, and Kwak [Kim2021] ranked the performance of differently

shaped structures put on top of the membrane surface, similar to spacer

structures, under forced flow. They found that a segmentation of the bound-
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ary layer, which creates stagnant regions, is beneficial for the build-up of

EC. Square patterns resulted in the highest vortex intensity in the overlim-

iting regime.

We presented a method to engineer the surface geometry and chemical

topology of membrane surfaces in a controlled manner [Rogh2019].

An ink-jet printing technique was used to apply patterns such as circular

patches of polymer microgels with varying zeta potential. Such membranes

patterned with circular patches out of poly(2-vinylpyridine) (P2VP) doubled

the limiting current density with a 40% reduced plateau length and only

slightly increased membrane resistance. The hypothesis behind this great

success was a combination of an early start of EC even at limiting current

densities, the ion conductivity of the pattern, and an altered rotational

direction due to the direction of the surface charge gradient. Additionally,

a 3D structure most probably also leads to a 3D vortex pattern compared

to the 2D structures of Valenca et al. and Davidson et al. [Vale2018a;

Davi2016]. However, this study was limited to investigations of the

macroscopic effect of the membrane modification of the system’s electric

properties. Therefore, the physics behind this modification’s success is still

unclear but could be revealed by experimental analysis of the 3D vortex

field.

1.4.3 Electroconvection in spacer-filled channels

The advance in controlling EC’s effectiveness with membrane modifica-

tions is a large step towards introducing the OLC region as a feasible

process regime in industry. However, industry-scale processes include and

combine further influencing factors like forced flow through spacer-filled,

high-aspect-ratio compartments. Additionally, electrolyte impurities, mem-

brane scaling due to insoluble salt species’ formation, and gas evolution by

water splitting are challenging, especially at overlimiting current densities.

Currently, industrial processes are efficiently run only at underlimiting

current densities. However, operation at high current densities in smaller
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membrane modules would significantly decrease investment costs. There-

fore, the complex interaction of EC, spacer-altered hydrodynamics, and

water splitting in the OLC regime is of particular interest.

In a pumped electrolyte, Kwak et al. [Kwak2013a] visually analyzed EC

vortices’ behavior using a microchip. They observed that electroconvective

vortices move along the shear flow. Additionally, Kwak et al. [Kwak2013b]

found that the vortex movement speed is independent of applied volt-

age. Their research confirmed that electroconvection occurs in application-

oriented systems in which the boundary layer is primarily affected. Pham

et al. [Pham2016] reported the 3D structure of EC vortices under flow in

DNSs. Their simulation showed that the vortices move as helices along

with the flow over the membrane surface. However, both studies neglected

the presence of spacers. Guan, Riley, and Novosselov [Guan2020] con-

firmed the organizing effect of shear flow on the 3D vortex structure of EC

suppressing structures in the perpendicular flow direction. This effect might

be of importance when considering the interaction of EC with the flow con-

ditions in spacer-filled channels.

Various studies analyzed the effect of different flow conditions on ion

transport in ED stacks. It becomes evident that shear flow reduces the

boundary layer thickness leading to shorter diffusion lengths. However,

electroconvection is also suppressed [Tana1991; Khai2011; Urte2013].

Tanaka [Tana2012] concluded that the ion transport in the boundary layer

of a static electrolyte is governed by gravitational or electro convection

while migration and diffusion dominate in a thin boundary layer of a

pumped electrolyte.

Similar to most membrane processes, spacers are used in industrial ED

set-ups to expand the process operational range. Spacers are open woven

structures placed in the flow channels which increase mixing to counteract

CP and separate the membranes in a membrane stack. The increased mix-

ing of the bulk phase in channels with spacers reduces the boundary layer

thickness even further. As a result, the diffusion length is shortened, ions
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Figure 1.9: Interplay of spacer hydrodynamics and electroconvection. Theo-
retical illustration of the change in the course of the boundary layer and the result-
ing vorticity behind a single circular spacer filament.

can reach the membranes faster, and the current is increased [Kim2011;

Fimb2010].

In industry-relevant 2D and 3D simulations, Fimbres-Weihs and Wiley

[Fimb2007] identified differences in mass transfer enhancement of non-

woven net spacers in a membrane channel of a pressure-driven process.

They stressed the importance of 3D effects such as stream-wise vortices,

open span-wise vortices, and higher wall shear rates vertically to the

bulk flow direction. Another correlation in 3D simulations was revealed

between locations of highest mass transfer and the presence of both

stream-wise and span-wise vortices. Since these simulations considered

a pressure-driven process, the additional effect of EC was omitted.

The decrease of the boundary layer thickness raises the question if elec-

troconvective vortices even emerge at high currents in such small diffusion

layers. If vortices are present, there might be competitive effects on the

current. On the one hand, spacers increase the current by reducing the

boundary layer thickness [Kim2011]. On the other hand, EC increases the

current by mixing the boundary layer. The strength of EC is also dependent

on the boundary layer thickness [Prob1994]. Therefore, an effective spacer
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presumably suppresses EC to a minimum by minimizing the boundary layer

thickness. However, spacers also introduce more complex flow conditions

like vortex shedding or dead zones. One could imagine strong EC appear-

ing in such regions of low flow velocity as illustrated in Figure 1.9. Early

research in this field was dedicated to analyzing the effect of spacer-altered

hydrodynamic conditions in flow-through cells [Cowa1959; Belf1972]. Con-

ductive spacers were shown to be especially effective for increasing the

limiting current density [Bals2010].

Tadimeti et al. [Tadi2016] modeled a spacer-filled electrodialysis channel

in 2D. Their results show a high dependency of the ion removal on the

flow profile in the channel. Additionally, they found that the boundary layer

thickness is reduced to a minimum in corrugated membrane channels.

Experimental studies of the hydrodynamics in a spacer-filled ED channel

are also limited to 2D visualization [Kim2017; Kim2021]. Kim et al.

[Kim2017] showed the impact of hydrodynamic change for varying spacer

placement on the ion transfer. They reported that a central positioning

of spacer filaments results in an about 40% limiting current increase.

However, the study was limited to 2D parallel rods instead of a 3D woven

spacer structure with only low flow velocities. These rods also had small

diameters compared to the channel height, which leaves extrapolation to

industry-relevant conditions an open question. They also only reported

the influence in the limiting current regime without extension of their

experiments to the OLC regime.

For effective use of the OLC in industrial electrically-driven membrane

processes, knowledge of the combined interaction between EC and

spacers’ hydrodynamic impact in relevant length and time scales is still

needed. Their possible synergy at large overlimiting currents and high flow

rates would enable maximizing the hydrodynamic ion transport. As stated

in Sec. 1.3, a promoted hydrodynamic current increase would shift the

balance with unwanted water splitting in a favorable direction.
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1.5 Scope of the thesis

This thesis aims to experimentally reveal the 3D features of the electrocon-

vective (EC) vortex field that emerges at an cation-exchange membrane

at overlimiting current densities. When the underlying physics of EC in

industry-relevant settings are fully understood, the operational range of

potential-driven membrane processes can be extended to the overlimiting

current regime. Membrane modules also need to be optimized for opera-

tion in the overlimiting current region. Current models that include EC only

resolve small geometries and short times far from scales found in realistic

devices. Therefore, EC’s statistics need to be fully understood to derive

statistically averaged models comparable to turbulence modeling. Such

models would reduce the computation costs to a fraction of the current de-

mand and increase the possible domain size to realistic geometries.

Another challenge poses the elimination of the energy efficiency loss due

to the plateau region. An earlier occurrence of EC will lead to a shortened

plateau or even the direct transition from the ohmic to the overlimiting cur-

rent region. This jump in efficiency would drastically reduce the needed

membrane area and, therefore, the investment costs of most electrically-

driven membrane processes.

The last step will be extending the before-mentioned knowledge to

industry-like systems with typically small channel heights and spacer-filled

channels. The hydrodynamic interaction of turbulence-promoting spacers

and boundary layer-mixing EC is still only slightly touched in literature and

application.

To tackle these challenges, we developed an experimental set-up utilizing

micro particle tracking velocimetry (µPTV) to record and quantify the time-

resolved 3D vortex field developing during electroconvection. With this set-

up, we measured EC’s hydrodynamics in a static electrolyte over a range

of overlimiting currents and revealed their statistics.

In combination with a direct numerical simulation approach, this tech-

nique further allowed for the determination of the underlying hydrodynamic
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mechanisms of a membrane surface modification that previously demon-

strated to significantly shorten the plateau region [Rogh2019]. The modi-

fication method utilizes precise surface patterning of membranes with mi-

crogel suspensions that introduce a regular surface charge inhomogeneity.

However, the influence of the modification on the formation of electrocon-

vection is still unknown.

Lastly, we extended the measurements to flowing electrolytes in a

spacer-filled channel to investigate the interaction between electroconvec-

tion and the flow field influenced by the spacers. Velocity measurements

of only flow through spacer-filled channels were already performed using a

µPTV, proving the feasibility of the technique [Will2010].

Chapter 2: Methodical details introduces the comprehensive experi-

mental method for the time-resolved recording of the 3D electroconvective

velocity field near a cation-exchange membrane.

With this setup, we measured the steady-state velocity field at multi-

ples of the overlimiting current density in Chapter 3: Three-dimensional
quantification of electroconvection . In contrast to simulations, the ex-

periments cover length and time scales typical for industrial applications.

We visualized coherent vortex structures and revealed the velocity field

changes and their statistics with increasing current density. Additionally,

this method enables the evaluation of the rotation direction of vortex struc-

tures. The transition is characterized by changes in the rotation direction,

mean square velocity, and temporal energy spectrum with only minor in-

fluence on the spatial spectrum. These findings indicate a more signifi-

cant impact of EC’s structural change on the mean square velocities and

temporal spectra than on the spatial spectra. This knowledge is a prereq-

uisite for developing resource-efficient simulation codes and engineering

ion-selective surfaces that will extend the operation range of electrically-

driven processes beyond the diffusion-limited Nernst regime.

The same set-up is used in Chapter 4: Electroconvection at charged
patches to record the vortex field, its structure, and rotational direction

at membranes modified with microgel patches. These patches introduce
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a regular heterogeneity of the membrane surface charge, which causes

charge-specific positioning of vortices in 2D simulations. This chapter re-

ports the vortex field structure, its rotational direction, and the steady-state

structural stability for membranes modified with two types of microgels vary-

ing in zeta potential. The results demonstrate that the microgels with the

largest difference in zeta potential compared to the membrane material

structure the vortex field and dictate its rotational direction. Even though no

long-term structure is maintained, the vortex field still differs from the case

of a bare membrane. Additionally, this modification offers complete con-

trol of the electroconvective vortex field during its build-up. These results

emphasize the potential of specifically engineered membrane surfaces for

overcoming the limitations of electrically-driven membrane processes.

Chapter 5: Interaction between spacer hydrodynamics and electro-
convection reports a newly designed electrochemical module that allows

to record the 3D electroconvective velocity field with forced flow and in-

serted spacer structures. The module is validated against the convectional

module design used in Chapter 3 and Chapter 4. We could show the

superposition of the electroconvective and forced flow profiles at a low

Reynolds number with and without inserted spacer. Overall, the super-

position leads to decreased velocities. The forced flow profile seems to

disrupt the cortex structure of electroconvection. With increasing Reynolds

number, the flow profile of electroconvection gets further suppressed.

Chapter 6: Summary and outlook gives a summary of the results ob-

tained in this thesis. The chapter analyzes new findings and existing chal-

lenges and concludes with an outlook on the way to commercial application

of EC in industrial processes.

1.6 Publication information
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der the affiliations and positions of the author as a research fellow (Wis-
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2.1. Electrochemical cell

This thesis aims at the investigation of the 3D velocity field of elec-

troconvection (EC) and its interaction with surface-modified membranes

or spacer structures in application-oriented modules. The basis for this

investigation is an experimental methodology for recording the 3D EC

velocity field close to a bare or modified cation-exchange membrane with

or without forced flow. The last sections describe the processing of velocity

data and nondimensionalization of the results to enable comparability

between simulations and experiments.

2.1 Electrochemical cell

Figure 2.1: Cell design for electrochemical experiments with simultaneous
µPTV recording. The electrochemical cell consists of two 3D printed housing
parts which are sealed with O-rings against two copper electrodes and a Nafion
N117 membrane. The cathode has a circular hole with a diameter of 9 mm to
allow optical access. The hole is sealed with a microscope glass slide, which is
not shown in the rendering, on top of the electrode.

The electrochemical experiments were conducted in the experimental

cell shown in Figure 2.1 which is suitable for electrochemical experiments
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with simultaneous recording of the evolving 3D velocity field using micropar-

ticle tracking velocimetry (µPTV). The cell is based on the publication of

Linz et al. [Linz2021] and consists of a Nafion N117 (Chemours, Wilm-

ington, Delaware, USA) cation-exchange membrane sealed between two

housing parts. The transparency of the membrane allows for imaging of

buoyancy stable EC through the membrane [Kara2016; Vale2017b]. Two

copper plates (25 mm ˆ 75 mm ˆ 0.5 mm) seal the top and the bottom of

the chip and act as electrodes in each half cell. The cathode has a circular

hole (d = 9 mm) and is glued to a glass slide to enable optical access. This

setup forms electrolyte chambers above and below the membrane, which

are filled with 1 mM copper sulfate (CuSO4) as the electrolyte. The bottom

chamber has a height of 0.8 mm, matching the maximum focal depth, and

a diameter of 8 mm, resulting in an aspect ratio of 10. Such a large aspect

ratio is desired to prevent the confinement of the EC vortices [Tsai2004;

Davi2016].

A cell comprising two copper electrodes, a cation-exchange membrane,

and CuSO4 in aqueous solution as electrolyte is a simple and well studied

electrochemical system for evoking EC [Vale2015; Gu2019]. In this system,

CuSO4 dissociates to Cu2` and SO 2´
4 and both electrodes favor copper de-

position and dissolution as faradaic reactions [Deng2013]:

Cu2`
` 2 e´ ÝÝÝáâÝÝÝ Cu (2.1)

During operation, copper is dissolved at the anode, transported through

the membrane, and deposited on the cathode. Additionally, this reaction

system limits gas evolution at the electrodes and the membrane to a min-

imum, which ensures stable reaction conditions and clear optical access

without gas bubbles.

The copper ions moving towards the cathode result in an ion flux i per

membrane area also describes as the current density. The limiting current

density of the process, described in Figure 1.5, can be derived from the one

dimensional Nernst-Planck equation [Prob1994] formulated for the liquid

32



2

2.1. Electrochemical cell

and membrane at the phase boundary:

J liq
“ ´D

Bcpxq

Bx
`
i ¨ tE
z ¨ F

(2.2)

Jmem
“
i ¨ tM
z ¨ F

(2.3)

F is Faraday’s constant, z the ionic valence, and D the diffusion co-

efficient. The transport numbers in the membrane and electrolyte tM
and tE describing the ion velocity difference are 0.96 and 0.4, respec-

tively [Vale2017a].

At the boundary, the ion flux through the liquid and the membrane phase

needs to be equal (J liq “ Jmem) which yields:

iboundary
“
z ¨ F ¨D

tM ´ tE
¨
Bcpxq

Bx
|x“0 (2.4)

Further, the concentration gradient in the diffusion boundary layer of the

liquid between the bulk and the interface can be approximated as a linear

gradient between the bulk and interface (Bcpxq
Bx “ cB´cI

δ ). At the limiting cur-

rent density, the concentration at the interface is assumed to approach zero

(ci « 0) resulting in the following equation for the limiting current density first

derived by Peers [Hill1956]:

ilim “
cB
δ
¨
F ¨ z ¨D

tM ´ tE
(2.5)

According to Valenca [Vale2017a], the bulk concentration cB is approx-

imated with a linear gradient between electrode and membrane as twice

the electrolyte starting concentration c0 in the anode chamber. For a

1 mM CuSO4 solution, current densities larger than ilim = 0.73 A m−2 will

result in the EC vortex formation close to the membrane of the anode
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chamber [Vale2015].

2.2 Micro particle image velocimetry

Figure 2.2: Schematic illustration of the setup for stereo micro particle im-
age velocimetry. The setup for stereo micro particle image velocimetry consists
of a laser that illuminates tracer particles in a sample volume through a stereo
microscope which splits the laser beam in two separate beams. The fluorescence
response returns through the microscope and is recorded by two slightly angled
high-speed cameras. Returning laser light is blocked by a high-pass filter. This
technique allows the recording of tracer particles in a 3D volume.

We use micro particle tracking velocimetry (µPTV), an optical tech-

nique for measuring fluid flow in millimeter-scale geometries [Sant1998],

to record the velocity field of EC during our experiments. When us-

ing this method, tracer particles are illuminated by a high-frequency
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532 nm Nd:YAG laser (DM150, Photonics Industries International Inc.)

and recorded by two high-speed cameras (Phantom VEO 710L, Vision

Research Inc.) through a stereo microscope (SteREO Discovery.V20,

Carl Zeiss Microscopy Deutschland GmbH, Germany) containing a 1ˆ

objective (Plan-Aprochromat 1ˆ, Carl Zeiss Microscopy Deutschland

GmbH, Germany), see Fig 2.2. The cameras record the resulting particle

images inside the microscope’s focal depth from two different viewing

angles. With our setup, the recorded volume at a magnification of 5.12ˆ

and a halfway closed aperture has a size of 4.9 mmˆ3.1 mmˆ0.8 mm with

1280 pxˆ800 px resolution in x- and y-direction. The depth of the recorded

volume of 0.8 mm matches the depth of our electrochemical cell’s anode

chamber. Therefore, it is possible to reconstruct the full velocity field of EC

between membrane and anode.

2.3 Electrochemical experiments with velocity
recording

To conduct simultaneous electrochemical and µPTV experiments, the elec-

trolyte in the anode chamber is seeded with 0.001 wt% inert, fluorescent

polystyrene microspheres (Thermo Scientific, Waltham, MA, USA). These

tracer particles have a diameter of 3.2 µm and a Zeta potential of −14.9 mV

measured with a Malvern Zetasizer Nano ZS (Malvern Panalytical Ltd),

which are comparable to the study of De Valenca et al. and Warren et

al. [Vale2015; Warr2021]. Similar to both studies, the electrophoretic

velocity of the particles is at least an order of magnitude lower than the

velocity gain due to the EC vortices. In contrast to these studies, the

microscope is focused below the membrane in the middle of the anode

chamber enabling to record the particle tracks over the whole z-dimension

of that chamber. The experiments are conducted without forced flow and

electrolyte movement only results from EC.
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Figure 2.3: Illustration of a typical chronopotentiometric experiment in the
overlimiting regime. The graph shows four phases: A Start of the experiment
with ramp to Ohmic resistance. B Build-up of concentration polarization. C De-
pletion close to the membrane and evolution of electroconvection. D Overlimiting
current sustained by electroconvection. Adapted from Krol, Wessling, and Strath-
mann [Krol1999].

The chronopotentiometric experiment are conducted at fixed multiples

of the limiting current using a potentiostat (Interface 1010E, Gamry, Penn-

sylvania, USA). Figure 2.3 illustrates a typical potential response during a

chonopotentiometric experiment in the OLC regime. For each potential,

the time until CP is fully built-up and EC starts to develop can be calculated

with Sand’s equation, which is derived from Fick’s second law [Sand1899;

Krol1999; Prob1994]:

Bcpx, tq

Bt
“ D ¨

B2cpx, tq

Bx2
(2.6)

The solution of this equation requires a set of boundary conditions. The

initial concentration in the whole domain is assumed homogeneous, the

concentration at the bulk side of the diffusion layer (x “ δ) is assumed

to equal the bulk concentration (cB), and the concentration at the liquid-

membrane-interface (x “ 0) follows equation 2.4:

cpx “ 0, t “ 0q “ cpx “ δ, t “ 0q “ c0

cpx “ 0, tq “ cB

Bcpx “ 0, tq

Bx
“ ´

i

z ¨ F ¨D
¨ ptM ´ tEq

(2.7)
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By applying a Laplace transformation, assuming a constant current den-

sity, and a successive reverse transformation (the detailed numerical pro-

cedure can be found in Bard and Faulkner [Bard2000], pp. 307), Equa-

tions 2.6 and 2.7 result in [Sist1997; Bard2000; Vale2017a]:

cpx, tq “ c0´
i ¨ ptM ´ tEq

z ¨ F ¨D
¨

«

2

c

D ¨ t

π
¨ exp

ˆ

´x2

4 ¨D ¨ t

˙

´ x ¨ erfc

ˆ

x

2
?
D ¨ t

˙

ff

(2.8)

For the concentration at the electrolyte-membrane-interface (x “ 0),

equation 2.8 yields:

cp0, tq “ c0 ´
2i ¨ ptM ´ tEq ¨ t

1{2

z ¨ F ¨D1{2π1{2
(2.9)

The transition time at which cpx, tq “ 0, equation2.9 assumes the form

first derived by Sand [Sand1899]:

τ “
πD

4
¨

ˆ

c0zF

tM ´ tE

˙2
1

i2
(2.10)

Here, c0 is the electrolyte’s initial concentration in the anode chamber.

The diffusion coefficient of the electrolyte D = 0.855ˆ 10−9 m2 s−1 is calcu-

lated from both individual diffusion coefficients DCu2+ = 0.714ˆ 10−9 m2 s−1

and DSO4
2- = 1.065ˆ 10−9 m2 s−1 with the following equation [Lide2003]:

D “
pz` ` z´qD`D´
z`D` ` |z´|D´

(2.11)

The + and - signs indicate the values for cation and anion, respectively.

However, EC takes longer than the calculated transition time τ to reach

a steady-state [Rogh2019]. Therefore, we analyze the flow well after the

transition time in the steady sections of the chronopotentiometry to ensure

evaluation of the steady-state.
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2.4 Velocity processing

The recorded particle images are analyzed with the tools available in the

software DaVis (version: 10.0.5.47779, LaVision GmbH, Göttingen, Ger-

many). In a preprocessing step, static particle signals are removed by

subtracting the time-averaged intensity for each pixel. For the reconstruc-

tion of the particle tracks, the Shake-the-Box algorithm is used [Scha2013;

Schr2015]. However, experiments at current densities below 2 ¨ ilim cannot

be processed. Here, the particles move too slow and the velocities are too

small to be detected.

A fine-scale reconstruction is used for transforming the particle tracks

to velocities (ux, uy, uz) on a regular grid. The fine-scale reconstruc-

tion is performed with the VIC# method implemented in the DaVis Soft-

ware [Jeon2018; Schn2016].For our experiments, we chose a grid size of

ten voxels, which results in reasonable computing times. Therefore, the

final resolution of the reconstructed velocity fields is 128 pxˆ80 pxˆ21 px

with a voxel size of 38.4 µm.

To visualize the vortex structure of EC, DaVis offers plotting coherent

vortex structures with the λ2-method [Jeon1995]. This method computes

vortex core lines by evaluating the eigenvalues of the squared and summed

symmetric and antisymmetric parts of the gradient velocity tensor. Coher-

ent structures are visualized as isosurfaces at a specific eigenvalue λ2.

2.5 Dimensionless numbers

To achieve comparability to the 3D DNSs of Druzgalski et al. [Druz2016].

We chose process parameters that best match their dimensionless num-

bers summarized in Tab. 3.1. The relevant dimensionless parameters

concerning this comparison include: i) the applied voltage divided by the

thermal voltage V
VT
“ V ze

kBT
, ii) the Schmidt number Sc “ µ

ρD , iii) the electrohy-

drodynamic coupling constant κ “ ε
µD ¨ p

kBT
ze q

2, iv) the dimensionless Debye

length λd “
b

εkBT
2cbpzeLzq2

, and v) the aspect ratio a “ d
Lz

. Here, kB, T , z, and e
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are the Boltzmann’s constant, temperature, ionic valence, and the electron

charge, respectively. Furthermore, the electrolyte defines the permittivity

ε, dynamic viscosity µ, diffusion coefficient D, and bulk concentration

cb. Lastly, d and Lz are the active membrane diameter and the distance

between the membrane and electrode, respectively. We also plot our

graphs with dimensionless values of time t “ t˚

tdiff
, velocity u “ u˚

udiff
, and

distance l “ l˚

Lz
using the characteristic scales tdiff “ L2

z

D and udiff “
D
Lz

.

Out of these parameters, our main targets were a large channel aspect

ratio, a large dimensionless Debye length, and the possibility to conduct

experiments at large overlimiting currents, which is proportional to large

applied voltages. Advantageous to simulation, our setup allows for

dimensions and a Debye length found in practically relevant applications.

This difference in Debye length of about three orders of magnitude leads

to a smaller extended space charge region in the experiments and, thus,

velocity generation closer to the membrane [Mani2020].

2.6 Velocity statistics

After exporting the velocity field data to MatLab (version: R2019b, The

MathWorks Inc.), the mean square velocities is calculated as a spatial and

temporal average in the steady-states of the experiments [Druz2013]:

u2i “
1

Nt ¨ Lx ¨ Ly

ż

u2i ¨ dx ¨ dy ¨ dt (2.12)

The equation includes the number of time steps Nt and the mesh points

in x- and y-direction Lx and Ly.

The fluctuating velocity components are calculated by subtracting the

temporal and spatial mean velocity from each velocity data point for eval-

uation of the temporal and spatial energy spectra. To this data, we apply

a Hanning window. The Hanning window or Hann function is a weighting

39



2

Chapter 2. Methodical details

function which is used to reduce the input signal from the middle of the

x,y-domain towards its borders [Esse1986]:

wipniq “ 0.5

ˆ

1´ cos

ˆ

2π
ni
Ni

˙˙

(2.13)

Here, ni and Ni are the array of data points and the number of data

points in x- or y-direction, respectively. The 2D window is created with

wx,ypnx, nyq “ wxpnxq ¨ wypnyq.

The fluctuating velocity components are further processed in a spectral

analysis enabling the characterization of the energy dissipation in the sys-

tem.

For spectral analysis, a Fourier transformation of the fluctuating velocity

components over time or space is performed. The velocities, that were 1D

Fourier transformed over time ũi, are then converted to temporal spectral

energies and averaged in the x,y-planes with [Druz2013]:

Epz, ωq “
1

2 ¨Nt ¨Nx ¨Ny

ż

|ũx|
2
` |ũy|

2
` |ũz|

2dxdy (2.14)

Here, Nt, Nx, and Ny are the number of data points in time, the x-direction,

and the y-direction.

For spatial spectral analysis, a 2D Fourier transformation of each fluctu-

ating velocity component in each z-plane for each time step is performed.

The energy is normalized, and averaged over time:

Epz, kq “

1

2 ¨Nt
¨

d6

p2 ¨ πq3 ¨ Lx ¨ Ly ¨ Lz

ż

|ũx|
2
` |ũy|

2
` |ũz|

2dt
(2.15)

The result is integrated over annuli with a radius of k “
b

k2x ` k
2
y and a

thickness of one in the Fourier-space as schematically represented in

Figure 2.4. Here, d is the mesh spacing, and Lx, Ly, and Lz are the domain
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sizes in the x-, y-, and z-directions, respectively. This procedure results in

energy graphs over the wavenumber k which is the spatial frequency in

x,y-direction. During the integration, the mesh is refined by a factor of ten

in both directions to generate smoother graphs.

Figure 2.4: Graphical representation of the spatial spectra integration and
refinement scheme. a) Example of the integration for k = 1. b) Example of the
refined integration for k = 1. The detail on the right shows the selected fraction of
the data point in one original pixel.

Figure 2.4 displays a graphical representation of the integration and re-

finement scheme for the spatial spectra also described by Druzgalski et

al. [Druz2016]. On the left side (Figure 2.4 a)), the two yellow circles with

a difference in radius of one form an annuls for integration. The wavenum-

ber k increases from the center of the k-space in steps of one. The grey

highlighted data points show the selection for the non-refined integration.

In Figure 2.4 b), an integration scheme with a refinement factor of ten in

both directions is displayed. The refined integration results in a smoother

graph especially for small wavenumbers by distributing the information in

one cell between two adjacent annuli.

2.7 Governing equations of ion transport

This section outlines the equations that govern ion transport in electrically-

driven membrane processes. These equations are also the basis for
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the numerical model to predict the build-up of EC at a membrane with

a heterogeneous surface charge, which is used and described in Chapter 4.

Throughout this thesis, the aqueous electrolyte is described as an incom-

pressible, single-phase Newtonian fluid. The Navier-Stokes and continuity

equations govern the conservation of its momentum [Prob1994]:

0 “ ´∇p` µ∇2u´ ρE∇Φ

0 “ ∇ ¨ u
(2.16)

Here, p is the pressure, µis the dynamic viscosity u is the velocity

vector, ρE is the electric charge density, and Φ is the electrostatic poten-

tial. The studies of Yariv et al. and Drusghalski et al. showed that the

Navier-Stokes equation’s inertia term could be neglected for this physics

problem [Yari2009; Druz2013].

The Nernst-Planck equation describes the ion transport under the action

of an electric field within a low-ionic strength electrolyte.

Bci
Bt
` u ¨∇ci “ ∇ ¨ pDi∇ciq ´∇ ¨

ˆ

D
ezi
kBT

ci∇Φ

˙

(2.17)

where ci is the concentration, D “ D` “ D´ “ 1ˆ 10−9 m2 s−1 is the

diffusion coefficient. Additionally, e is the elementary charge, zi is the

charge valence, kB is the Boltzmann constant and T is the absolute

temperature. The index i is used to mark each individual species in the

electrolyte.

The electric potential distribution in a given domain can be computed

from Gauss’ law, ignoring polarization.

∇ ¨ pε∇Φq “ ´ρE (2.18)
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with permittivity ε the charge density defined as

ρE “ F

˜

m
ÿ

i“1

zici

¸

(2.19)

where F represents Faraday’s constant and m is the number of different

ionic species.
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3.1 Introduction

Ion-selective membranes are frequently used in industrial pro-

cesses for water purification such as electrodialysis (ED) [Stra2010;

Werb2016] and flow-electrode capacitive deionization (FCDI) [Gend2014;

Romm2015; Tang2020] for water purification, and redox-flow battery

systems [Park2017; Perc2020] for energy storage. In these processes,

an electric potential between two electrodes acts as the driving force for

ion transport through membranes in contact with an electrolyte. For small

currents, the current density increases linearly with the applied potential.

However, the transport stagnates at the limiting current density ilim when

concentration polarization (CP) leads to depletion of the Nernst diffusion

layer close to the membrane, see Figure 1.5 a) [Niko2014]. This limitation

is visible as a plateau region in a current density over potential plot in

Figure 3.1.

When increasing the current density beyond ilim, overlimiting currents

emerge having their origin in a variety of superimposed phenomena, one of

them being electroconvection (EC). Electroconvection can be observed as

vortices, which convectively mix the boundary layer supplying the depleted

layer with the ion-rich bulk solution, see Figure 1.5 a). The increased ion

concentration at the membrane allows for an overlimiting current beyond

the diffusion limit, see Figure 3.1 [Mani2020].

Until now, quantitative studies on the hydrodynamics of EC were lim-

ited to computationally demanding 2D and 3D direct numerical simu-

lations (DNSs) which unfortunately only offer limited length and time

scales [Druz2013; Deme2014; Druz2016; Pham2016; Guan2020]: exper-

imental quantification of velocity profiles could only be done using 2D ex-

periments [Vale2015; Vale2017a; Warr2021]. In fact, understanding and

controlling the hydrodynamics of EC is expected to facilitate mass trans-

port observed as overlimiting currents. Multiple studies report membrane

modification methods which result in an increased limiting current density

or reduced plateau length. Further development of tailor-made modifica-

tions as developed by Roghmans et al. will expand the linear regime and
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might extinguish the limiting plateau [Rogh2019]. This development will en-

able higher current densities resulting in lower membrane area required to

achieve a desired desalination degree: this translates in a desired invest-

ment costs reduction. It is therefore obvious that understanding the details

of the overlimiting transport, in particular EC, is a prerequisite for process

optimization of an electrical-field driven membrane process. Also, under-

standing electroconvection’s intricate details comprehensively is important

to tailor membrane surfaces such that overlimiting can be actually utilized

in practice.

3.2 Background

In a milestone paper of Rubinstein [Rubi2000], the authors predicted that

the onset of electroconvection can be triggered at lower voltages if the sur-

face of the membrane would be "wavy". This prediction has spurred re-

search in understanding the phenomena itself, but also into the synthesis

of new membrane surface topologies to avoid any potential drop in the

plateau region prior to the overlimiting currents. With respect to experi-

mental strategies to initiate early electroconvection, membrane modifica-

tion methods developed by the Kuban research community have proven to

be effective [Korz2016; Neba2017; Mare2018]. As early as 2007, Balster

reported that line undulations on the membrane surface normal to the flow

direction, having distances in the range of approximately 50-200 % of the

boundary-layer thickness, lead to an earlier onset of the overlimiting current

[Bals2007b]. Also 2D micropatterns of nanometer-thick lateral polyelec-

trolyte patches induce electroconvection, i.e. macroscopic electro-osmotic

chaotic fluid instabilities [Wess2015]. Also Roghmans et al. described that

inkjet printed microgel patterns induce electroconvection [Rogh2019]. Yet

the work hypothesizes that the surface charge of the patterns may even de-

termine the direction of vortices rendering them either effective or less ef-

fective for destabilizing the diffusion boundary layer and reducing the length

of the plateau. Clearly, more experimental visualization methods are highly

desired to elucidate and quantify the spatio-temporal fluid velocities during
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electroconvection at the membrane/fluid interface.

Figure 3.1: Stages of electroconvection along the current density over po-
tential graph. Sketch of the current density over potential graph for an electri-
cally driven membrane process. Three regimes appear the so-called the Ohmic,
plateau, and overlimiting current regions. In the overlimiting region, two different
vortex structures develop. First, EC appears as vortex rolls that order in a 2D fash-
ion. At higher i{ilim, the linear structure of vortex rolls breaks up into 3D vortex
rings.

Historically, our 2D work on proving the existence of electroconvection

through visualization with a particle imaging technique [Rubi2008] con-

firmed the predicted vortex-like features at the membrane/liquid interface

with growing vortices at increasing current densities. Subsequently, De

Valenca et al. quantified the 2D velocity field of EC in the cross-section

of the CP layer [Vale2015; Vale2017a]. They correlated the vortex size

and fluid flow velocity with the current density through the system. This

approach was recently advanced by Warren et al. [Warr2021] who corre-

lated the effect of the applied potentials and electrolyte concentrations to

the 2D velocity field of EC. They focused their quantification on 2D flow

phenomena for the characterization of electro-deposition phenomena by

suppressing the evolution of 3D flow with their electrochemical chip’s ge-

ometry. Therefore, their proposed chip had an aspect ratio non-existent in

common electrochemical devices featuring a long membrane-to-electrode

distance compared to the channel’s width. Other studies also analyzed
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EC by optically recording tracer substances in 2D but without quantification

of velocities [Rubi2008; Yoss2008; Yoss2009; Kwak2013a; Kwak2013b;

Kim2016; Bell2019]. Recently, Kang et al. visualized the structural transi-

tion of EC in the overlimiting current region with and without flow parallel

to a membrane surface with confocal microscopy in 3D [Kang2020]. This

transition from 2D vortex rolls towards 3D vortex rings, see Figure 3.1, was

predicted by Demekhin et al. in the first 3D DNSs of EC [Deme2014]. Al-

though qualitatively accurate, such confocal microscopy methods do not

supply information on the 3D EC velocity field and its energy transfer.

The chaotic 3D velocity field of EC is up to now only accessible via inten-

sive simulations simultaneously solving the Navier-Stokes, Nernst-Planck,

and Poisson-Boltzmann equations [Mani2020]. In such a simulation,

Druzgalski et al. analyzed and compared the statistics of chaotic EC form

2D to 3D results in an attempt to derive energy spectra needed for the

development of a statistically averaged reduced-order model [Druz2013;

Druz2016]. Such a statistical averaged model would enable low-cost

simulations in the overlimiting regime for process optimization [Mani2020].

Experimentally, a simple reduced-order parameter approach has been

suggested based on fitting the overlimiting currents utilizing a Schmidt

number [Stod2014]. However, this approach has not been further explored

until today. Furthermore, Druzgalski et al. also found qualitative and

quantitative differences in their 2D and 3D simulations, emphasizing the

need for an new methodology quantifying the 3D hydrodynamics. The

required fine resolution in space and time limited their simulations to small

geometries and short time spans only. Therefore, the ability to extrapolate

their conclusions to the length and time scales of practically relevant

devices remains unclear until experimental results of the 3D velocity field

are available.

To overcome this lack of experimental data relevant for industrial elec-

trochemical devices with gap sizes below 1 mm, we developed and report

an electrochemical cell allowing the optical recording of the 3D EC velocity

field close to a cation-exchange membrane using micro particle tracking
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velocimetry (µPTV). With this setup, one can now make the important step

from 2D to 3D velocity field quantification: at practically relevant length and

time scales over a range of overlimiting current densities. We use the ve-

locity data to analyze the structural change of EC from vortex rolls to vortex

rings in terms of vortex rotational direction. Additionally, we evaluate the

velocity field statistics and the fluctuating velocity component. While our

approach excludes the consideration of applied tangential flow, this pro-

posed methodology allows to unravel details of EC hydrodynamics exper-

imentally which in future can be compared to simulated velocity statistics

when the reported length and time-scales will be accessible through high

performance computing efforts.

3.3 Methods

The following paragraphs give only a brief summary of the used methods.

A detailed introduction of all methods can be found in Chapter 2.

3.3.1 Experimental procedure

The experiments presented in this chapter are conducted in the experimen-

tal cell shown in Figure 2.1 that is suitable for electrochemical experiments

and simultaneous recording of the evolving 3D velocity field using micropar-

ticle tracking velocimetry (µPTV) which is described in Sec. 2.2.

The electrolyte in the anode chamber of the cell is seeded with tracer

particles as described in Sec. 2.3. During each experiment, a set multiple

of the limiting current density is forced through the electrodes by regulating

the potential. At current densities above the limiting current density, the

movement of tracer particles induced by the velocity field of electroconvec-

tion is recorded.

At 4 ¨ ilim, the formation of the EC vortices takes longer than the elec-

trostatic exclusion of tracer particles from the ESC, effectively preventing

recording the EC vortex field. In this experiment, the current density is

linearly decreased from 8.1 ¨ ilim to the desired current density at a rate of
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4ˆ 10−3 A m−2 s−1. Afterward, a steady-state at 4 ¨ ilim could be measured.

This approach ensures the presence of particles close to the membrane

due to previous EC mixing of the domain.

Figure 3.2: Chronopotentiometry graphs of the experiments. a) 4 ¨ ilim, b)
6.1 ¨ ilim, c) 8.1 ¨ ilim, and d) 10.8 ¨ ilim. The red area displays the recorded sections.

Figure 3.2 shows the chronopotentiometry graphs during the experi-

ments at 4 ¨ ilim, 6.1 ¨ ilim, 8.1 ¨ ilim, and 10.8 ¨ ilim. The graph in Figure 3.2 a)

directly starts at the steady-state potential due to the linearly decreased

current density prior to the experiment as previously described.

At current densities of 6.1 ¨ ilim and 8.1 ¨ ilim, the graphs (Figure 3.2 b) and

d)) show a similar trend. After the calculated transition times of 3.94 s and

2.24 s, the systems resistance increases until EC reaches a steady state.

In the experiment at the highest current density of 10.8 ¨ ilim (Fig-

ure 3.2 d)), the potential increases over the course of the measurement.

This behavior indicates increasing resistance of the system due to chem-

ical changes or gas bubble formation. Both phenomena could originate
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from possible water dissociation at the membrane and the electrodes at

this large potentials. The resulting OH´ ions possibly form solid CuO or

CupOHq2 scaling at or inside the membrane [Chan2010]. In our experi-

ments, we did not observe any visual changes of neither the membrane

nor the electrodes. Excess H` and OH´ would form H2 and O2 gas bubbles

at the electrodes. However, gas bubble formation was only observed for

experimental times larger than 500 s.

When a steady-state in the experiment was reached, the recording of

the particle images is started. The flow is recorded for a maximum of 126 s

at a frequency of 20 Hz. The time-resolved recording of the velocity field

also enabled the reconstruction of the velocity field during the build-up of

EC.

The 2D images are then post processed to reconstruct the 3D particle

tracks and convert them into velocity fields as described in Sec. 2.4. The

resulting velocity fields were then used to extract the statistics of the fluctu-

ating velocity component according to Sec. 2.6.

3.3.2 Comparability to simulations

To achieve comparability to the 3D DNSs of Druzgalski et al. [Druz2016].

We chose process parameters (see Sec. 2.5) that best match their dimen-

sionless numbers summarized in Table 3.1.

In this chapter, we plot our graphs with dimensionless values of time

t “ t˚

tdiff
, velocity u “ u˚

udiff
, and distance l “ l˚

Lz
using the characteristic

scales tdiff “
L2

z

D « 748.54 s and udiff “
D
Lz
« 1.07ˆ 10−6 m s−1 with Lz =

800 µm and D = 0.855ˆ 10−9 m2 s−1.
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Table 3.1: Dimensionless numbers. Comparison of dimensionless numbers of
this study and the reference DNSs [Druz2016]. *The applied voltage in our exper-
iments includes the voltage drop at the electrodes, in the membrane, and in the
second electrolyte chamber.

Dimensionless
number

DNS
[Druz2016]

This study

Applied voltage 120 V
VT

64 - 362 V
VT

*
Schmidt number 1ˆ 103 1.17ˆ 103

Electrohydrodynamic
coupling constant

0.5 0.14

Dimensionless
Debye length

1ˆ 10´3 6ˆ 10´6

Aspect ratio 6.3 10
i/ilim 10 1.4 - 10.8

3.4 Results and discussion

Using the electrochemical chip, the movement of tracer particles between

the membrane and anode can be followed. Particle tracking velocimetry

reveals the 3D velocity field as a consequence of electroconvection at in-

creasing current densities.

3.4.1 Evolution of the velocity field with increasing
current density

First, I-V experiments identify the different current regimes in a current

density over potential graph at multiples of the theoretical limiting current

density ranging from 0 ¨ ilim to 10.8 ¨ ilim, see Figure 3.3 a). The plateau

is clearly visible between potentials of about 0.4 V to 0.64 V matching the

calculated theoretical limiting current density of 0.73 A m−2 (Eq. 2.5). At

larger potentials, the system enters the overlimiting current region where

EC vortices appear. Graphs of the chronopotentiometric experiments are

shown in the Figure 3.2. The data points shown are time-averaged values

of the fluctuating signals having their origin in the dynamic nature of the

chaotic flow conditions close to the membrane surface.
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Figure 3.3: Development of electroconvection in the overlimiting regime. a)
The graph shows mean voltages of chronopotentiometry experiments at increas-
ing multiples of the limiting current. The dotted line is drawn for visual guidance.
b) - e) Top views on isosurfaces of coherent vortex structures during experiments
at b) 4 ¨ ilim (at 90 s), c) 6.1 ¨ ilim (at 70 s), d) 8.1 ¨ ilim (at 70 s), and e) 10.8 ¨ ilim
(at 81 s) in the steady-state. The velocity is colored in magnitude and direction
according to the scale bar from blue to red.

We record the velocity fields with our setup during experiments at

different magnitudes of the overlimiting current. Figure 3.3 b)-e) show

snap-shots of the top view on iso-surfaces of coherent vortex structures at

4 ¨ ilim, 6.1 ¨ ilim, 8.1 ¨ ilim, and 10.8 ¨ ilim, respectively. With increasing current

density, the roll-like structure seen in Figure 3.3 b) collapses and vortex

rings of oval shape emerge, see Figure 3.3 c). With even higher current

densities, the vortex rings first become more regular, see Figure 3.3 d),

before chaotic changing of patterns emerges, see Figure 3.3 e). While

we show the quantification of such 3D velocity field for the first time,

this transition from vortex rolls to vortex rings matches the qualitative

observations of Demekhin et al. [Deme2014] and Kang et al. [Kang2020].

Additionally to the vortex structure, the measurement of velocity vectors

enables the evaluation of rotational directions. At 4 ¨ ilim, pairs of counter-

rotating vortex rolls are the dominant structure. Figure 3.3 b) shows that
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the rolls of a pair connect in the vicinity of other vortex rolls. The velocity

between two rolls of a pair is directed towards the membrane. Contrary,

the velocity in the centers of vortex rings (Figure 3.3 c)-e)) is directed

away from the membrane. This change in rotational direction indicates

that vortex roll pairs do not simply split up in sections and recombine with

themselves when transitioning to rings. Two other mechanisms seem more

likely: First, vortex roll pairs could split up in sections and recombine but

reverse their rotational direction. This change in direction could be induced

by the emergence of a smaller vortex ring with a reversed rotational

direction in the center of a recombined vortex roll. This smaller ring could

increase in size and consume the recombined vortex ring resulting in a

ring with a reversed rotational direction. Second, vortex roll pairs could

split up at their contact points with other pairs and recombine at the contact

point. This observation needs further investigation for a certain explanation.

Particle tracks of vortex rolls

Figure 3.4 shows the 3D reconstructed particle tracks at 4 ¨ ilim which is in

the region of vortex rolls. The vortex roll pairs, described in the previous

section, are visible in the top view as pairs of particle tracks with opposing

rotational directions. De Valenca et al. and Davidson et al. already re-

ported that the slight Zeta potential of the tracer particles leads to their ex-

clusion from locations with high anion concentration [Vale2015; Davi2016].

These locations appear as black areas which are void of particles. An-

other distinct observation is particles moving on separate orbits along each

vortex roll, forming hollow cylindrical structures (Figure 3.4). The cross-

section A-A shows that the particles are moving on exclusive trajectories.

A possible explanation could be the formation of secondary vortices be-

tween these separate circles comparable to Taylor flow [Fane2009]. These

vortices could exclude the particles from the rest of the roll. Another expla-

nation could be the formation of regions of high ion concentration inside the

vortex rolls. Such regions would also exclude tracer particles similar to the
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Figure 3.4: Snapshot of particle tracks for 4 ¨ ilim at 90 s. Top view of the
particle tracks in the reconstructed 3D volume and a cross-section (A-A) with a
track length of 49 time steps (2.45 s). A-A shows a 2D cross-section of the 3D
particle field between the electrode and membrane. The velocity is colored in
magnitude and direction according to the scale bar from blue to red. The axes
are scaled by the channel height Lz = 800 µm. Black domains indicate regions
where no tracer particles are present due to space charge exclusion as proven by
[Davi2016].
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reported phenomenon by De Valenca et al. and Davidson et al. [Vale2015;

Davi2016]. To identify the validity of these hypotheses, quantitative infor-

mation on the concentration field would be necessary.

Velocity field of chaotic vortex rings

Figure 3.5 shows a snapshot of the steady-state of EC in the regime of

chaotic vortex rings at 10.8 ¨ ilim. The top view of reconstructed particle

tracks in Figure 3.5 a) reveals the appearance of vortex rings with varying

diameters. In the cross-section A-A, the particle tracks show circular

movement at the borders of vortex rolls, for example, at x/Lz = 4.5. These

circular tracks strongly resemble structures recorded in the 2D experiments

of Valenca et al. [Vale2015].

For further investigation, the particle tracks are converted to a 3D

velocity field. From this velocity field, coherent vortex structures are

extracted and displayed as isosurfaces as shown in Figure 3.5 b). The top

view of the vortex field structure shows coherent vortex rings as reported

by Demekhin et al. [Deme2014]. The largest displayed velocities seem

to appear in the centers of small vortex rings and at contact points of

multiple rings. To confirm this observation, cross-sections of the vortex

field through such structures are displayed in Figure 3.5 c) B-B, C-C, and

D-D. The analysis of the cross-sections prove that the largest absolute

velocities in the respective planes appear close to the membrane and

between coherent vortex rings. These velocities are up to 4.8 times larger

than the average absolute velocities in their respective plane. This velocity

distribution can be explained by continuity. The area with velocities towards

the electrode is proportionally larger than the area with velocities towards

the membrane (Figure 3.5 b)) which results in higher velocities for the latter.

These local velocity hot spots might be connected to local current

density hot spots at the membrane. At the positions of high velocities

towards the membrane, a larger quantity of high-concentrated electrolyte

57



3

Chapter 3. Three-dimensional quantification of electroconvection
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solution is transported from the bulk to the cation-depleted membrane

surface. The resulting local jump in cation concentration will, in turn,

lead to a local jump in ionic current through the membrane. Thus, the

numerically-predicted formation of current density hot spots [Druz2016]

could be connected to the velocity hot-spot and verified by our experiments.

3.4.2 Velocity statistics of electroconvection

The spatio-temporal 3D velocity information allows to quantify the veloc-

ity statistics with increasing current density. This enables to compare the

experimental statistics for chaotic vortex rolls to the velocity statistics simu-

lated by Druzgalski et al. from 3D DNSs [Druz2016].

Comparison of velocity statistics to simulation

Figure 3.6 shows the velocity statistics calculated from our experiment with

the statistics extracted from the simulations by Druzgalski et al. [Druz2016]

for 3D DNSs. The statistical analysis quantifies (a) the mean square veloc-

ity and (b) the energy distribution across frequencies.

The mean square velocity for the 3D µPTV measurements and 3D simu-

lation [Druz2016] are plotted over the normalized distance to the membrane

z/Lz in Figure 3.6 a) and b). The mean squares of the in-plane and out-of-

plane velocity components show local maxima at about the same distances

to the membrane of z/Lz = 0, 0.25, and 0.75 in the experiment and the sim-

ulation. A deviation is identified at the z/Lz = 0 and 1 positions that can

be attributed to the ideal boundary conditions of the simulations compared

to the experiments. The maxima positions originate from the vortex gen-

eration close to the membrane leading to the first maximum. The second

maximum in the out-of-plane component marks half the vortex height with

mostly velocity towards or away from the membrane. The last local maxi-

mum in the in-plane velocity is located at the average vortex height where

the fluid turns its direction. However, the ratio between the amplitudes of

both components differs between our measurements and the DNS.
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An explanation for the differences between our measurements and

the DNSs of Druzgalski et al. can be the discrepancy in the electric

double layer thickness by three orders of magnitude, see Tab. 3.1. The

consequence of this difference is a decreased ESC region and, thus, the

appearance of the maximum in-plane velocities closer to the membrane

in the experiments [Druz2016]. Additionally, the velocities in z-direction

are averaged in segments of 38.4 µm („0.05 ¨ z/Lz) height. This averaging

always results in values above zero, even in the planes next to the mem-

brane and electrode at which a no-slip boundary applies. Furthermore,

the use of finite-sized tracer particles excludes volume close to the

surfaces. Compared to DNSs, our experiments also include electrodes,

the membrane, and a second electrolyte chamber, which influences the

electrochemical cell’s resistance and chemistry. This comparison proves

that the velocity fields and its statistical mean features originating in the

EC can be successfully extracted at practically relevant length and time

scales.

The µPTV velocity field data is used to calculate the temporal spectra in

planes parallel to the membrane, which indicate the dissipation of energy

in the system, shown in Figure 3.6 b). The energy graphs show similar

trends in energy levels compared to the numerical results of Druzgalski et

al. [Druz2016] in Fig 3.6 e).
Close to the membrane (z/Lz = 0.05 and 0.10), the graphs’ slope con-

tinuously decreases from small to large frequencies. At z/Lz = 0.25, a

similar energy level is reached in the beginning but shows a more promi-

nent decrease in slope afterwards. The temporal spectrum closest to the

electrode notably start at similar energy levels. Different to the DNSs refer-

ence, the energy follows a linear decrease that can be fitted by a power-law

of Ex+y+z, temporal „ ω´1.44 between angular frequencies of ω = 2.8¨102 and

ω = 1.3¨104. Between frequencies of ω = 1.3¨104 and ω = 2.1¨104, fluctua-

tions appear followed by a decrease in energy. All graphs show a change

in slope above an angular frequency of ω = 3.5¨104.

The fluctuations and changes in slope most probably originate from
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small-scale noise in the experiments and the measurement error of PTV

at small scales [Herp2008].

The spectra for planes close to the membrane indicate the dissipa-

tion of kinetic energy across all frequencies without power-law depen-

dencies, as also reported by Druzgalski et al. for all x,y-planes (Fig-

ure 3.6 e)) [Druz2016].

The power-law relation close to the electrode can be explained by

the forces that evoke EC. The body force that generates EC vortices

is located close to the membrane [Mani2020]. Therefore, vortices will

propagate from the membrane towards the electrode. The shape of the

spectra also indicates the generation of fluctuations of all time scales at

the membrane. The fluctuations with small frequencies, e.g. large vortices,

could propagate towards the electrode and dissipate their energy, whereas

fluctuations with larger frequencies might not reach the regions close to

the electrode.

The spatial energy spectra calculated from our experiment’s velocity

fields are displayed in Fig 3.6 c). All graphs follow the same trend at dif-

ferent energy levels. They show a local maximum at a wavenumber of

k „ 4.40. The slope of the graphs decreases at k = 22 with two local

maxima above k = 44. These local maxima at high frequencies in the spa-

tial µPTV energy spectra can also be linked to small-scale noise and the

measurement error of µPTV for small scales [Herp2008]. The spatial en-

ergy spectra reported by Druzgalski et al. [Druz2016] are reproduced in

Fig 3.6 f). Comparable to our experiment, all graphs show an increase in

energy with a maximum at a wavenumber of k „ 4 [Druz2016].

The peak at a wavenumber k „ 4.40 in the experiment (Figure 3.6 c))
corresponds to a length of 1.43 times the electrode-to-membrane distance

(Lz) carrying the largest energy. This length of 1.43 ¨ Lz matches well with

literature and the diameter of the vortex rings in Figure 3.5 b).
Due to the time-resolved recording of the velocity field, the evolution

of the EC statistics over the whole experimental time are additionally

analyzed in Section 3.4.3.
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3.4.3 Development of velocity statistics with increasing
current density

Figure 3.7 shows the mean square velocity, temporal and spatial energy

spectra for the experiments at 4 ¨ ilim, 6.1 ¨ ilim, 8.1 ¨ ilim, and 10.8 ¨ ilim. All

graphs have shapes typical for EC as also seen in Figure 3.6.

The overall mean square velocities increase with an increasing current

density, as expected due to the higher energy input. The biggest difference

appears between 8.1 ¨ ilim and 10.8 ¨ ilim. Here, the sharp maximum in the

out-of-plane velocity and the local maximum in the in-plane velocity seen

at 8.1 ¨ ilim broaden at 10.8 ¨ ilim. Additionally, the local maximum in the

in-plane velocity shifts it’s position from „0.5 Lz to „0.75 Lz. This behavior

can be explained by the change from the distinct vortex ring pattern into a

more chaotic pattern, described in Figure 3.3, with vortices that span the

whole distance between membrane and electrode as seen in Figure 3.5.

The energy spectra in Figure 3.7 also reflect the overall higher velocities

with increased energies for temporal and spatial fluctuations with increasing

current densities. Again, the quality of the results at high frequencies in the

temporal as well as the spatial energy spectra suffer from small-scale noise

and the measurement error of PTV at small scales [Herp2008].

All temporal energy spectra in Figure 3.7 can be partly fitted by a power-

law relation which was also seen in Figure 3.6 c). The slope of the fitting

first increases from ω´0.68 at 4 ¨ ilim to ω´0.36 at 8.1 ¨ ilim and then decreases

to ω´1.39 at 10.8 ¨ ilim.

The graphs at 4 ¨ ilim additionally show a region of constant energy be-

tween ω = 1 ˆ103 and ω = 1 ˆ104 which is less visible at higher current

densities. The reason for this steady section could be the absence of infor-

mation on velocities between the vortex rolls, as seen in Figure 3.4. The

velocities in these regions potentially fluctuate in small length scales and at
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high frequencies.

The difference in the temporal energy graphs between 4 ¨ ilim and 6.1 ¨ ilim
coincides with the structural transition from vortex rolls to vortex rings

already seen in Figure 3.3. Moreover, the changes between the graphs

at 8.1 ¨ ilim and 10.8 ¨ ilim match the transition from regular vortex rings to

chaotic vortex rings shown in Figure 3.3.

In contrast, the shapes of the spatial spectra do not change significantly

between current densities. However, the overall energy increases and the

maxima emphasized in the linearly scaled inserts change positions from

5.02 k and 4.48 k to 8.95 k and finally to 4.40 k. These maxima positions

reflect the changes in structure that were seen in Figure 3.3. The correlated

diameter of the vortex structures first reduces from 6.1 ¨ ilim to 8.1 ¨ ilim and

then increases again at 10.8 ¨ ilim. The linearly scaled insert at 10.8 ¨ ilim
shows a broader energy distribution over multiple wavenumbers compared

to the graphs at lower current densities. The absence of a sharp maximum

indicates that no single dominant length scale exists but a composition of

different length scales. This composition is caused by the chaotic change in

vortex structure at this large overlimiting current density with the fluctuating

size of vortex rings.

Overall, our experiments confirm that large vortices are the dominant

actors during EC [Druz2016]. The results additionally indicate that an

increasing current density seems to have a more considerable impact

on the mean square velocities and temporal spectra than on the spatial

spectra.

Temporal Development of EC

Our set up also allows to analyze the development of the EC velocities,

vortex structure, and statistics over time. Figure 3.8 and 3.9 show this

development for the case of 10.8 ¨ ilim in steps of 20 seconds for the first

120 s of the experiment.
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Figure 3.8: Temporal development of the EC vortex structure for 10.8 ¨ ilim.
The top views of the structure of coherent vortices is depicted at a) 20 s, b) 40 s,
c) 60 s, d) 80 s, e) 100 s, and f) 120 s of the experiment.
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The development of the coherent vortex structures is depicted in Fig-

ure 3.8. The first coherent structures already build up at 20 s of the ex-

periment appearing as mostly regular vortex rings. The structures grow in

diameter over the course of 80 s while loosing their regular size and shape.

Up to this stage, the velocity in most centers of coherent structures is di-

rected towards the electrode. The velocity field becomes more chaotic be-

tween 100 s and 120 s. In this stage, coherent structures appear in a wide

range of shapes and sizes with velocities directed both ways.

Figure 3.9 shows the change in one in-plane and the out-of-plane mean

square velocities. The distinct velocity profile of EC is not completely build

up in the first 20 s. Similar to later stages of EC, the maxima of both velocity

components are close to the membrane. However, the out-of-plane velocity

is higher than the in-plane component. Both velocity maxima first increase

between 20 s to 40 s and decrease to a steady state value thereafter. At

this point, the profiles are fully developed.

The above perceptions reflect in the development of the temporal and

spatial spectra (Figure 3.9). As explained in the previous section, the local

maxima at high frequencies in both the temporal as well as the spatial en-

ergy spectra and the following change in slope originate from small-scale

noise and the measurement error of PTV for small scales [Herp2008]. Only

slight changes are visible in the overall shapes of the spectra for both tem-

poral and spatial analysis. However, some distinct observations can be

made. First, the slope of the temporal spectrum for the plane closest to

the electrode (0.8 ¨ Lz) changes between 0 s and 40 s from ω´0.79 to ω´1.35

indicating that the energy reaching the region closer to the electrode dissi-

pates faster when EC is fulls developed. Second, the energy levels in both

spectra increase from 0 s to 20 s and decrease again after 40 s as already

seen in the mean square velocities. Third, the position of the maxima of

the 2D spatial spectra change to smaller wavenumbers for all planes over

time. The maxima positions shift from 11.6 k to 5.8 k between 0s and 100s

as can be seen in the linear zoom of each spectrum. The shift of the max-

ima correlates to increasing contributions to the energy of vortex structures

with larger length scales in the respective planes. The structures with the
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highest energy share grow from 0.61 ¨ Lz to 1.43 ¨ Lz over the course of 80 s.

The negligible changes in all graphs confirm that the experiment was in a

statistical steady state after about 40 s.

3.5 Conclusions

We established the first experimental setup for the time-resolved recording

of the 3D velocity field during electroconvection (EC) close to a cation-

exchange membrane. With this setup, Whe EC velocity field was recorded

in the steady-state at multiples of the overlimiting current density cover-

ing length and time scales found in industrial applications inaccessible by

current 3D direct numerical simulations (DNSs).

We visualized coherent vortex structures and revealed the change in

vortex structure from vortex rolls to vortex rings along the iV-graph. This

change in structure is coherent with the findings reported by Demekhin

et al. and Kang et al. [Deme2014; Kang2020]. Additionally, our method

enables evaluating the rotational direction of vortex structures. We found

reversed rotational directions between vortex roll pairs and vortex rings,

raising the question of the fluid mechanics during the transition from rolls

to rings.

The particle tracks in the regime of vortex rings showed the movement

of particles on separate orbits. However, possible explanations for this be-

havior need further physical evidence.

The velocity measurement in the regime of chaotic vortex rings revealed

local velocity hot spots between the vortex rings directed towards the mem-

brane. These possibly enable the transport of the cation-rich solution at the

electrode towards the membrane. This phenomenon could explain the pre-

dicted current density hot spots by 3D DNSs [Druz2016].

Further statistical analysis of the velocity field disclosed the nature of

energy transfer with a partial power-law behavior in the temporal spec-

trum. The spatial energy spectrum showed that the length scale carry-

ing the largest energy is 1.43¨Lz. These findings showed good agreement

of general trends with the reported statistics of Druzgalski et al. for 3D
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DNSs [Druz2016]. Differences were found especially for high frequencies.

Lastly, the evolution of the vortex statistics for increasing limiting current

densities was analyzed. The results reveal changes in the mean square

velocities and the temporal energy spectra during the transition of EC from

vortex rolls over vortex rings to chaotic behavior. The spatial energy spectra

showed similar trends for all analyzed current densities. These findings in-

dicated a more significant impact of EC’s structural change on the temporal

spectra than the spatial spectra.

All in all, the presented results provide a first insight of the fundamen-

tal physics of EC at practically relevant length and time scales. The

experimental technique also builds a foundation to solve the remaining

challenges in future detailed 3D studies. Especially the combination of

experimental studies, that cover larger scales, and simulations, that more

precisely resolve small scales, could lead to significant progress. Further-

more, the methodology permits studying the impact of membrane surface

modifications on the hydrodynamics of EC. These modifications aim to

manipulate the 3D vortex build-up and reduce the limiting current plateau

with increasing success [Bals2007a; Davi2016; Vale2018b; Benn2018b].

Further investigation of the influence of a modified membrane surface on

the vortex build-up is presented in Chapter 4. Additionally, knowledge of

the velocity statistics enables the development of a RANS-like statistically

averaged reduced-order model. Such a model will allow for feasibility

analysis and optimization of electrically driven membrane processes in the

overlimiting regime at a low computational cost. Full comprehension of

EC will push the feasibility of desalination processes beyond the limiting

current.
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3.6 Appendix

3.6.1 Videos of particle tracks and vortex structure

Videos with a top view on the particle tracks corresponding to the snap-

shot in Figure 3.5 a) and of isosurfaces of coherent vortex structures cor-

responding to the snapshots in Figure 3.5 b) and Figure 3.8 of the exper-

iment at 10.8 ¨ ilim can be downloaded as supplementary material to the

corresponding paper [Stoc2021b].
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4.1 Introduction

Figure 4.1: Current density over potential graph for a homogeneous and het-
erogeneous membrane and difference in electric field lines. a) Sketch of the
current density over potential graph for an electrically driven membrane process
with a homogeneous (solid line) or heterogeneous (dashed line) membrane. For
both cases, three distinct regimes appear with a difference in the limiting current
density ilim. b) Electric field lines at a homogeneous and heterogeneous mem-
brane surface.

The operation range of electrically driven membrane processes like

electrodialysis (ED), capacitive deionization (CDI), and flow-capacitive

deionization (FCDI) is limited by the fluid-sided resistance evolving during

operation at high driving force [Mani2020]. In these processes, ions are

transported through charge-selective membranes by an electric field. The

ion flow, measured as a current density, increases linearly with increasing

driving force in terms of an electric potential between two electrodes.

However, the current increase is disrupted by a diffusion-limited plateau

region (see Figure 4.1 a)) [Mani2020]. Today, it is known that a significant

share of the current increase is due to a hydrodynamic instability called

electroconvection (EC). EC overcomes the limiting current density due to

the formation of convective 3D vortices, recently quantified by Stockmeier

et al. [Stoc2021b], which mix the depleted layer close to the membrane. In

fact, EC balances with unwanted water splitting and a maximum contribu-

tion of EC to the overlimiting current density is desired [Belo2006].

74



4

4.1. Introduction

The possibility to evoke and intensify EC also at low driving forces has

been the focus of multiple studies [Pham2012; Wess2014; Abdu2014;

Davi2016; Vale2018a; Benn2018a; Gil2018; Rogh2019; Kim2021;

Guan2021]. In general, the limiting current density and the length of

the plateau region have been found to depend on the ion concentration,

distance between the bulk electrolyte and membrane (i.e., the laminar

boundary layer), and membrane characteristics like surface heterogene-

ity [Mani2020]. A heterogeneous membrane surface causes a disturbance

of the electrical field lines close to the membrane, which, in turn, triggers

EC, see Figure 4.1 b). As a result, the plateau is shortened. The results of

Roghmans et al. [Rogh2019] suggest that EC even emerges in the ohmic

region at their pattern structure, increasing the limiting current density.

Modifying membranes as a means to control surface heterogeneity has

gained increasing interest in the literature. Various studies focused on het-

erogeneity in surface geometry, conductivity, hydrophobicity, and zeta po-

tential. It has been shown that these four parameters, in particular, have

a significant influence on the formation of electroconvection and the rota-

tional direction of the vortices. [Zabo1993; Mish1998; Choi2001; Volo2005;

Bals2007a; Zabo2017; Neba2017; Mare2018; Pism2019; Rogh2019;

Bell2022].

To elucidate the effect of a 2D geometrically heterogeneous surface,

Valenca et al. recorded the velocity and orientation of EC vortices at a

patterned cation-exchange membrane using 2D particle image velocime-

try [Vale2018a]. The membrane was cast onto a linear gird, creating a

surface topology with valleys and hills. Their recordings revealed the for-

mation of pairs of counter-rotating vortices at the ridges of the pattern. The

rotation of these vortices was directed towards the patterns’ valleys, which

resulted in the transport of ion-rich bulk solution towards the valleys. Over-

all, the 2D geometrically heterogeneous surface decreased the system’s

resistance of about 50%.

A similar observation was made by Davidson et al. in 2D DNSs at a mem-

brane patterned with non-conductive sections [Davi2016]. Although these

patterns did not alter the membrane’s geometry, vortices formed at the pat-
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tern’s edges and rotated towards the patches’ centers. This rotational di-

rection results in the transport of ion-rich bulk solution towards the non-

conductive patches. Even though the existence of patches increased the

overall ion transport and strength of EC, one can imagine that membranes

with similar EC-enhancing properties but either ion-conductive patches or

a vortex field that transport ion-rich solution towards the free membrane

surface will result in even more increased ion transport. They found that

the optimal pattern length for a stable vortex structure and highest current

density correlated with the diffusion boundary layer’s height.

Kim et al. ranked the current increase of different, spacer-like structures

on top of the membrane surface under forced flow [Kim2021]. They found

that segmentation of the boundary layer and, therefore, creating intentional

dead zones is beneficial for the build-up of EC. Square patterns, forming

large dead zones, resulted in the highest vortex intensity in the overlimiting

regime.

Recently, we presented a method to simultaneously engineer the surface

geometry, conductivity, and charge of membrane surfaces in a controlled

manner [Rogh2019]. An ink-jet printing technique was used to apply a

pattern of circular patches of polymer microgels with varying zeta potential.

Such modified membranes were found to double the limiting current

density with a 40% reduced plateau length and only slightly increased

membrane resistance. The hypothesis behind this successful modification

was a combination of an early start of EC even at limiting current densities,

the ion conductivity of the pattern, an altered rotational direction due

to the direction of the surface charge gradient, and the formation of a

3D vortex pattern compared to the 2D structures of Valenca et al. and

Davidson et al. Valenca et al. [Vale2018a] and Davidson, Wessling, and

Mani [Davi2016].

The examples mentioned above show the vast potential that engineered

ion-exchange membranes with tailored surface properties possess to in-

crease the efficiency of electrically driven membrane processes. However,

the physics behind the current density increase, especially of Roghmans
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et al.’s multi-influential microgel patterns, are still unclear. Therefore, the

EC vortex field structure at such patterns needs to be analyzed, isolating

important properties for future membrane modifications.

In this paper, we evaluate the effect of patterning a cation-exchange

membrane surface, with the technique described by Roghmans et al.,

on the 3D hydrodynamics of EC using micro particle tracking velocimetry

(µPTV) [Rogh2019; Stoc2021b]. Our numerical and experimental investi-

gation aims at revealing the effect of patterning the membrane surface on

the electroconvective vortex field. First, we analyze the orientation of co-

herent vortex structures and their rotational direction in 2D direct numerical

simulations (DNSs) and confirm these results by recording the 3D veloc-

ity field during its build-up close to a modified membrane with µPTV. We

then affirm that a change in the vortex structure compared to an unmodi-

fied membrane also persists in the steady-state of our experiments. At last,

we conclude the potential of the findings by exploring the possibility of fully

controlling and shaping EC’s vortex field with our modification method.

4.2 Model problem

We use the open-source, OpenFOAM-based, finite-volume solver rheoTool

by Pimenta and Alves to simulate the electroconvective flow driven by an

electric field of a symmetric binary electrolyte between an ideal cation-

exchange membrane and a reservoir, see Figure 4.2 [Pime2018]. The

solver couples transport of charged species described by the Poisson-

Nernst-Planck equations with the Navier-Stokes equations for fluid flow by

viscous drag. In this investigation, we extend rheoTool’s ’Charge transport

across an ion-selective membrane’ case, which is based on the work of

Druzgalski et al. [Druz2013].

Figure 4.2 shows the 2D rectangular domain, which has an aspect ra-

tio of 6 lengths per height with periodic boundary conditions at each end.

The ion transport is driven by the external applied potential difference ∆V

between reservoir and membrane. The reservoir boundary condition is im-

77



4

Chapter 4. Electroconvection at charged patches

Figure 4.2: Domain and boundary conditions of the direct numerical simu-
lations. The domain is rectangular shaped between a mixed reservoir, an ideal
cation-exchange membrane, and two periodic boundaries.

plemented as an electro-neutral electrolyte with fixed concentrations. The

boundary condition for the ideal cation-exchange membrane has a fixed

cation concentration and is impermeable for anions. We add a pattern of

patches that introduce additional charge through the location-dependent

background charge σ to the membrane surface. The patches are fully ion-

permeable, and the complete flow equations are solved inside of them.

The length of the patches, as well as their distance to each other, is cho-

sen equal to the domain height, which was shown to evoke an optimal

vortex structure when using non-permeable patches [Davi2016]. We im-

plement the patches with an aspect ratio of 100, similar to our previous

study [Rogh2019].
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4.2.1 Governing equations

The simulation is based on the governing equations described in Chapter 2.

Additionally, we extend the electric model and define the charge density as

ρE,P “ F p
m
ÿ

i“1

zici ` σq (4.1)

where F represents Faraday’s constant and m is the number of different

ionic species. Additionally, σ is the background fixed charge introduced by

the patches. In the rest of the domain, σ is set to zero.

4.2.2 Computational methods

The above equations are solved on a 2-dimensional mesh with 480 uni-

formly distributed cells in the x-direction, and 90 cells in the y-direction

stretched with a scaling factor of 1.042. This setup achieves a minimum

cell height of 0.001 H at the membrane and ensures a sufficient resolu-

tion. Furthermore, compared to the study of Druzgalski et al. [Druz2013],

we increased the temporal resolution to time steps of 1 ¨ 10´7 s to ensure

convergence when introducing patches.

Table 4.1: Dimensionless simulation parameters.

Parameter Description Value

∆Φ Applied voltage 5, 20, 30, 60, 120

σ Patch charge -0.5 to 0.5

λd Dimensionless Debye length 10´3

κ Electrohydrodynamic coupling constant 0.5

Sc Schmidt number 1000

c˘res Reservoir ion concentration 1

c`mem Cation concentration on membrane surface 2
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The selected parameters (see Table 4.3 in the supporting information)

correspond to dimensionless values typical for the direct numerical simu-

lation of EC, see Table 4.1 [Druz2013; Kara2015; Davi2016]. The applied

potential was set to Φ “ 20 ¨ Vt with the thermal voltage Vt “
kBT
ze which is

equivalent to a potential difference at which almost no velocity is induced at

a homogeneous membrane. The electrohydrodynamic coupling constant

κ “ ε
µD ¨ p

kBT
ze q

2 and Schmidt number Sc “ µ
ρD are fixed by choice of solution

and absolute temperature. The chosen values are typical for aqueous so-

lutions at 300 K. The dimensionless Debye length λd “
b

εkBT
2cbpzeLzq2

is mostly

dependent on the size of the examined system and electrolyte concen-

tration. For example, a value of λd “ 10´3 corresponds to a reservoir to

membrane distance of H = 1ˆ 10−5 m using a 1 mM electrolyte. This value

is commonly chosen in numerical examinations of EC, resulting in a small

system size with reasonable computational cost while providing physically

relevant results [Druz2013; Davi2016]. Experimental investigations have

larger system sizes in the order of millimeters with electrolyte concentra-

tions of 1 mM and above [Vale2015; Rogh2019; Kang2020].

We plot our graphs with dimensionless values of time t “ t˚

tdiff
, velocity

u “ u˚

udiff
, concentration ci “ c˚

i

cbulk
, and distance l “ l˚

H using the characteristic

scales tdiff “ H2

D “ 0.1 s and udiff “
D
H “ 1ˆ 10−4 m s−1.

4.3 Experimental details

We conduct experiments using the previously described electrochemical

cell that is suitable to evoke simultaneously and optically record electro-

convective vortices, see Chapter 2 Figure 2.1. We record and analyze the

difference in vortex fields evolving at different modified cation-exchange

membranes in this cell. The following sections point out differences in the

electrochemical experiments and velocity recording to the description in

Chapter 2. Additionally, the method of membrane modification is described.
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4.3.1 Velocity measurement

We use an optical technique called micro particle tracking velocimetry

(µPTV) to reconstruct the 3D flow field of EC during operation which is

described in detail in Section 2.2. The operation of the µPTV setup and the

processing of the recorded images is done in the software DaVis, which is

also used for data post-processing, velocity reconstruction, and plotting of

coherent vortex structures, see Section 2.4.

4.3.2 Experiments with velocity reconstruction

During each experiment, a set multiple of the limiting current density is

forced through the electrodes by regulating the potential in chronopoten-

tiometric experiments with a potentiostat (Interface 1010E, Gamry, Penn-

sylvania, USA). The electrolyte is not pumped during the experiments, and

the observed movement only results from EC vortices. When the electro-

chemical experiments start, we record the build-up of the EC vortex field at

4 ¨ ilim for a maximum of 126 s at a frequency of 20 Hz.

After the experiments, we color the membrane inside the module with

a diluted fluorescent dye (Staedler, Lumocolor, Germany) to visualize the

otherwise transparent patches’ positions.

4.3.3 Velocity statistics

We calculate velocity statistics according to Section 2.6 which are plotted

as dimensionless numbers as described in Section 2.5.

4.3.4 Membrane surface modification

The modified Nafion membranes are produced by ink-jet printing of micro-

gel suspensions using an Autodrop Compact 2.21 ink-jet printer with an

MD-K-140 print head (microdrop Technologies, Germany) as described by

Roghmans et al. [Rogh2019].
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Table 4.2: Microgel types used for membrane modification. In contrast to the mi-
crogels’ zeta potential, Nafion has a reported zeta potential of -80 mV [Barb2014].

Microgel type Synthesis Zeta po-
tential

Cross-
linking
degree

Reference

PNIPAM-co-Aac
(11.5 wt% Aac)

surfactant free
emulsion poly-
merization

-9.5 mV 1:25 Burmistrova
et al.
[Burm2011]

P2VP surfactant free
emulsion poly-
merization

+45.3 mV 1:100 Roghmans
et al.
[Rogh2016]

The ink is prepared by diluting suspensions of either PNIPAM-co-Aac or

P2VP microgels, see Tab. 4.2 to a concentration of 0.05 wt% with HPLC

grade water. We produce patterns of circular patches with either 400 µm or

600 µm diameter and a spacing of 450 µm or 900 µm, respectively.

Nafion membranes have a reported zeta potential of -80 mV [Barb2014].

The used microgels are expected to change the surface charge towards

positive zeta potentials with -9.5 mV for PNIPAM-co-Aac and +45.3 mV for

P2VP measured with a Malvern Zetasizer Nano ZS (Malvern Panalytical

Ltd).

4.4 Results and discussion

Our numerical and experimental investigations aimed at revealing the effect

of patterning the membrane surface on the electroconvective vortex field.

First, we analyze the orientation of coherent vortex structures and their

rotational direction in 2D DNSs and confirm these results by recording the

velocity field during its build-up close to a modified membrane with µPTV.

Second, we affirm a change also in the steady-state vortex structure during

experiments. Third, we explore the possibility to fully control and shape the

vortex field of EC with our modification method.
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4.4.1 Vortex orientation and rotational direction at

heterogeneous surface charge - simulation

We performed 2D simulations in a rectangular domain with an aspect ratio

of 6 described in detail in the Methods section. The simulations assume a

potential difference between the top reservoir and the ideal bottom cation-

exchange membrane.

Figure 4.3 a) displays the steady-state current densities over the potential

for simulations with patches of 10 % reduced or increased charge (σ “ ´0.1

and σ “ 0.1) and the case with homogeneous surface charge (σ “ 0). In all

three cases, the plateau starts at a potential of 5 Vt with a limiting current

density of 20 A m−1. For the case with homogeneous surface charge (σ “

0), the plateau region extends to 22.5 Vt, transitioning in the overlimiting

current density at 25 Vt with a linearly increasing current density thereafter.

The simulations with patches both show a shortened plateau region that

ends at 15 Vt. The overlimiting current region starts at 17.5 Vt. However,

the graphs do not steadily increase. Instead, both exhibit a local minimum

at 30 Vt again overlapping with the patch-less case graph showing a similar

increase from thereon. This behavior indicates that the patches’ influence

dwindles with increasing potential. The experimental study of Roghmans

et al. [Rogh2019] showed a more pronounced effect even in the overlimiting

region, indicating that our simulation does not consider all relevant effects.

Still, these results provide valuable insights into the physics at play.

Figure 4.3 b) shows a zoom on the transition through all three regions.

The zoom reveals that the current densities of the simulation with negative

patch charge reach up to 8.4% higher values at the beginning of the

overlimiting current region compared to the positive charge case. This

difference possibly results from the 15.6% higher root mean square velocity

in the first case, which might, in turn, originate from the membrane’s higher

net charge as EC depends on the concentration gradient close to the

membraneµ [Mani2020].

The images in Figure 4.3 c) show the steady-state of simulations at 20 Vt
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Figure 4.3: Simulation results for current densities, vortex structure, and ro-
tational direction. a) shows the current density over potential plot for an untreated
membrane, two patched membrane one with positive and one with negative zeta
potential. b) shows an enlarged graph of the plateau region seen in a). c) dis-
plays the corresponding cation concentration field as gray-scale background and
the velocity field as an arrow plot for simulations at 20 Vt (thermal volts).
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for all three cases. The gray-scale background indicates the cation concen-

tration, and the overlaid arrows show the velocity field.

At the membrane with homogeneous surface charge (σ “ 0), the cation

concentration gradient between bulk and membrane stays constant over

the channel’s width. As a result, emerging velocities are small with little

vorticity and maximum velocities in the order of 1 ¨ 10´5.

For patched membranes, convection cells of low concentration emerge

as light gray areas that span from the membrane to close to the bulk

phase. Inside the convection cells, velocities are larger than two orders of

magnitude than for a homogeneous membrane and are directed towards

the bulk. Between the cells, the velocities are directed towards the

membrane. This way, vortex pairs form inside the cells. In both simulations

(σ “ ´0.1 and σ “ 0.1) the convection cells locate above the regions with

more negative surface charge.

These results indicate that the patches lead to early and strong EC de-

velopment even at potentials where the homogeneous membrane shows

limiting current densities. In addition to the early EC occurrence, the reg-

ular patch pattern leads to the EC vortex field’s orientation alongside that

pattern. In combination with the relative surface charge change, this ori-

entation dictates the positions of the low concentration cells and, therefore,

the rotational direction of the EC vortices above the patches. The result-

ing current densities predict that the rotation of vortices toward the bare

membrane between patches in the negative charge case is favorable. To

validate the findings of the 2D simulations, namely the change in rotational

direction and localization of vortex field features, 3D experiments were con-

ducted with membranes modified with patches of defined surface charge

contrast to the base material.
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4.4.2 Vortex orientation and rotational direction at

heterogeneous surface charge - experiment

Figure 4.4 a) shows a top view on the 3D velocity field measured at 4 ¨ ilim

between the anode and an untreated membrane. The velocities are plotted

in a symmetric red, white, and blue spectrum on iso-surfaces of coherent

vortex structures.

The experiment shows a typical, stable vortex roll pattern for relatively

small overlimiting current densities visible as linearly stretched coherent

vortex structures [Deme2014; Kang2020; Stoc2021b]. These rolls occur

as counter-rotating pairs visible as tube-like coherent structures. At

spots where multiple roll pairs would collide, the parallel rolls of a pair

connect to form a half-circle. The velocity between clearly visible vor-

tex roll pairs is directed towards the electrode indicated by the blue coloring.

The top picture of Figure 4.4 b) displays the PNIPAM-co-Aac microgel

pattern structure with a patch diameter of 400 µm. Despite the patch

pattern, no regular structure is visible in the vortex field. However, the

structure also differs from the case of an untreated membrane. Instead of

vortex rolls, single ring-shaped vortices can be found with velocities in their

centers directed towards the membrane.

The P2VP microgel patch pattern in Figure 4.4 c) is similar to the pat-

tern produced with PNIPAM-co-Aac microgels. Nevertheless, the vortex

structure differs to a large degree forming a regular pattern of vortex rings.

The vortex ring positions match the patch pattern structure in position and

size. Furthermore, this experiment proves validates the simulations in Fig-

ure 4.3 with the velocities in the centers of rings being directed towards the

patches.

The observed transition in Figure 4.4 from a regular vortex roll pattern

a) to an unorganized vortex field b), and an ordered structure c) with the

introduction of increasing surface charge differences between membrane

and pattern shows that a minimum charge difference is necessary to trig-

87



4

Chapter 4. Electroconvection at charged patches

ger ordered pattern formation. This dependence is supported by additional

simulations presented in the supplementary material S2. The zeta potential

difference between the Nafion membrane and the PNIPAM-co-Aac patches

is not large enough to enforce vortex orientation. However, the introduced

heterogeneity is still sufficient to disturb the usual regular vortex roll pattern

seen at an untreated membrane. The P2VP microgel pattern introduces a

strong zeta potential contrast towards Nafion, which enforces vortex orien-

tation as predicted by the simulations. The results show a clear and stable

vortex formation along the pattern perimeters.

4.4.3 A change in the steady-state is achieved

Figure 4.5 shows a series of snapshots over time of the build-up of EC

towards a steady-state for a P2VP microgel treated membrane. The first

time step (12.5 s) shows only a small amount of coherent structures without

particular order. At 25 s, an ordered structure of vortex rings is clearly

visible, as already described in the previous section (see Figure 4.4 c)).
The velocity in the centers of vortex rings is directed towards the patches

on the membrane. The structure is preserved at 37.5 s, but the overall

velocities are increased. The next snapshot (50 s) shows a different vortex

field. The regular structure vanished, showing vortex rings or ellipses

of different shapes instead. Additionally, the rotational direction in the

vortex ring centers changes towards the electrode, similar to the direction

of EC vortex rolls at an untreated Nafion membrane at higher current

densities [Stoc2021b]. Later, the chaotic vortex rings approximately

double in diameter between 50 s and 62.5 s, which stays constant in the

steady-state at 112.5 s. The changed rotational direction is dominant

throughout the steady-state. Compared to the case of an untreated Nafion

membrane in Figure 4.4 a), no vortex roll pattern forms.

The loss of orientation occurs for two reasons. First, the current den-

sity of 4 ¨ ilim might already be too large to sustain the orientation. The

simulations in supplementary materials S2 show that the electrokinetic
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forces dominate the patches’ influence at current densities increasing be-

yond 30 Vt. Second, the results of Valenca et al. and Davidson et al.

suggest that the optimal 2D pattern size is equal to the boundary layer

height [Vale2018a; Davi2016]. In our experiment, this would be equal to

the membrane to electrode distance of 800 µm. However, we chose this

diameter to investigate the influence of a smaller patch diameter on the

steady-state vortex field. As a result, the vortex ring diameter doubles from

25 s to 112.5 s, spanning over multiple patches. Interestingly, the pres-

ence of the pattern still hinders the formation of the vortex roll structure that

would form at an untreated membrane at this current density.

4.4.4 Surface modification offers full control over vortex

structure

Surface modification offers full control over vortex

structure

We conducted further experiments at 10.08 ˆ magnification with smaller

tracer particles with a diameter of 0.86 µm to better compare the vortex

ring and patch positions.

Figure 4.6 a) and c) show two Nafion membranes patterned with P2VP

microgels with a 400 µm diameter and a 600 µm diameter, respectively.

The vortex field reconstruction of the experiments at both membranes

is shown in Figure 4.6 b) and d). In both images, coherent vortex

rings emerge that resemble the patterns. Interestingly, the vortices

also resemble the slight imperfections in the pattern for the 400 µm

case. The rotation of the vortex rings is directed towards the patches as in

the experiments at lower magnification with larger particles, see Figure 4.4.

The results show that the patches enforce their structure on EC’s build-

up in its development regardless of shape and size. Furthermore, even
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slight imperfections in the patches’ geometry are reproduced in the vortex

structure, demonstrating that complete geometric control of the EC vortex

field can be achieved using this membrane modification method. Therefore,

we printed our chairs’ ’CVT’-lettering to achieve a structure with varying line

distances and direction changes. The pattern was produced by printing

lines of overlapping circular patches (see Figure 4.6 e)).
Figure 4.6 f) shows a snapshot of the vortex structure during the build-up

of EC. The vortex field’s shape clearly follows the printed structure. The

velocity’s color map reveals that a pair of vortices builds at the structures

with velocity towards the structure in between. This rotational direction

was also observed in the previous experiments.

These results prove that the P2VP microgel pattern enforces the build-up

of vortex pairs at the structure, completely resembling its shape. The

emergence of strong EC vortices only at the structure also shows that

a P2VP pattern structure leads to a faster EC build-up. It also gives

additional proof that vortices move towards P2VP-coated surfaces.

4.4.5 Velocity statistics of electroconvection at a

modified membrane

In an attempt to quantify the effect of the pattern structure on the develop-

ment of the velocity statistics of the system, we compare the mean square

velocity, temporal and spatial energy spectra for the experiments with the

untreated (Figure 4.4 a)) and 400 µm P2VP-patterned (Figure 4.4 c)) mem-

branes plotted in Figure 4.7 and Figure 4.8, respectively.

The mean square velocities in Figure 4.7 show only little velocity build-up

until 40 s. Thereafter, the in-plane and out-of-plane velocities develop EC

typical maxima. For the in-plane velocity two local maxima emerge, one at

the membrane and the other in the middle of the channel. The maximum of

the out-of-plane velocity develops at about 0.25 distance to the membrane
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which is also the position of the local minimum of the in-plane velocity. Both

global maxima reach about the same velocity. The profiles do not change

at later time steps suggesting that a steady-state is reached at this point.

These observations are supported by the course of the temporal en-

ergy spectra. From 0 s to 20 s, energies of small frequencies show a slow

decrease that grows exponentially with increasing frequency. After 20 s,

the energies at small frequencies increase in planes close to the mem-

brane which is accompanied with a stronger decrease resulting in the same

course of the graphs as described before. This behavior is also observed

for the following time steps.

The spatial spectra are evaluated with the same processing and integra-

tion scheme described in Chapter 2 even though the vortex field of vortex

rolls is not isentropic. The 2D Fourier transformation still exhibits maxima at

wavenumbers corresponding to the vortex roll distance. The spatial spectra

support the vortex growth seen in the mean square velocities. Between 0 s

and 20 s, the graphs’ maxima appear at wavenumbers between 8.40 and

12.00 which correspond to dimensionless distances of 0.75 to 0.52. The

maxima of planes close to the membrane get more pronounced and shift

their locations to 6.00 k corresponding to a dimensionless distance of 1.05

after 40 s.

These results confirm that the vortex rolls reach their maximum size with

a roll diameter of 0.5 and a roll-to-roll distance of 1.05.

The mean square velocities of the P2VP-patterned membrane develop

differently compared to the untreated membrane, see Figure 4.8. Until 20 s,

velocities are low but strongly increase over the first 60 s. At this time step,

the maxima positions and their relations are similar to the graphs of the

untreated membrane but with approximately 5 times higher velocities. Af-

terwards, the velocities decrease in each time step to approximately half

the values in the out-of-plane velocity and to a third in the in-plane veloc-

ities. During that time the positions of the out-of-plane maximum and the

local in-plane maximum slightly relocate from 0.19 and 0.38 to 0.29 and

0.48, respectively.
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The increase and decrease of the overall velocities also shows in the en-

ergy levels of the temporal and spatial spectra. Additionally, both spectra

reflect the increased velocities compared the the untreated membrane. An-

other difference is that the temporal spectra close to the membrane carry a

larger share of the energy.

The maxima of the spatial spectra shift from 10.37 to 12.10 at 0 s to 20 s

to 5.18 to 6.91 at 100 s to 120 s. These maxima translate to dimensionless

vortex ring diameters of 0.61 - 0.52 and 1.21 to 0.91. The spectra at later

time steps also seem to be characterized by a broader range of modes.

The vortex size changes visible in the maxima of the mean square velocities

and the spatial energy spectra correspond to the change in vortex structure

analyzed in Figure 4.5.

The statistics reveal that although the vortex sizes of both cases are sim-

ilar their rotation speeds are different by a large degree as also predicted

by the DNSs, see Figure 4.3. This behavior proves that the heterogeneity

introduced by the P2VP patches influences the electrical field resulting in

larger body forces.

4.5 Conclusions

Our results show that the membrane modification technique offers com-

plete control over the vortex structure of electroconvection.

Patches of P2VP microgels that introduce a large zeta potential contrast

to the membrane lead to the structuring of the vortex field. While the patch

geometry has an optimum range in current density to structure the vortices,

the orientation is lost beyond this range. This behavior allows not only a

geometric control of the vortices but also a control of the onset of fully-

developed EC at a certain operating point in an electrochemical process.

Even with PNIPAM-co-Aac microgel patches, the usual vortex roll pattern

observed at homogeneous Nafion membranes is suppressed, although the

zeta potential difference contrast is significantly lower. We attribute the ef-

fects seen in the experiments of Roghmans et al. [Rogh2019] in part to this
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change in the vortex structure. Therefore, future micro- and macroscopic

studies should focus on the effect of tailored 3D vortex structures on the

limiting current density and plateau length.

Our simulations additionally show that the vortices orientate towards the

surface with the higher zeta potential. In accordance, our experiment with

P2VP microgel patterns shows localization of vortex rings with a vortex ro-

tational direction towards the patches’ centers. Control over the rotational

direction of the EC vortex rings was previously hypothesized to be a key

to an optimized membrane modification [Rogh2019]. The experiments pre-

sented in this study demonstrate that the geometry and the zeta potential

allow for control of the rotational direction of the vortex rings.

The possibility of controlling both the shape and rotational direction

of the electroconvective vortex field motivates the development of more

complex, transport enhancing modifications of ion-exchange membranes.

With the increasing influence of EC, the share of water splitting to the ion

transport will also decrease. Additionally, the modification method is easily

upscalable to cover larger membrane areas. Further progress will enable

efficient use of the overlimiting current region in industrial-scale processes

leading to decreased material and investment costs.

4.6 Appendix

4.6.1 Simulation parameters

The parameters used in the simulation are presented in Table 4.3 in their

dimensional form.
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Table 4.3: Simulation parameters.

Parameter Description Value

∆V Applied voltage 2.7ˆ 10−3 V to 3.1 V

σ Patch charge −0.1 mol m−3 to 0.1 mol m−3

D Diffusion coefficient 1ˆ 10−9 m2 s−1

ρ Mass density 1ˆ 103 kg m−3

µ Dynamic viscosity 1ˆ 10−3 kg m−1 s

εr Relative permittivity 84.11

zi Charge valence ˘1

T Absolute temperature 300.68 K

H Distance between mem-
brane and reservoir

10ˆ 10−5 m

cres Reservoir ion concentration 1 mol m−3

cmem Cation concentration on
membrane surface

2 mol m−3
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4.6.2 Steady-state current density over patch charge in

simulations

Additional to the simulation results at 0, -0.1, and 0.1 patch charges pre-

sented in the chapter, simulations with varying patch charges were also

conducted. The steady-state results between 5 ¨ Vt to 120 ¨ Vt with patch

charges between 0 and 0.1 in positive and negative direction are shown in

Figure 4.9.

Figure 4.9: Steady-state current density reached at varying patch charge and
potential in the simulations.

For both the lowest potential of 5 ¨ Vt and the highest of 120 ¨ Vt, the

patch charge does not influence the reachable current density, which is

in line with the results presented in Figure 4.3. At 60 ¨ Vt, the current

density only slightly increases with increasing positive or negative patch

charge. The patch charge shows a more pronounced effect at 30 ¨ Vt and

20 ¨ Vt. At 30 ¨ Vt, the simulations with patch charges of -0.001, 0.001, and

0.01 reach lower current densities as the reference and the other cases.

Only the simulations at 20 ¨ Vt show a significant increase in current den-

sity for patch charges larger than 0.01 in the positive and negative direction.
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On the one hand, the results indicate that a minimum potential is needed

to evoke electroconvection (EC) even when using a surface charge modi-

fied membrane. On the other hand, a too large potential introduces forces

with a bigger influence than the patches. When looking into the velocity

field of such simulations, the EC vortices freely move over the membrane

surface without any patches’ structuring effect.

The simulations with decreased current density at 30 ¨ Vt additionally

show that vortices are held steady at the patches, while in the cases

with high current density, movement of vortices is visible. In contrast,

the simulations at 20 ¨ Vt show vortex formation only at sufficiently high

patch charges. These findings indicate that charged patches improve

ion transport when leading to an early onset of EC at potentials in the

plateau region and result in a current density decrease when hindering the

free movement of established EC vortices. Therefore, a sufficient coating

should introduce a zeta potential difference which on one side leads to

pronounced EC development but on the other side is low enough to enable

vortex movement.

4.6.3 Membrane scaling

The presented experiments were conducted at a current density of 148 µA

to operate close to the plateau region. Additionally, We conducted experi-

ments at larger current densities to evaluate EC’s effect also at large over-

limiting currents. However, increasing resistance in such experiments were

found. Such a behavior is not observed with untreated membranes.

When opening the module after the experiments, a blue scaling was

found on the membrane, see Figure 4.10 a). SEM and EDX imaging

were performed to determine the structure and chemical composition

of the crystalline scaling. The SEM image in Figure 4.10 b) reveals

flat star-shaped crystals in the highlighted area. In the simultaneously

recorded EDX, only little carbon and fluoride (Figure 4.10 c) and d)) are

detected compared to the bare membrane. The rest of the images show
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Figure 4.10: Analysis of scaling found on a membrane after an experiment at
400 µA. a) Image of the blue scaling layer on top of the membrane. b) SEM image
showing the crystalline structure of the scaling. c) - f) EDX analysis for carbon,
fluoride, oxygen, and copper, respectively.

101



4

Chapter 4. Electroconvection at charged patches

a higher content of both substances matching the membrane material’s

chemical composition. Figure 4.10 e) and f) show larger oxygen and

copper contents instead. These molecules indicate the formation of CuO or

CupOHq2, which appears as a mostly water-insoluble crystalline substance,

as also concluded by Hang et al. [Chan2010].

The formation of CuO occuring only at modified membranes at increased

potentials would further indicate that the microgel patches enhance water

dissociation. Water dissociation would supply OH´ to the fluid-membrane

interface, which could directly crystallize with copper ions transported to-

wards the membrane surface.
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Parts of this chapter are in preparation for publication:
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John Linkhorst, and Matthias Wessling, "Interaction Between Spacer-

Altered Bulk Hydrodynamics and Electroconvection", Journal to be decided

103



5

Chapter 5. Interaction between spacer hydrodynamics and electroconvection

5.1 Introduction

Industrial-scale electrically-driven membrane processes like electrodialysis

(ED) are operated only in a limited current density range [Mani2020]. Dur-

ing operation at a high driving force, concentration polarization (CP) evolves

as a fluid-sided resistance in such membrane systems. This increased re-

sistance manifests as a plateau region in a current density over potential

plot, see Figure 5.1 a).

Figure 5.1: Current density over potential graph and influence of spacer
structures of the diffusion boundary layer. a) Sketch of the typical current
density over potential graph for an electrically driven membrane process show-
ing three distinct regimes. b) Cross-flow over the membrane results in a constant
boundary layer (BL) thickness. EC vortices form helical structures in the BL. c)
Circular-shaped spacer structure located in the bulk flow resulting in a thinning of
the boundary layer (BL).

This limiting current density can be overcome when applying large

potentials resulting in an overlimiting current (OLC). At these potentials,

convective vortices, so-called electroconvection (EC), mix the depleted

layer close to the membrane in the OLC region. Thereby, the EC vortices

transport ion-rich solution from the bulk towards the membrane. The

increased concentration enables larger current densities. In systems

with highly efficient membranes, the OLC is mainly enabled by EC while
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only a small portion of the current is attributed to unwanted water split-

ting [Niko2014; Niko2017; Mani2020]. In cases with significant water

splitting, the dissociation of water to H` and OH´ ions at the membrane

supplies additional ions and allows a higher current density [Zabo1988].

However, this transport is not desired and decreases the process efficiency.

Additionally, pronounced water dissociation leads to drastic pH changes

accompanied by other negative effects like scaling [Stra2010].

On industrial scale, ED processes are usually run in the underlimiting

regime to avoid water splitting and its negative effects. Instead, spacers are

introduced in the electrolyte channels, which provide stability to the stack of

membranes and promote mixing, see Figure 5.1 b) and c). The increased

mixing influences the boundary layer thickness and, therefore, the limiting

current density which expands the operational range [Cowa1959].

With recent advances in the production of membrane materials that re-

duce water splitting and membrane surface modifications promoting EC,

the industrial use of OLC comes into reach. The operation at high current

densities in smaller membrane modules would significantly decrease the

investment costs of industrial processes. Belova et al. [Belo2006] also de-

scribed a balancing interaction between water dissociation and EC. There-

fore, the complex interaction of EC and spacer-altered hydrodynamics in

the OLC regime is of particular interest when aiming for a maximum contri-

bution of EC to the OLC.

Kwak et al. [Kwak2013a] demonstrated that EC appears in settings found

in the industry. Additionally, they visually analyzed EC vortices’ movement

in a pumped electrolyte in a micro-fluidic chip. Kwak et al. [Kwak2013b]

found that the vortex movement speed is independent of the applied volt-

age. Their research confirmed that electroconvection occurs in application-

oriented systems in which the boundary layer is primarily affected. Pham

et al. [Pham2016] reported the 3D structure of EC vortices in a pumped

electrolyte in direct numerical simulations (DNSs). Their simulation showed

that the vortices move as helices along with the flow over the membrane

surface. In further DNSs, Guan, Riley, and Novosselov [Guan2020] con-
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firmed the organizing effect of shear flow on the 3D vortex structure of EC.

Vortex structures were suppressed in the perpendicular flow direction. This

effect might be important when considering EC’s interaction with the flow

conditions in spacer-filled channels.

Various studies analyzed the effect of different flow conditions on ion

transport in ED stacks. It becomes evident that shear flow reduces the

boundary layer thickness leading to shorter diffusion lengths. However,

electroconvection is also suppressed [Tana1991; Khai2011; Urte2013].

Tanaka [Tana2012] concluded that the ion transport in the boundary layer

of a static electrolyte is governed by gravitational convection or electro-

convection while migration and diffusion dominate in a thin boundary layer

of a pumped electrolyte. However, all the above studies neglected the

presence of spacers.

Tadimeti et al. [Tadi2016] modeled a spacer-filled electrodialysis channel

in 2D. Their results show a high dependency of the ion removal on the

flow profile in the channel. Additionally, they found that the boundary layer

thickness is reduced to a minimum in corrugated membrane channels. Ex-

perimental studies of the hydrodynamics in a spacer-filled ED channel are

also limited to 2D visualization [Kim2017; Kim2021]. Kim et al. [Kim2017]

showed the impact of hydrodynamic change for varying spacer placement

on the ion transfer. They report that a central positioning of spacer

filaments results in an about 40% limiting current increase. However, the

study was limited to 2D parallel rods instead of a 3D spacer structure with

low flow velocities. These rods also had small diameters compared to the

channel height, which leaves extrapolation to industry-relevant conditions

an open question. The influence is reported only in the limiting current

regime without extension of their experiments to the OLC regime.

In industry-relevant 2D and 3D simulations, Fimbres-Weihs and Wiley

[Fimb2007] identified differences in mass transfer enhancement of non-

woven net spacers in a membrane channel of a pressure-driven process.

They stressed the importance of 3D effects such as stream-wise vortices,
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open span-wise vortices, and higher wall shear rates vertically to the

bulk flow direction. Another correlation in 3D simulations was revealed

between locations of highest mass transfer and the presence of both

stream-wise and span-wise vortices. Since these simulations considered

a pressure-driven process, the additional effect of EC was omitted.

Current studies lack the analysis of EC with forced flow in a spacer-filled

channel at significant flow velocity, current density, and aspect ratio. How-

ever, this knowledge is a prerequisite for the effective use of the OLC in

industrial electrically-driven membrane processes.

This chapter describes a method to reconstruct the 3D velocity field of

a pumped electrolyte in a spacer-filled channel at industry-relevant length

and time scales under the action of an electric field. The results indicate

the share of EC on the boundary layer mixing.

5.2 Experimental details

The experiments are conducted similar to the description in Chapter 2.

However, recording of EC in forced electrolyte flow demanded the design

of an advanced electrochemical cell described in the following section.

5.2.1 Electrochemical flow-through module

For experiments with forced flow, an advanced electrochemical cell was de-

signed, see Figure 5.2. The cell design’s core features are Nafion (Nafion

perfluorinated resin solution 20 wt. %, Merck KGaA, Germany) coated mi-

croscope glass slides (75 mm ˆ 25 mm ˆ 1 mm) that act as transparent

ion-exchange membranes as well as cation-bridges inspired by Kang and

Kwak [Kang2020]. To prevent the Nafion from detaching, the glass slides

need to be chemically treated. The desired membrane area is masked

with tape and then plasma-activated. The activated glass is silanized with

N-Trimethoxysilylpropyl-N,N,N-trimethylammonium chloride (TTACl, 50% in
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Figure 5.2: Cell design for electrochemical experiments in a pumped elec-
trolyte with simultaneous µPTV recording. The electrochemical cell consists
of two 3D printed housing parts which are sealed with a flat sealing forming the
flow channel and two electrolyte reservoirs. The coordinate system has its origin
at the upper, desalinating membrane. A cross-section of the module is illustrated
in Figure 5.3
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Methanol, Thermo Fisher (Kandel) GmbH, Germany) for 30 minutes be-

fore coating [Szen1986]. The channel’s width of 10 mm confines the ac-

tive membrane area to 2.5 cm2. For sealing, we use a 2 mm thick, foamed

EPDM sheet, which allows adjusting the channel height between 1 mm and

0.5 mm.

The chosen cell design also features the delocalization of the copper

electrodes to the sides of the cell. Thereby, one layer of housing and seal-

ing can be omitted, the flow channel can be easily integrated in the sealing

layer, and the electrodes do not obstruct the view through the membrane

compared to the previous design illustrated in Chapter 2.

Figure 5.3: Ion pathway and concentration gradient in new cell design. The
illustration shows a cross-section of the newly desigend module. the pathway of
copper ions is indicated with arrows.

A concentration gradient is sustained during operation between the cath-

ode and anode electrolyte reservoir due to faradaic copper deposition and

dissolution, respectively. This gradient is carried over to the flow channel

through the Nafion. This concept is illustrated in Figure 5.3. Since the

cation transport in Nafion is faster than in the electrolyte, a homogeneous

cation concentration inside the Nafion can be assumed. The gradient be-

tween both Nafion coatings further results in an electric field as given by

Poisson’s equation 2.18. A concentration difference between the electrolyte

reservoir (5 mM) and the flow channel (1 mM) ensures stronger desalina-

tion and, thus, the evolution of EC in the latter.
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5.2.2 Velocity measurement

Micro particle tracking velocimetry (µPTV) is used to reconstruct the 3D

flow field of the electrolyte, which is seeded with 0.001 wt% tracer parti-

cles. The cameras record the inert, fluorescent polystyrene microspheres

(Thermo Scientific, Waltham, MA, USA; diameter = 3.2 µm; zeta potential

= −14.9 mV). The recorded volume at a magnification of 5.12ˆ and a

halfway closed aperture is 4.9 mm ˆ3.1 mm ˆ0.8 mm with 1280 ˆ 800

pixel resolution in x- and y-direction. The depth of the recorded volume of

0.8 mm is larger than the height of the electrolyte chamber with 0.5 mm.

Therefore, it is possible to reconstruct the velocity field over the full height

of the chamber, see Fig 5.4.

The recorded images are then post-processed to reconstruct the 3D

particle tracks and convert them into velocity fields as described in 2.4.

The software DaVis (version: 10.0.5.47779, LaVision GmbH, Göttingen,

Germany) also enables plotting coherent vortex structures using the λ2-

method [Jeon1995]. This method is used to visualize coherent vortex struc-

tures depicted as isosurfaces at a specific eigenvalue λ2. The 3D velocity

field can also be visualized as streamline in ParaView (version: 5.9.1, Kit-

ware, Inc., USA). The velocity fields statistics can be further extracted ac-

cording to Sec. 2.6.

5.2.3 Experiments with applied flow and velocity

reconstruction

We conduct experiments with specific combinations of current density,

Reynolds number, and spacer configuration. The current density through

the module is fixed by a potentiostat (Interface 1010E, Gamry, Pennsyl-

vania, USA). In experiments with forced flow, the electrolyte is pumped

with a syringe pump (PHD ULTRA Syringe Pump, Harvard Apparatus, MA,

United States). Additionally, a commercial non-woven net-spacer structure
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(0.25 mm2 fiber diameter, 0.5 mm spacer height, 1 mmˆ1 mm rectangular

base shape) is inserted into the flow channel in some experiments.

Figure 5.4: Schematic illustration of the setup for stereo micro particle im-
age velocimetry. The setup consists of a laser that illuminates a sample volume
through a stereo microscope which splits the laser beam into two separate beams.
The fluorescence response returns through the microscope and is recorded by two
slightly angled high-speed cameras. This technique allows the recording of tracer
particles in a 3D volume of the electrochemical cell’s flow channel depicted as a
cross-section.

During an experiment, the electrolyte solution in the flow channel of the

electrochemical chip is seeded with the tracer particles. The microscope

is focused in the channel’s middle enabling the reconstruction of the

velocity field over the entire channel height as illustrated in Figure 5.4. The

recording is started when the flow reaches a steady state.

5.3 Results and discussion

Before quantifying the interaction of electroconvection (EC), forced flow,

and spacer hydrodynamics, we first conducted experiments similar to

Chapter 3 in the newly designed module for validation of the concept.
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5.3.1 New module design validation

The validation experiment was conducted at about 6 ¨ ilim without pumped

electrolyte comparable to the conditions in Chapter 3.

Figure 5.5: Comparison of vortex structure, rotational direction, and velocity
components between the conventional and new module design. a) and c)
are reprinted results measured in the conventional cell from Chapter 3. b) and
d) show the results measured with the new module design at about 6 ¨ ilim. a)
and b) display top views on isosurfaces of coherent vortex structures and their
rotational directions. The velocity is colored in magnitude and direction according
to the scale bar from blue to red. The graphs in c) and d) plot the respective mean
square velocities of all three velocity components over the distance to the upper,
desalinating membrane.

Figure 5.5 shows the comparison of the coherent vortex structures and

velocity profiles in the cell used in Chapter 3, a) and c), and the newly

designed cell presented in this chapter, b) and d). The vortex structures

in Figure 5.5 a) and b) are similar in shape and size, both forming oval

slightly edged vortex rings with diameters between 1 to 2 times the channel

height. However, while the vortex centers in Figure 5.5 a) rotate towards
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the electrode, the centers in the new cell shown in Figure 5.5 b) rotate in

the opposing direction.

For the conventional cell, the graphs of each of the three velocity compo-

nents over the cell height in Figure 5.5 c) exhibit the typical shapes known

from Chapter 3. The in-plane and in-flow velocities have their maxima at

the diluting membrane (0 distance to membrane) followed by a local mini-

mum 0.28 distance to membrane and a local maximum at 0.5 distance to

membrane. The distance between both maxima marks the turning points

and therefore the average height of the electroconvective vortices. The out-

of-plane velocity has a maximum at the position of the local in-plane and

in-flow minima. At this height, the vortices have the largest velocity normal

to the membrane. The out-of-plane velocity decreases towards both ends

of the graph.

The velocity profiles recorded in the new cell design in Figure 5.5 c) are

in the same order of magnitude with good agreement in their distinctive

maxima and minima. Significant differences are seen in slightly larger in-

plane and in-flow velocities at the diluting membrane and their flattened

local maxima at 0.5 distance to membrane.

The results validate that the new module design is suitable for quantita-

tive analysis of EC, yielding comparable data to the conventional design.

However, the reversed rotational direction poses a significant challenge for

interpretation. Considering the theory discussed in Chapter 4, disturbances

in the electric field lines could cause this phenomenon. These disturbances

could result from the casting of Nafion on glass which might result in slightly

inhomogeneous membranes. Despite this disparity, the similarities in vor-

tex structure and velocity profiles prove enough comparability to use the

new module design for experiments with forced electrolyte flow.

5.3.2 Electroconvection under forced flow

After validation of the new module, we conduct experiments that investigate

the interaction of electroconvection with increasing forced flow. In these

experiments, we vary the Reynolds number between 0.1 and 8.
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Figure 5.6 shows streamlines of the flow field with and without the pres-

ence of an electric field and graphs of their respective velocity components.

As a reference, Figure 5.6 a) shows a streamline representation of the pre-

vious data from Figure 5.5 b) and the velocity profiles from Figure 5.5 d).
The streamlines capture the vortex ring structure as torus shapes but drop

the additional information on the rotational direction instead of showing the

absolute flow velocity. The absolute flow velocity is highest close to the

desalinating membrane and declines with distance to that membrane.

In contrast, pumping the electrolyte at a Reynolds number of Re = 0.1

without applied current density results in a laminar flow profile with only

slight disturbances and lower velocities visible in Figure 5.6 b) and e). The

graph of the velocity components emphasizes this observation showing a

parabolic flow profile in the in-flow direction and negligible in-plane and out-

of-plane velocities. The velocities at both membranes differ from zero due

to low resolution. Close to surfaces, the prevailing large velocity gradients

lead to significant averaging, as already discussed in Chapter 3.

The combined effects of a forced flow and an electric field result in

stretched oval-shaped vortex rings carried along with the flow as shown

in Figure 5.6 c). In this case, the largest absolute velocities are found close

to the top membrane. Streamlines divert from a straight, laminar profile in

the whole volume. The velocity profiles in Figure 5.6 f) also confirm the

superposition of the EC vortex field with the laminar flow profile. The in-

flow velocity profile slightly defers from a parabolic shape with its maximum

shifted towards the bottom membrane. The in-plane and out-of-plane com-

ponents show distinct maxima and minima typical for EC vortices indicating

that the vortices stretch over the whole module height.

While the overall flow velocities in the cases of forced flow with and with-

out applied current density are in the same order of magnitude, the veloci-

ties in the case without flow reach values four times as high.

The results conclude that the superposition of EC and forced flow slows

down in the rotational velocities generated by the EC.

The impact of increasing velocity on the superimposed flow profiles of

EC and forced flow is further investigated at Reynolds numbers of Re = 1
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Figure 5.7: Flow field and velocity profiles of electroconvection with increas-
ing forced flow. The flow field is shown as streamlines colored by the magnitude
of the absolute velocity from blue to red. a) and c) show the experiment with
forced flow at Re = 1 and 1000 µA. b) and d) show the experiment with forced flow
at Re = 8 and 1000 µA.

and Re = 8 in Figure 5.7. In both cases, disturbances in the streamlines

still indicate the appearance of EC, see Figure 5.7 a) and b).
Comparable to Re = 0.1, the velocity components in Figure 5.7 c) and d)

show laminar profiles in the in-flow velocity. However, impact of EC is only

slightly visible in the in-plane and out-of-plane velocity components.

These results emphasize that forced flow suppresses EC with increasing

Reynolds number. The increasing shear in the boundary layer with increas-

ing velocity restricts the height of the EC vortices before the faster cross-

flow disrupts their structure. Therefore, recordings close to the membrane

surface with larger magnification and smaller particles become necessary

to visualize the layer in which strong in-plane and out-of-plane velocities

prevail. However, the movement of the currently used particles might be

influenced by electrostatics in the direct vicinity of the membrane surface.

This interaction negates the assumption of inert tracer particles. Novel
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tracer particles with adjustable zeta potential could offer a solution to this

challenge.

5.3.3 Electroconvection under forced flow with

commercial spacer

This chapter builds on the insights of the previous results and aims to eval-

uate the interaction of EC and laminar flow profiles through a spacer-filled

channel. Therefore, we inserted a commercial net-type spacer into the flow

channel. Figure 5.8 displays the streamlines and flow profiles of EC, forced

electrolyte flow at Re = 0.1, and their combination.

The vortex structure visualized by streamlines of the reference experi-

ment without forced flow in Figure 5.8 a) displays chaotically distributed

vortex rolls. Similar to the experiment without spacer, the largest velocities

are located close to the desalinating membrane. The velocity profiles in

Figure 5.8 d) show the typical high in-flow and in-plane velocities close to

the top membrane and their local maximum at about 0.38 distance to the

membrane, marking the height of the EC vortices, which is smaller com-

pared to the case without a spacer. In between, the out-of-plane velocity

has its maximum. The overall velocities are also smaller compared to the

case without a spacer.

The EC that emerges between the spacer structure is hindered in

developing its typical structure resulting in smaller and slower vortices.

However, its specific flow profile can still be observed.

When applying a forced flow without electric field, the previous laminar

flow profile is disturbed by the spacer. Figure 5.8 b) depicts the streamlines

through the spacer structure. The streamlines flow in a regular, wavy pat-

tern around the spacer with the largest velocities close to the desalinating

membrane. The velocity profiles in Figure 5.8 e) reflect this observation.

The in-flow velocity decreases from the top to the bottom membrane. The

in-plane and out-of-plane velocities are an order of magnitude smaller, with
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their minima in the middle of the module.

There can be two explanations for the unbalanced velocity profiles. First,

the streamlines and profiles indicate that the spacer sits more in the bottom

half of the channel resulting in increased volume flow and velocity in the

top half. Second, particles that pass under the structure are not detected,

and their velocity information is lost.

Figure 5.8 c) depicts the streamlines resulting from the combined flow

field of EC, forced flow, and spacer hydrodynamics. No distinct vortex rolls

or rings emerge, but the previously regular flow profile is disrupted. The

largest absolute velocities are still seen close to the top membrane. As

seen before in Figure 5.6, the in-flow velocity shown in Figure 5.8 f) is

smaller close to the desalinating membrane compared to both other cases

increasing towards a maximum at 0.19 distance to the membrane. The

superposition of the flow fields also leads to increased in-plane and out-of-

plane velocities close to the top membrane.

The spacer structure still allows for the evolution of an EC vortex field

but constrains the vortex dimensions and shape. In superposition with

forced flow at a low Reynolds number, the effect of EC is still visible in the

streamlines as well as the velocity profiles.

The effect of increasing Reynolds numbers of Re = 1 and Re = 8 is

depicted in Figure 5.9. Contrary to the experiments without spacer, only

little disturbances can be observed in the streamlines, see Figure 5.9 a)
and b).

The velocity components in Figure 5.9 c) and d) show profiles that

are similar to the profile at Re = 0.1 as seen in Figure 5.8 e) but with

larger overall magnitudes with increasing Reynolds number. The impact

of EC is also only slightly visible in the in-plane and out-of-plane velocity

components.

These results further strengthen the implication that the increasing

Reynolds number suppresses the impact of EC on the velocity field. The in-
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Figure 5.9: Flow field and velocity profiles of electroconvection with increas-
ing forced flow under influence of a commercial spacer. The flow field is shown
as streamlines colored by the magnitude of the absolute velocity from blue to red.
a) and c) show the experiment with forced flow at Re = 1 and 1000 µA. b) and d)
show the experiment with forced flow at Re = 8 and 1000 µA.

serted spacer adds additional shear, further restricting the possible height

of the EC vortices. As suggested in the previous section, quantification of

the influence of EC in the decreasing boundary layer close to the desalinat-

ing membrane is only possible with smaller particles at a larger magnifica-

tion.

5.4 Conclusions

This chapter describes a newly designed electrochemical module that al-

lows recording of the 3D electroconvective velocity field with forced flow

and inserted spacer structures. The module’s validation against the con-

vectional module design used in this thesis shows good agreement in the

vortex field structure and the velocity profiles. However, the vortex rotation

is inverted, which needs further investigation. This change could originate
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from heterogeneity in the membrane surface due to the casting without af-

fecting the vortex strength.

Despite this difference, we could quantify the superposition of the elec-

troconvective and forced flow profiles with and without an inserted spacer.

Overall, the superposition leads to decreased velocities. The forced flow

profile seems to disrupt the vortex structure of electroconvection at increas-

ing Reynolds numbers. At Re > 0.1, the influence of electroconvection on

the flow profiles vanishes. Analysis of the remaining effect close to the

desalinating membrane demands higher magnification and smaller tracer

particles. Currently used, commercially available particles strongly interact

with the membrane’s surface charge, preventing them from reaching close

to the surface. This challenge can be overcome by newly synthesized par-

ticles with adjustable surface charge, e.g. fluorescent-labeled microgels.

In the future, the proposed method enables us to investigate the changes

in flow profile introduced by a patterned membrane which was already an-

alyzed in the case of a steady electrolyte in Chapter 4. The same ink-jet

technique is suitable to pattern the Nafion-cast glass. Additionally, the com-

bination of surface patterning and tailor-made spacers offers the possibility

of a fully optimized flow field. Small changes in the cell’s design could also

expand its use to study flow or concentration phenomena in channels adja-

cent to a gas-diffusion electrode (GDE) or a single compartment of a flow-

capacitive deionization (FCDI) cell. In both cases, the bottom Nafion-cast

glass slide would be replaced by either a GDE or a conventional electrode.
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6.1 Thesis summary

This thesis was devoted to the detailed exploration and manipulation of

the 3D velocity field that arises in the overlimiting current (OLC) regime

in electrically-driven membrane processes. The OLC region describes

the renewed increase in current density with increasing potential after a

diffusion-limited plateau region. The diffusion limitation is overcome to a

large degree by the additional ion supply close to the membrane due to

convective mixing. A hydrodynamic phenomenon, the so-called electro-

convection, mixes the diffusion boundary layer and transports ion-rich bulk

electrolyte to the membrane. This work is centered around the effects of

electroconvection close to a cation-exchange membrane (CEM) since re-

cent studies indicated that the share of water splitting to the OLC through

CEMs is negligible, see Chapter 1, which allows for an unobstructed view.

Experimental quantification of these chaotic flow patterns has so far only

been carried out in 2D. Numerical direct simulations suggest 3D features,

yet the experimental proof is lacking.

To close this gap, this thesis presented a comprehensive experimental

method for the time-resolved recording and quantification of the 3D elec-

troconvective velocity field near a CEM using micro particle tracking ve-

locimetry (µPTV) described in Chapter 2. With this setup, we quantified

the velocity field of electroconvection from build-up towards steady-state

at multiples of the overlimiting current density, see Chapter 3. In contrast

to simulations, the experiments covered length and time scales typical for

industrial applications. We visualized coherent vortex structures and re-

vealed the changes in the velocity field and its statistics with increasing

current density. Additionally, the proposed method enabled the evaluation

of the rotational direction of the vortex structures.

Furthermore, the diffusion limitation in the plateau region can be over-

come by membrane surface modifications that effectively trigger a hydro-

dynamic instability called electroconvection. One proposed modification

method that has shown promising process improvements is the precise

surface patterning of membranes with microgel suspensions introducing a
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regular surface charge inhomogeneity. However, the influence of the modi-

fication on the formation of electroconvection is still unknown.

Therefore, the setup was used to investigate the impact of membrane

surface modifications on the electroconvective vortex field’s build-up and

its steady-state, see Chapter 4. The modification method increases the

limiting current density and shortens the plateau. 2D direct numerical sim-

ulations supported the experimental approach. The results revealed the

vortex field structure, its rotational direction, and the structural stability in

steady-state for membranes modified with two types of microgels varying

in zeta potential compared to a bare membrane.

Lastly, the interaction of EC with the hydrodynamics in a spacer-filled

electrolyte channel was quantified for the evaluation of the OLC as a pro-

cess regime in industrial processes, see Chapter 5. We first validated a new

module design suitable for µPTV recordings of the pumped electrolyte. The

results showed the suppressing effect of forced flow on the electroconvec-

tive vortices, which got more significant with increasing Reynolds number

and the insertion of a spacer.

6.1.1 3D velocity field and statistics of electroconvection

Chapter 3 reported the transition of EC, which is characterized by changes

in the rotational direction, mean square velocity, and temporal energy spec-

trum with only minor influence on the spatial spectrum. These findings in-

dicated a more significant impact of EC’s structural change on the mean

square velocities and temporal spectra than on the spatial spectra. This

knowledge is a prerequisite for engineering ion-selective surfaces that will

extend the operation range of electrically driven processes beyond the

diffusion-limited Nernst regime.

All in all, the developed technique enabled the first time-resolved quan-

tification of EC’s 3D velocity field even at significant overlimiting currents

in industry-relevant dimensions and time spans. The velocity data further

clarified the vortex structure, its rotational direction, and the velocity statis-

tics.
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The connection between the apparent transition of EC’s vortex structure

and resulting velocity statistics during build-up and increasing current den-

sity still needs further investigation. The additional use of 3D DNSs, which

offer increased resolution close to the membrane, could provide definite

answers. Other influences on the vortex field and its statistics like com-

petitive ion transport [Rogh2020] or temperature gradients [Benn2018c;

Benn2018d] are still vastly unexplored.

6.1.2 Membrane modification for enhanced

electroconvection

Electrically-driven membrane processes suffer from increasing resistances

during operation resulting in a process limitation at high current densities.

This limitation can be overcome by membrane surface modifications that ef-

fectively trigger electroconvection. One proposed modification method that

has shown promising process improvements is the precise surface pattern-

ing of membranes with microgel suspensions introducing a regular surface

charge inhomogeneity [Rogh2019]. However, the influence of the mod-

ification on the formation and hydrodynamics of electroconvection is still

unclear.

We investigated the impact of such surface modifications on the elec-

troconvective vortex field’s build-up using a combination of simulative and

experimental techniques, namely 2D direct numerical simulations and 3D

particle tracking velocimetry. This thesis reported the vortex field structure,

rotational direction, and the structural stability of EC in steady-state.

We showed that the microgel with a significant difference in zeta potential

to the membrane material structures the vortex field and dictates its rota-

tional direction. Although no long-term structure was maintained, the vor-

tex field still differed from the case of a bare membrane. Additionally, this

modification offered complete control of the electroconvective vortex field

during its build-up. These results emphasized the potential of specifically

engineered membrane surfaces for overcoming the limitation of electrically
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driven membrane processes.

Our experiments at increasing current densities revealed a challenge

this modification introduces. Here, an intensive scaling of the membranes

could be observed. We ascribe the appearance of scaling to the bi-polar

character of the patches. Similar to bipolar membranes, which are anion-

and cation-exchange membranes fused together, the positively charged

patches lead to a large electric field gradient between themselves and

the negatively charged membrane. This environment promotes water dis-

sociation, which is enhanced with increasing potential. As explained in

Chapter 4, an increased amount of OH´ results in the formation of CuO or

CupOHq2, which form a crystalline scaling on the membrane.

All in all, despite the appearance of scaling the benefits of this modifi-

cation method show potential for industrial application. Roghmans et al.

[Rogh2019] reported the beneficial effect of the patterns for experiments

at around 1 to 2 ¨ ilim without observing changes in pH or scaling. Con-

sistent with their observation, the experiments reported in this thesis did

not show enhanced scaling for current densities below about 6 ¨ ilim. The

increased current density and a resulting reduction in membrane area up

to this current density would still benefit industrial application.

6.1.3 Electroconvection in application-oriented devices

In the past, only minor attention was paid to the use of the overlimiting

current region as a process regime at an industrial scale. The leading con-

cerns revolved around water splitting being solely the driver in this region.

This view changed only recently, accompanied by a rapid increase in inter-

est. Especially understanding the interaction of EC with water splitting and

the hydrodynamics introduced by spacers is crucial for application-oriented

devices.

Therefore, we designed a novel electrochemical module that allowed to

record the 3D electroconvective velocity field with forced flow and inserted

spacer structures. We validated the module against the convectional mod-

ule design used in Chapter 3 and Chapter 4 of this thesis. The vortex field
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structure and velocity profiles showed good agreement. However, the vor-

tex rotational directions were directed in opposite directions which needs

further investigation.

Despite this difference, we could quantify the superposition of the elec-

troconvective and forced flow profiles at a low Reynolds number with and

without an inserted spacer for the first time. Overall, the superposition led

to decreased velocities. The forced flow profile seemed to disrupt the vor-

tex structure of electroconvection. With increasing Reynolds number, the

flow profile of electroconvection got further suppressed. Analysis of the re-

maining effect close to the desalinating membrane demands higher magni-

fication and smaller tracer particles. Currently used, commercially available

particles strongly interact with the membrane’s surface charge, preventing

them from reaching close to the surface. This challenge can be overcome

by newly synthesized particles with an adjustable surface charge.

The newly generated insights would facilitate the design of spacers that

allow the use of overlimiting current densities and the benefits of EC in

industrial processes at typical Reynolds numbers.

6.2 Outlook

This thesis took a significant step towards the physical understanding

and manipulation of electroconvection in application-oriented devices. Al-

though, there are still some questions and challenges remaining concern-

ing its use in industrial processes. Improved experimental and numerical

methods could provide answers to some of these questions.

6.2.1 Overcoming constraints of experiments

In our experiments, the tracer’s zeta potential limits the measurement of

velocities close to the membrane. Therefore, tracer particles with close to

neutral zeta potential, a diameter of about 1 µm to 3 µm, and a density close

to that of water would enable the resolution of the velocity statistics close
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to the membrane-fluid interface where the vortex-generating body force is

located [Mani2020]. Knowledge of the 3D velocity field in this region would

offer a better understanding of the generation of EC and its interaction with

complex superimposed hydrodynamics.

Microgels offer these specific chemical and physical properties. They

are loose polymeric structures with a high water content. Additionally, their

zeta potential can be tailored by functionalization with differently charged

monomers [Agra2018]. This way, microgels can even be made with a

pH or temperature-sensitive size and zeta potential. Recent advances in

their synthesis methods even overcome the size gap between 1 µm and

5 µm which is the relevant size for application as tracer particles in our

system [Ksia2020]. Especially the exploration of the small-scale influence

of the membrane surface modification discussed in Chapter 4 would

benefit from the use of such novel tracer particles.

Another limitation poses the electrochemical cell’s design. A diverse se-

ries of trial experiments with varying cell designs and configurations sug-

gest key features that need to be fulfilled to measure 3D EC using µPTV.

The most important design features include:

• Optical accessibility

• At least two electrodes and one membrane

• An aspect ratio larger than 2π

• A channel depth smaller than 1 mm for full vortex resolution with our

µPTV setup

In Chapter 3 and 4, the used cell design comprises a copper cathode with

a circular hole to ensure optical access. This electrode was one-sidedly

sealed by gluing a microscope glass slide on top. This approach was pre-

viously compared to an ITO-coated glass electrode. Both showed simi-

lar performance. However, the ITO quickly corroded during experiments.

Therefore, the other option was preferred.
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For further studies, we recommend advancing the approach described in

Chapter 5 which is based on Kang et al. [Kang2020] but uses Nafion-coated

glass instead of Nafion N117 Membranes. The use of Nafion-coated glass

results in well-defined, transparent, and rigid ion bridges. These ion bridges

enable the delocalization of the electrodes and their reactions from the elec-

trolyte channels. Therefore, the cell design is greatly simplified. However,

the implementation of an electrolyte channel between two cation-exchange

membranes still lacks comparability to application-oriented set-ups. An

electrolyte channel between an anion- and cation-exchange membranes

is needed to get closer to industrial electrodialysis conditions. Such a de-

sign could be accomplished by exchanging one of the Nafion-coated glass

slides with an anion-exchange membrane. This anion-exchange mem-

brane also needs to be fixed onto a glass slide. One possibility could be

the use of a novel hydrogel-based homogeneous anion-exchange mem-

brane [Chua2020].

This cell design could also be tuned for the optical analysis of processes

in the slurry-electrode of flow-capacitive deionization (FCDI) channels or in

the electrolyte close to gas-diffusion electrodes (GDEs). In the first case,

one Nafion-coated glass slide could be exchanged for a planar metal elec-

trode that interacts with the slurry. In the second case, the glass slide could

be exchanged for a GDE which would also require implementing a gas

channel beneath.

6.2.2 Overcoming constrains of simulations

The simulation of electroconvective flow, especially in 3D, poses a con-

siderable challenge due to its computational demand [Mani2020]. There-

fore, simplifying assumptions are needed to achieve acceptable run times.

These limitations also influenced our numerical approach reported in Chap-

ter 4.
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Patch simulations

The simulations reported in Chapter 4 were carried out to supplement

the experimental evaluation of velocities with data of concentration and

electric field gradients. The results, while in good qualitative accordance,

did not reflect the significant quantitative impact seen in the experiments

of Roghmans et al. [Rogh2019]. These differences could result from the

large discrepancy in the Debye length between experiment and simulation

as also elaborated in Chapter 3 and by Mani and Wang [Mani2020].

Additionally, the patches are only implemented as heterogeneity in zeta

potential. However, experiments and simulations indicate that the influence

is more complex. A combination of the proposed volume charge method

with conductivity heterogeneity used in Davidson et al. [Davi2016] leading

to an even stronger deflection of the electric field lines and changes in

hydrophobicity reducing energy loss due to friction as in Nebavskaya et al.

[Neba2017] could lead to the experimentally observed effects [Rogh2019].

Another approach pursued during the thesis was using patches with

inhomogeneous charge in terms of a programmed boundary condition.

We used different continuous functions like a sinusoidal distribution with

varying frequencies to mimic non-uniform patches. However, the results

show only insignificant differences.

The study of Druzgalski and Mani [Druz2016] also motivated the step to

3D DNS modeling of different patch geometries seen in Figure 6.1 a). The

governing equations and boundary conditions equal the ones of the 2D

DNSs described in Chapter 4 with the addition of a third spatial dimension.

However, the significantly increased computational demand only allowed

for coarse spatial and temporal resolution and simulation of short periods in

a small geometry. Still, similarities with the 2D DNSs and experiments can

be seen. The build-up of the EC vortex structure in a domain with a stripe

type patch, see Figure 6.1 b), indicates orientation at the patch borders.

Also, a difference in the positioning of the longitudinal vortex rolls between

the positive and negative charge case can be seen. Chapter 4 revealed
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Figure
6.1:

3D
D

N
S

dom
ain

and
results

for
differently

shaped
patches

at
a

potential
difference

of
30

V
t

a)
D

om
ain

and
boundary

conditions
ofthe

3D
directnum

ericalsim
ulations.

The
dom

ain
has

a
square

base
shape

betw
een

a
m

ixed
reservoir,

an
idealcation-exchange

m
em

brane,
and

four
periodic

boundaries.
The

three
illustrations

show
the

stripe,
circle,

and
square

type
patches.

b)
D

evelopm
entofthe

vortex
field

in
case

ofa
square

patch
w

ith
positive

charge
betw

een
0.5

m
s

and
2

m
s,and

com
parison

to
the

negative
charge

case
at

2
m

s.
c)

Further
developm

ent
of

the
vortex

field
betw

een
5

m
s

and
10

m
s,

and
com

parison
to

the
neutralcharge

case
at10

m
s.d)C

om
parison

ofthe
vortex

field
betw

een
allpatch

types
w

ith
a

positive
charge

and
the

neutralcharge
case

at2
m

s.In
a),b),and

c),coherentvortex
structures

are
plotted

as
isosurfaces

w
ith

grayscale
coloring

forvisualguidance.
The

w
hite

dotted
lines

indicate
patch

borders.

132



6

6.2. Outlook

that, while 2D DNSs predict long-term stability of the vortex field at patches,

the stabilizing effect was not confirmed in the experiments. The same result

is obtained in 3D DNSs. Figure 6.1 c) shows the Development of the vortex

field at the stripe type patch between 5 ms to 10 ms. The strict orientation

seen in Figure 6.1 b) is already disturbed at 5 ms and completely lost at

10 ms. In the last shown time step, the vortex field also slightly differs from

the case without a patch. Figure 6.1 d) shows a comparison of the vortex

field structures of all simulated cases with a positive charge and the neutral

charge case at 2 ms. All patches lead to a structuring of the vortex field at

their borders. However, the neutral charge case also results in a structure

similar to the circular patch case. This unexpected shape of the vortex field

could indicate inaccurate time and space resolution, resulting in feedback

over the periodic boundary conditions. Therefore, the results are valid to

only a limited degree.

In the future, 3D DNSs of a patterned membrane with acceptable spatial

and temporal resolution could shed light on the stability difference between

2D and 3D. However, the boundary of the great computational demand of

3D DNSs for detailed EC parameter studies needs to be overcome. The

implementation of a model with statistically averaged equations could es-

sentially reduce computational effort.

Statistical averaged equation

Druzgalski et al. [Druz2013; Druz2016] described a set of statistically aver-

aged Navier-Stokes, Nernst-Planck, and Poisson equations with three un-

closed terms. They calculated these terms based on their DNS data. How-

ever, the resulting values always only correspond to the specific calculated

case. To formulate a fully closed set of equations, additional equations that

predict the unclosed terms are inherently needed. Such equations could

be derived from and validated with the velocity statistics presented in this

work. A promising technique is the so-called inverse macroscopic forcing

method (IMFM), which acts as a numerical rheometer measuring the eddy

diffusivity operator [Mani2021]. A combination of IMFM with our experi-
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mental velocity data will allow the fast determination of the zeroth moment

of the eddy diffusivity kernel used as a sufficient closure for the dominant,

fluctuating advection term [Druz2013; Druz2016].

As the unclosed terms depend on a fluctuating velocity component, the

extension of the experimental analysis to the fluctuating cation and anion

concentrations would complete the statistical picture of electroconvection

(EC). Current studies only qualitatively investigate the temporal and spatial

evolution of concentrations during EC with low temporal resolution. Ad-

vances in developing methods capable of analyzing concentration gradi-

ents with high temporal and 3D spatial resolution would close this gap.

6.2.3 Implications for industrial use of overlimiting

currents

The use of overlimiting currents (OLCs) in industrial-scale applications is

avoided mainly because of two challenges: First, the increased energy de-

mand in the OLC region [Lee2002] and, second, the occurrence of intense

water splitting, especially at anion-exchange membranes [Niko2014]. How-

ever, multiple studies are highlighting the benefits of the OLC. For example,

Beaulieu et al. [Beau2020] reported an increase in water splitting but also

in ion recovery and a decrease of scaling in a lab-scale electrodialysis pro-

cess.

In this thesis, we provided the first insight into the hydrodynamics of the

3D electroconvective vortex field. The statistical analysis of our results in

Chapter 3 could lead to the development of a fully closed set of statisti-

cally averaged equations. Such equations could be used to run simulations

including EC on a membrane module scale allowing for macroscopic opti-

mization for OLCs.

The insights on the hydrodynamic influence of membrane surface modi-

fications in Chapter 4 should be expanded and optimized on a larger scale.

Roghmans et al. [Rogh2019] already proved their effectiveness for reducing

the plateau length and increasing the limiting current density of an electro-
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dialysis process. Both effects reduce the energy demand of OLCs. Further,

improvement of membrane surface modification methods could lead to a

complete vanishing of the plateau region.

Processes utilizing such membranes would be profitable in the OLC

region if the investment cost reduction of a smaller needed membrane

area exceeds the increased energy cost. Additionally, the vanishing of

the plateau region would also counteract the challenge of water splitting.

Processes could be optimized to run at low enough potentials to avoid ex-

tended water splitting while still being in the OLC region. The reachable cur-

rent densities will directly correlate with further advances in the preparation

of ion-exchange membrane materials that do not catalyze water splitting.

In Chapter 5, we give first insights on the interaction of the flow field

in spacer-filled channels with electroconvection. Although we identify a

range of Reynolds numbers where electroconvection is measurable, the

additional relation between EC and water splitting still needs further clari-

fication. Additionally, specific spacer designs either decrease or increase

the size of the stagnant boundary layer. Both cases are reported to en-

hance EC in small-scale devices [Kim2017; Kim2021]. Balster, Stamatialis,

and Wessling [Bals2010] also reported that ion-conductive spacers further

increase the current density by allowing EC to develope at the spacer it-

self. Furthermore, the combination of patterned membranes, which were

analyzed in Chapter 4, with forced flow and tailored spacer structures could

enable mixing of the complete flow channel.

As a last step, the scale-up of these concepts to larger modules, higher

flow velocities and larger overlimiting currents will validate their usability in

industry-scale processes.

6.2.4 Further applications of electroconvection

Adequate mixing of fluids in microfluidic applications proves to be a contin-

uous challenge due to the low Reynolds numbers achieved in microfluidic

channels [Lee2018]. Micromixers based on electrokinetic energy input of-

fer high energy efficiencies, controllability, and robustness [Huo2020]. In
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these types of mixers, a key is the localized inducing of electroconvective

(EC) vortices e.g. at electrodes [Zhan2018] or nanochannels [Chiu2013;

Liu2020].

The cell described in Chapter 5 offers an easy to assemble design

where EC can be locally triggered at the channel walls. In combination with

the insights of Chapter 4, control of the shape of EC could be achieved

by tuning the material surface properties with surface modifications like

microgel patterning. With this technique, even switchability of the EC

vortex positions is possible if external triggers like pH or temperature adjust

the pattern’s properties.

Recent studies also describe vastly unexplored conditions for the evolu-

tion of EC, for example, during electrolysis [Pand2021] and even through

a macroporous membrane [Lee2021]. These novel insights open up new

potential uses of EC.

All in all, electroconvection offers improvement for established processes,

but also a wide range of new applications in manifold fields of research.

This thesis contributes important knowledge on the 3D EC vortex field,

its velocity statics, and the interaction with membrane surface modifica-

tions, forced-flow, and spacer hydrodynamics. The developed quantifica-

tion methods will be useful to also analyze more complex settings and ap-

plications. Our efforts bring us one step closer not only to reduce the costs

of desalination but also to solve the global water scarcity problem.
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