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Collaborative training of medical 
artificial intelligence models 
with non‑uniform labels
Soroosh Tayebi Arasteh 1, Peter Isfort 1, Marwin Saehn 1, Gustav Mueller‑Franzes 1, 
Firas Khader 1, Jakob Nikolas Kather 2,3,4,5, Christiane Kuhl 1, Sven Nebelung 1,6 & 
Daniel Truhn 1,6*

Due to the rapid advancements in recent years, medical image analysis is largely dominated by deep 
learning (DL). However, building powerful and robust DL models requires training with large multi-
party datasets. While multiple stakeholders have provided publicly available datasets, the ways in 
which these data are labeled vary widely. For Instance, an institution might provide a dataset of chest 
radiographs containing labels denoting the presence of pneumonia, while another institution might 
have a focus on determining the presence of metastases in the lung. Training a single AI model utilizing 
all these data is not feasible with conventional federated learning (FL). This prompts us to propose 
an extension to the widespread FL process, namely flexible federated learning (FFL) for collaborative 
training on such data. Using 695,000 chest radiographs from five institutions from across the globe—
each with differing labels—we demonstrate that having heterogeneously labeled datasets, FFL-based 
training leads to significant performance increase compared to conventional FL training, where only 
the uniformly annotated images are utilized. We believe that our proposed algorithm could accelerate 
the process of bringing collaborative training methods from research and simulation phase to the real-
world applications in healthcare.

Artificial intelligence (AI) is widely expected to reshape medicine in the next decade1. The development of robust 
and clinically useable AI models hinges however on the availability of large and multi-institutional datasets as 
illustrated by recent publications that have advanced the field in many different areas covering diagnosis and 
prognosis of diseases in radiological2,3 and histopathological4–6 use-cases. One solution to use multi-institutional 
datasets is conventional federated learning (FL)7–9 in which the AI model is sent to multiple collaborating centers 
for training. However, this paradigm requires that the model sees data that is labeled in exactly the same way 
at each center, i.e. if one center has labeled the presence of pneumonia in its dataset, all the other participat-
ing centers also need to label their data with the presence of pneumonia2,10–13. While these requirements can 
be met if the study is carefully planned before the start of data acquisition, in more realistic scenarios, centers 
often already possess large data that has been individually labeled. In medicine in particular, labels might differ 
quite dramatically, since the labeling process is complex and since there is no standardized way of labeling the 
presence of a disease14–16. Labels might often be created by two different centers and might be closely related yet 
appear completely separate to the algorithm that is to be trained. For example, center A might have annotated 
a dataset of thoracic radiographs with binary labels about the presence of cardiomegaly, while center B might 
have decided to label another dataset of thoracic radiographs with binary labels about the presence of lung 
congestion. Both labeling schemes are related and there is mutual information in the labels, since patients with 
an enlarged heart are more prone to lung congestion, however, conventional FL does not allow to jointly train 
a model with these data17.

In this study, we propose flexible federated learning (FFL) as a solution to this impediment on collabora-
tion. In our architecture we divide the classification network into a classification head and a feature extraction 
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backbone. The backbone is shared between all sites and weights are jointly trained in a FL scheme. The classifi-
cation head on the other hand can be tailored to the local data with an individual loss function, see Fig. 1. Our 
goal was to collaboratively and securely train a common backbone network using all data from separate data 
owners utilizing all available labels. Our hypothesis was that this backbone network learns to extract features 
that are relevant for the classification of related, but different tasks and that using such a common—and jointly 
trained—backbone improves classification accuracy for each participating center. We tested this hypothesis on 
five multicentric datasets comprising a total of over 695,000 thoracic radiographs. The labels assigned to the 
radiographs from each of the five centers differed, but were related and carried similar information content, thus 
providing the ideal testing ground for our paradigm.

Results
FFL trains medical classification models with superior performance on non‑overlapping 
labels.  We first test our hypothesis that FFL performs superior to conventional FL in a prototypical setting 
with high-quality data. We utilized two datasets that were both manually labeled by expert radiologists: VinDr-
CXR18,19, a public dataset of thoracic radiographs and UKA-CXR, a private dataset of intensive care thoracic 
radiographs20. Labels for both datasets were different, such that training in a conventional FL setting was not 
possible. In particular, UKA-CXR has labels for a dedicated set of pathologies for each patient side (e.g., left lung 
and right lung), while VinDr-CXR utilizes a different set of pathologies and global labels (indicating the pres-
ence of a disease in the left or the right lung), see Table 1 and Fig. 2A. We chose two distinct label categories in 
each dataset that have overlapping information content: cardiomegaly and pleural effusion for VinDr-CXR and 
right pleural effusion and left pneumonic infiltrates for the UKA-CXR dataset. Subsequently we trained a ResNet21 
within our FFL scheme on the full UKA-CXR dataset (n = 122,294 training images) and on varying amounts of 
data from VinDr-CXR (n = 2000, 5000, and 15,000). When tested on a held-out benchmark test set of VinDr-
CXR, the average area under the receiver-operator-curve (AUROC) was significantly higher when applying FFL 
as compared to local training (0.90 ± 0.02 vs. 0.86 ± 0.04; p = 0.001). We observed a similar trend when increasing 
the training set to n = 5000 (0.92 ± 0.02 vs. 0.90 ± 0.01; p = 0.003) and n = 15,000, i.e., the full dataset (0.95 ± 0.01 

Figure 1.   Overview of the flexible federated learning (FFL) process. (A) Three separate data centers intend 
to train AI models for the prediction of different diseases. (B) Conventional federated learning: only center 1 
and center 3 who have overlapping objectives can collaborate on training a neural network for the detection 
of cardiomegaly only. (C) FFL: all centers collaborate to train a common backbone network and individual 
classification heads using all their data. (D) For classification, each center employs the common backbone and 
the local classification head.
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vs. 0.94 ± 0.02; p = 0.035). Thus, in all of these experiments, FFL improved performance as compared to local 
training.

FFL trains medical classification models with superior performance on partly overlapping 
labels.  Next, we extended the available classification labels to comprise seven categories in each dataset. 
Part of these labels overlap, e.g., cardiomegaly, while others again denote distinct categories. This reflects a more 
realistic scenario in which both sites have independently labeled their data on common pathologies, but differ in 
the details of their labeling approach. In particular, for the VinDr-CXR dataset we employ the labels no finding, 
aortic enlargement, pleural thickening, cardiomegaly, pleural effusion, pneumothorax, and atelectasis and for the 
UKA-CXR dataset we employ cardiomegaly, pleural effusion right, pleural effusion left, pneumonic infiltrates right, 
pneumonic infiltrates left, atelectasis right, and atelectasis left.

By analogy with the first experiment we compared local training to FFL-based training for subsets of n = 2000, 
n = 5000, and n = 15,000 labeled radiographs. Again, when tested on the held-out benchmark test set of VinDr-
CXR, the average AUROC was higher when applying FFL as compared to local training (0.78 ± 0.06 vs. 0.77 ± 0.08; 
p = 0.340). Similar results were observed when increasing the training set to n = 5000 (0.82 ± 0.05 vs. 0.79 ± 0.07; 
p = 0.010) and n = 15,000, i.e., the full dataset (0.84 ± 0.05 vs. 0.83 ± 0.09; p = 0.180), see Table 2 and Fig. 2B. Thus, 
FFL improves performance of classification models on partly overlapping data as compared to local training.

FFL is scalable.  To examine if FFL keeps its advantageous properties when trained on truly large and diverse 
multi-centric datasets, we perform the following experiment: we employ five independent cohorts of thoracic 
radiographs who each are trained on five labels: (1) the VinDr-CXR dataset (n = 15,000) with labels includ-
ing no finding, aortic enlargement, pleural thickening, cardiomegaly, and pleural effusion; (2) the ChestX-ray1422 
dataset (n = 86,524) with labels including cardiomegaly, effusion, pneumonia, consolidation, and no finding; (3) 
the CheXpert23 dataset (n = 128,356) with labels including cardiomegaly, lung opacity, lung lesion, pneumonia, 
and edema; (4) the MIMIC-CXR24,25 dataset (n = 210,652) with labels including enlarged cardiomediastinum, 
consolidation, pleural effusion, pneumothorax, and atelectasis; and (5) the UKA-CXR dataset (n = 122,294) with 
labels including pleural effusion left, pleural effusion right, cardiomegaly, pneumonic infiltrates left, and pneumonic 
infiltrates right. It should be noted that only the UKA-CXR and the VinDr-CXR dataset have labels that were 
manually set by medical experts, while the remaining three datasets have labels extracted from natural language 
processing of radiological reports. For each of the five cohorts, we performed local training and compared it to 
training within our FFL framework for hold-out test set of each cohort. In all cohorts, FFL-based training out-
performed local training in terms of the average AUROC (VinDr-CXR: 0.885 ± 0.049 vs. 0.867 ± 0.045, p = 0.001; 
ChestX-ray14: 0.744 ± 0.080 vs. 0.744 ± 0.076, p = 0.363; CheXpert: 0.797 ± 0.061 vs. 0.796 ± 0.064, p = 0.243; 
MIMIC-CXR: 0.786 ± 0.066 vs. 0.772 ± 0.072, p = 0.004; UKA-CXR 0.918 ± 0.031 vs. 0.916 ± 0.031; p = 0.001, 
respectively), see Table 3 and Fig. 2C. Thus, even though we observe a saturation effect if the local data com-
prises thousands of thoracic radiographs, FFL improves performance as compared to local training and can still 
be used if the data is labeled with vastly different labeling regimes.

Discussion
AI models are becoming increasingly important in modern medicine and are currently reaching a stage in which 
they can improve patient care and render medical processes more efficient26–35. However, the biggest limitation in 
the development of such data-driven AI models, is their need to access large amounts of annotated data for train-
ing. For this, stakeholders need to be able to collaborate on a large scale without jeopardizing patient privacy36. 
Only through such multi-institutional collaboration can robust AI models be trained that make the transition 
from bench to bedside36. Federated learning has been proposed as a solution that allows multiple institutions, 
individuals, or data providers to collaborate in training AI models without sharing any data with each other2,37. 
This paradigm works well if the data is homogeneously labeled, i.e., if all participating institutions use the same 
labeling procedure. However, it is the norm rather than the exception that different data providers have similar 
data but have labeled the data in a seemingly incompatible fashion. Conventional federated learning cannot deal 
with this situation and new solutions are required. We provide this solution by proposing FFL as a framework 
for the training on data that is not uniformly labeled. We test this paradigm on a big multi-institutional database 
of over 680,000 thoracic radiographs from five different hospitals covering the US, Asia and Europe and we find 
that FFL consistently improves the performance of deep learning models over a wide variety of pathologies.

Our study has limitations. First, we performed all the experiments in a proof-of-concept setup, i.e., within 
one institutional network, thus the setup is only a simulation of the real situation. However, the setting in which 

Table 1.   Results of the comparison between local and FFL-based training of VinDr-CXR dataset with non-
overlapping labels for different training set sizes, tested on the VinDr-CXR benchmark. Average area under 
the receiver-operator-curve (AUROC) over cardiomegaly and pleural effusion. The FFL was performed in 
combination with UKA-CXR dataset of n = 122,294 images with two different labels including pleural effusion 
right and pneumonic infiltrates right.

Local VinDr 2K FFL VinDr 2K Local VinDr 5K FFL VinDr 5K Local VinDr 15K FFL VinDr 15K

AUROC 0.86 ± 0.04 0.90 ± 0.02 0.90 ± 0.01 0.92 ± 0.02 0.94 ± 0.02 0.95 ± 0.01

P-value 0.001 0.003 0.035
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multiple institutions—each with their own network—perform FFL was simulated realistically, by keeping the 
datasets strictly separate and distributing them to different computing entities. Second, we only tested convolu-
tional neural networks, in particular a ResNet50 architecture. We made that choice to demonstrate our proof-of-
concept on one of the most widely used architectures38–41. Recently, more general network architectures such as 
transformers42–44 have been proposed and may become more important in the future. However, it can be assumed 
that Transformer architectures may similarly profit from FFL, potentially even stronger than convolutional 
neural networks since they usually require even bigger data to converge. Third, we only demonstrated FFL for 
the case of chest radiographs. This is due to the unique availability of public datasets that allow for the study to 
be performed and to be repeated by other researchers. FFL is not specific to chest X-ray analysis, though. Future 
works will employ FFL in different domains such as gigapixel imaging in pathology45,46, and in 3-dimensional 
volumetric medical imaging such as magnetic resonance imaging and computed tomography.

Our proposed flexible federated learning scheme provides a new way of thinking about collaborative learning. 
With FFL data does not need to be labeled in an identical fashion at every institution. Rather, machine learning 
researchers can tap into the vast amount of data that has been labeled heterogeneously and utilize it to train their 
models on truly big data. This brings secure and privacy-preserving multi-institutional collaboration to the next 
level and allows the training of models on truly big data.

Methods
Ethics statement.  The methods were performed in accordance with relevant guidelines and regulations 
and approved by ethical committee of the Medical Faculty of RWTH Aachen University. Where necessary, 
informed consent was obtained from all subjects and/or their legal guardian(s).

Patient cohorts.  VinDr-CXR18,19 is a cohort containing a total of n = 18,000 frontal chest X-ray (CXR) 
images manually labeled by radiologists. The official training and the benchmark test sets include n = 15,000 and 
n = 3000 images, respectively. The available labels consist of 27 different diseases including aortic enlargement, 
atelectasis, calcification, cardiomegaly, clavicle fracture, consolidation, edema, emphysema, enlarged pulmonary 
artery, interstitial lung disease, infiltration, lung opacity, lung cavity, lung cyst, mediastinal shift, nodule/mass, pleu-
ral effusion, pleural thickening, pneumothorax, pulmonary fibrosis, rib fracture, other lesion, chronic obstructive 
pulmonary disease, lung tumor, pneumonia, tuberculosis, other diseases as well as the no finding label.

ChestX-ray1422 dataset contains a total of n = 112,120 frontal X-ray images from 30,805 unique patients47. 
The dataset contains labels for 14 diseases including atelectasis, cardiomegaly, effusion, infiltration, mass, nodule, 
pneumonia, pneumothorax, consolidation, edema, emphysema, fibrosis, pleural thickening, hernia and also for 
no finding. The labels were automatically generated from radiology reports using natural language processing 

Table 2.   Results of the comparison between local and FFL-based training of VinDr-CXR dataset with 
overlapping labels for different training set sizes, tested on the VinDr-CXR benchmark. Average AUROC 
values over no finding, aortic enlargement, pleural thickening, cardiomegaly, pleural effusion, pneumothorax, and 
atelectasis. The FFL was performed in combination with UKA-CXR dataset of n = 122,294 images with 7 other 
labels including cardiomegaly, pleural effusion right, pleural effusion left, pneumonic infiltrates right, pneumonic 
infiltrates left, atelectasis right, and atelectasis left.

Local VinDr 2K FFL VinDr 2K Local VinDr 5K FFL VinDr 5K Local VinDr 15K FFL VinDr 15K

AUROC 0.77 ± 0.08 0.78 ± 0.06 0.79 ± 0.07 0.82 ± 0.05 0.83 ± 0.09 0.84 ± 0.05

P-value 0.340 0.010 0.180

Table 3.   Results of the comparison between local and FFL-based training for 5 different datasets. Average 
AUROC values over all included labels for each dataset, tested on the test benchmark of the corresponding 
dataset. The FFL process for each dataset was performed in combination with the other 4 datasets including 5 
different labels for each dataset.

Dataset name Training set size Included labels Training setup AUROC P-value

VinDr-CXR n = 15,000 No finding, aortic enlargement, pleural thickening, cardio-
megaly, pleural effusion

Local 0.867 ± 0.045
0.001

FFL 0.885 ± 0.049

ChestX-ray14 n = 83,525 Cardiomegaly, lung opacity, lung lesion, pneumonia, edema
Local 0.744 ± 0.076

0.363
FFL 0.744 ± 0.080

CheXpert n = 126,141 Cardiomegaly, lung opacity, lung lesion, pneumonia, edema
Local 0.796 ± 0.064

0.243
FFL 0.797 ± 0.061

MIMIC-CXR-JPG-v2.0 n = 237,972 Enlarged cardiomediastinum, consolidation, pleural effusion, 
pneumothorax, atelectasis

Local 0.772 ± 0.072
0.004

FFL 0.786 ± 0.066

UKA-CXR n = 122,297 Pleural effusion left, pleural effusion right, cardiomegaly, pneu-
monic infiltrates left, pneumonic infiltrates right

Local 0.916 ± 0.031
0.001

FFL 0.918 ± 0.031
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techniques. We adopted the original proposed benchmark test subset including n = 25,596 images and utilized 
the rest of the n = 86,524 images as training.

CheXpert23 dataset v1.0 contains n = 224,316 chest radiographs of 65,240 patients. Out of these, 157,676 
images are frontal chest radiographs. All the images are automatically labeled based on radiology reports utilizing 
a natural-language-processing-based labeler. The available labels include atelectasis, cardiomegaly, consolidation, 
edema, enlarged cardiomediastinum, fracture, lung lesion, lung opacity, pleural effusion, pleural other, pneumonia, 
pneumothorax, support devices, and no finding. Unlike ChestX-ray14 and VinDr-CXR datasets which consist of 
binary labels, CheXpert labels include 4 different classes of “positive”, “negative”, “uncertain”, and “not mentioned 
in the reports”. The “uncertain”’ label can capture both the uncertainty of a radiologist in the diagnosis as well as 
ambiguity inherent in the report23. We divided the dataset to 80% training and 20% test.

MIMIC Chest X-ray JPG (MIMIC-CXR-JPG) database v2.0.024,25 consists of 377,110 CXR images includ-
ing n = 210,652 frontal images for training, 1691 frontal images for validation, and 2844 frontal images for test. 
MIMIC-CXR-JPG provides free-text radiology reports associated with the images. Furthermore, 2 separate sets 
of labels generated using the labelers from CheXpert23 and NegBio48, an open-source rule based tool for negation 
and uncertain detection in radiology reports, are provided. We used the labels generated based on the CheXpert 
labeler in order to be consistent with the CheXpert dataset.

Finally, we employed UKA-CXR20, a large internal dataset of chest radiographs from RWTH Aachen Univer-
sity Hospital. The dataset consists of n = 193,361 frontal CXR images, all manually labeled by the radiologists. The 
available labels include pleural effusion, pneumonic infiltrates, atelectasis, and pneumothorax, each one separately 
for right and left parts, and cardiomegaly. The labeling system for cardiomegaly included 5 classes of “normal”, 
“uncertain”, “borderline”, “enlarged”, and “massively enlarged”. For the rest of the labels, 5 classes of “negative”, 
“uncertain”, “mild”, “moderate”, and “severe” were used. Data were split into 75% training and 25% testing data 
using patient-wise stratification, but otherwise completely random allocation. It is worth noting that, in none of 
the datasets, there was any overlap between training and test cohorts.

Data pre‑processing.  ChestX-ray14, CheXpert, and MIMIC-CXR-JPG-v2.0 datasets were readily available 
in PNG standard formats. All the image pixels of the datasets which were only available in digital imaging and 
communications in medicine (DICOM) format, i.e., VinDr-CXR and UKA-CXR, were extracted and converted 
into PNG. The DICOM field PhotometricInterpretation was used to determine whether the pixel values were 
inverted, and if necessary images were inverted24. Only the frontal images were used during the experiments. We 
followed the same pre-processing scheme for all datasets. All the images were resized to (512 × 512) resolution. 
Afterwards, a normalization scheme as described before by Johnson et al.24 was utilized by subtracting the lowest 
value in the image, dividing by the highest value in the shifted image, truncating values, and converting the result 
to an unsigned integer, i.e., the range of [0, 255]. Finally, using Python’s OpenCV library, histogram equalization 
was performed by shifting pixel values towards 0 or towards 25524.

A binary diagnosis paradigm was chosen for all the experiments. ChestX-ray14 and VinDr-CXR datasets 
included binary labels by design. For the CheXpert dataset (and subsequently for the MIMIC-CXR-JPG-v2.0 
dataset), all the 3 classes of “negative”, “uncertain”, and “not mentioned in the reports” were treated as the nega-
tive class and only the original “positive” class was treated as the positive class. For the UKA-CXR dataset, the 
“negative” and “uncertain” classes (“normal” and “uncertain” for cardiomegaly) were treated as negative, while 
the “mild”, “moderate”, and “severe” classes (“borderline”, “enlarged”, and “massively enlarged” for cardiomegaly) 
were treated as positive.

Flexible federated learning (FFL) scheme.  The backbone architecture of all networks at all sites was 
identical by using shared weights of a ResNet5021. After each iteration, the locally updated weights were pooled 
and averaged and the updated backbone weights were sent back to the sites for the next iteration.

The network head, i.e., the classification layer, was individual to each site and its updates were not aggregated 
during FFL. This allowed for different classification problems to be backpropagated at each site and made it pos-
sible to use data with labels that are unique to each site. For the classification head we employed a fully connected 
neural network layer as described below. After convergence each site was allowed to perform additional training 
rounds without central aggregation (i.e., neither of the backbone, nor the classification head) for fine-tuning.

The situation with multiple separate data centers was simulated by isolating each center on a virtual machine 
within the same network and on the same bare-metal computer. This is slightly different from the real situation 
in which virtual machines would be set up in different networks, but linked through a common virtual private 
network. However, there is no principal difference to the real setup.

Deep learning training procedure.  We performed data augmentation during training by applying 
medio-lateral flipping with a probability of 0.5 and random rotation in the range of [0, 10] degrees. The ResNet50 
architecture was employed as a backbone architecture. We followed the same 50-layer implementation proposed 
by He et al.21, where the first layer included a ( 7× 7) convolution producing an output image with 64 channels. 
The inputs to the network were (512× 512× 3) images in batches of size 16. Last layer included a linear layer 
which reduced the ( 2048× 1) output feature vectors to the desired number of diseases to be predicted for each 
case. The sigmoid function was utilized to convert the output predictions to individual class probabilities. The 
full network contained a total of 23,512,130 trainable parameters.

All models were optimized using the Adam49 optimizer. During FFL training of the backbone, a learning 
rate of 5× 10

−5 was chosen. Whereas a learning rate of 9× 10
−5 was selected for the training of individual clas-

sification heads. As loss function, we chose the binary weighted cross-entropy with inverted class frequencies 
of the training data as loss weights. It is worth mentioning that even though in our implementation the choice 
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of the loss function type was the same in all networks, as the objectives were not the same, every classification 
head had an independent loss function.

Quantitative evaluation.  The area under the receiver-operator-curve (AUROC) was used as the primary 
evaluation metric. Accuracy, sensitivity, and specificity were utilized as further evaluation metrics. We reported 
the average AUROC over all the labels for each experiment, while the individual AUROC of different labels, 
as well as accuracy, sensitivity, and specificity are reported in the supplemental material (see Tables  S3–S5). 
It should be noted that we followed a multilabel classification paradigm, where multiple diseases could have 
positive labels given an image. Therefore, we optimized the average performance of the networks over all the 
diseases, as opposed to optimizing per disease.

Statistical analysis.  Bootstrapping was employed with 1000 redraws for each measure to determine the 
statistical spread and calculate p-values for differences50. For the calculation of sensitivity and specificity scores, a 
threshold was chosen according to Youden’s criterion51, i.e., a threshold that maximized (true positive rate–false 
positive rate).

Hardware.  The hardware used in our experiments were Intel CPUs with 18 cores and 32  GB RAM and 
Nvidia RTX 6000 GPUs with 24 GB memory.

Data availability
ChestX-ray14 data is publicly available under https://​www.​v7labs.​com/​open-​datas​ets/​chestx-​ray14. VinDr-CXR 
and MIMIC-CXR-JPG data are restricted-access resources, which can be accessed from PhysioNet by agreeing 
to its data protection requirements under https://​physi​onet.​org/​conte​nt/​vindr-​cxr/1.​0.0/ and https://​physi​onet.​
org/​conte​nt/​mimic-​cxr-​jpg/2.​0.0/, respectively. CheXpert data can be requested from Stanford University at 
https://​stanf​ordml​group.​github.​io/​compe​titio​ns/​chexp​ert/. The UKA-CXR data is not publicly accessible as it is 
internal data of patients of the University Hospital RWTH Aachen. A reasonable request from the corresponding 
author is required for accessing the data.

Code availability
All source codes for training and evaluation of the deep neural networks, collaborative learning, data augmen-
tation, CXR image analysis, and preprocessing is publicly available at https://​github.​com/​tayeb​iaras​teh/​chestx. 
All code for the experiments was developed in Python 3.8 using the PyTorch 1.4 framework. The collaboratibe 
learning process was developed using PySyft 0.2.952.
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