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1. Introduction  
 

1.1 General overview of Positron Emission 
Tomography (PET)  

 

Positron emission tomography (PET) is considered 

a significant clinical and preclinical imaging 

technique in vivo. It has become an established 

method to measure metabolic tissue functions. PET 

uses radioactively labeled, metabolic molecules for 

quantitative in vivo measures of the biochemical and 

physiological functions. The heart of the PET 

technique is the radioactive decay and the 

annihilation process.  The positron is emitted when 

the radioactive atom decays, then the positron 

annihilates with an electron, thus resulting in the 

emission of high-energy photons.  Tracking the 

resulting gamma photons from the annihilation is the 

basis of PET imaging (Cherry & Dahlbom 2006; 

Khalil 2011; Nuyts 2015). Figure 1.1 shows the 

general aspects of the beta decay and the 

annihilation process. PET has many branches of 
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applications, the main application is the diagnosis in 

oncology, further, we can find it in the diagnosis of 

some neurological and psychiatric disorders, 

receptor binding, metabolism, and quantification of 

physiologic functions such as cerebral blood flow 

(Ping et al. 2008; Derlin et al. 2018; Langer 2010; 

Meyer et al. 2020; Portnow et al. 2013; Sehlin et al. 

2019). 

 

 

 

 

 

Figure 1. 1 The β+ decay, positron emission and the 

annihilation process responsible for the production of the 

two 511 keV  gamma photons.  
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The average positron range in the matter is rather 

short (see figure 1.1), and it depends on the 

properties of the matter it is interacting with and the 

energy of the positron.  Different radioactive 

isotopes are used in PET imaging e.g., 18F, 11C, 15O, 

etc.  Furthermore, the isotopes must be combined 

with some biological substrates such as water H2O, 

CO2, glucose, and many others according to the 

target for the PET imaging. Applying the tracer 

principle, many kinetic studies can be provided 

using PET scanning (Badawi 2001; Zaidi 2006; 

Schwaiger & Wester 2011).  

 

1.1.1 Underlying elementary processes 
 

A radioactive isotope is an atom with an unstable 

nucleus.  The unstable nuclei use decay to achieve a 

more stable state. Different radioactive decay types 

exist: i.e., gamma decay (γ-decay), alpha decay (α-

decay), and beta decay (ß-decay).  The positron 

emission relevant for PET scan is caused by beta 

plus decay (ß+ decay) (Cherry & Dahlbom 2006; 
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Khalil 2011; Nuyts 2015; Badawi 2001). During the 

beta plus decay, the inside the unstable nuclide one 

proton (p) transforms into a neutron (n) and emits a 

positron (positively charged electron e+) and a 

neutrino (ν): “p →   n + ß+ + v” (Cherry & Dahlbom 

2006; Khalil 2011; Nuyts 2015). The activity is 

defined as the total number of decays per unit time 

(normally one second), The radioactive decay 

process is a random process following an 

exponential law, where the half-life of the nuclide is 

defined as the time interval in which the activity 

reaches half of the initial activity. These aspects are 

described by equation 1.1 below (Bailey & Humm 

2014): 

  𝐴𝐴(𝑡𝑡) = 𝐴𝐴(𝑡𝑡0)𝑒𝑒−𝜆𝜆𝜆𝜆         

                      with      𝜆𝜆 = 𝑙𝑙𝑙𝑙2
𝑡𝑡1 2⁄

 ,                 (1.1) 

where 𝐴𝐴(𝑡𝑡) is the activity which is left at a certain 

time 𝑡𝑡 , 𝐴𝐴(𝑡𝑡0) is the initial activity at the time 𝑡𝑡0, and 

𝜆𝜆 is the decay constant which is indirect proportional 

to the half-life, and 𝑡𝑡1 2⁄  is the half-life. (Bailey & 

Humm 2014; Cherry & Dahlbom 2006). 



5 
 

The positron range in solid and liquid matter is 

rather short, and there are several different ways the 

positrons interact with matter. The four main 

interaction types of the positron are Bremsstrahlung, 

ionization, inelastic scattering, multiple elastic 

scattering (Rutherford scattering), and annihilation, 

where annihilation is the relevant interaction that 

enables the PET imaging principle (Bailey & Humm 

2014; Cherry & Dahlbom 2006). Before the positron 

annihilates, in general it forms a bound state with the 

electron, called positronium. Positronium has a short 

lifetime of approximately 100 ns in gases, 100 ps in 

metals, and values in around 1.9 ns depending on the 

chemical environment e.g., oxygen concentration 

(pO2) (Shibuya et al. 2020; Zgardzińska et al. 2020; 

Schwarz et al. 2019). In the annihilation process, all 

the energy of the combined positron electron pair is 

converted into radiation (Khalil 2011; Nuyts 2015; 

Badawi 2001).  

In the annihilation process, both positron and 

electron convert their mass into energy and produce 

a pair of two gamma photons of 511 keV energy 



6 
 

which are traveling in opposite directions (see figure 

1.1), and whose energy is given through Einstein's 

mass-energy equivalence equation 1.2 bellow 

(Bailey & Humm 2014; Cherry & Dahlbom 2006): 

                 𝐸𝐸 = 𝑚𝑚𝑐𝑐2,                      (1.2) 

 Here, m is the mass of the charged particle, and c is 

the speed of light in vacuum. 

    According to the conversation of momentum, the 

resulting gamma photons of the annihilation process 

are emitted in opposite directions in the frame of 

reference where the positronium is at rest. As the 

positronium has in general a non-vanishing 

momentum in the observer's frame of reference, 

there is a small residual non-collinearity, i.e. the 

angle between the travel directions of the two 

gamma photons differ by approximately  0.5° from 

the 180° (Nuyts 2015; Knoll 2010). 
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1.1.2 Detector and Components 
 

Scintillation is the most widely used process for 

gamma photon detection in the PET scanner. The 

scintillation block detectors are used for photon 

detection in the PET detector.  During the photon 

detection, the photon is stopped and the energy 

transferred by the photons to the block detector is 

measured.  

A scintillation block detector for PET consist of an 

inorganic scintillation crystal attached to a 

photodetector, that interact with incident high-

energy photons (511 keV), and emit visible or near-

ultraviolet light. The total number of scintillation 

photons is proportional to the amount of energy that 

is deposited by the gamma photon inside the crystal 

(Bailey & Humm 2014; Cherry & Dahlbom 2006).  

Four types of sensor technology (photodetector) are 

used in PET systems: The photomultiplier tube 

(PMTs) has been used in previous generations of 

PET detectors, avalanche photodiodes (APDs) 

which are used some PET systems, and the silicon 

photomultipliers (SiPMs) which is used in newer 
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generations of PET systems. In addition to the 

scintillation detector, there are also semiconducting 

particle detectors as cadmium zinc telluride (CZT) 

which are still subjected to research and 

development (Jiang et al. 2019; Del Guerra et al. 

2009; Grazioso et al. 2006; Acerbi & Gundacker 

2019). The photodetector turns the incoming light 

into an electrical pulse. The PET data acquisition 

depends on the detection of the two γ photons, which 

requires the addition of coincidence circuits, which 

are used to identify the temporally coincident pulses 

from all detected events (Cherry & Dahlbom 2006; 

Khalil 2011; Nuyts 2015).  

The main characteristics of the scintillation crystal 

are crucial for the relevant performance parameters 

of PET, e.g., sensitivity, coincidence timing 

resolution, energy resolution and spatial resolution. 

One of these characteristics is the decay constant, 

which determines the length of the scintillation flash 

in the crystal. Shorter decay constants are preferable 

for commercial PET scintillation crystals since they 

allow a higher counting rate and better coincidence 
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timing resolution. The stopping power in the 

medium depends on the energy and the charge of the 

particles and the density and the effective atomic 

number Zeff of the medium (El-Ghossain, 2017).  

High effective atomic numbers paired with high 

density are desirable, as they lead to shorter travel 

distances which results in a high efficiency of event 

detection. Alternatively, the scintillation crystals can 

be made thicker. Furthermore, good energy 

resolution improves the differentiation between 

photons resulting from Compton scattered events 

and unscattered events. The scintillation crystals 

should also have a high light output for best spatial, 

timing, and energy resolution (Khalil 2011; Nuyts 

2015).  The most common scintillator crystal 

materials used in PET are: NaI(Tl), which was used 

in the first PET designs in 1972; Bi4Ge3O12 (BGO), 

Lu2SiO5:Ce (LYSO) and Lu2SiO5 (LSO), which are 

the with a high density currently used in PET. Gd3 

(Ga, Al)5O12 (GAGG) is a promising material for 

future PET designs as it combines lower price with 

high performance  (Yu et al. 2022; Nuyts 2015; 

Bailey & Humm 2014; Cherry & Dahlbom 2006).  
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In the case of LSO and LYSO, one of the main 

components contains a natural radioactive isotope, 

which is lutetium. Natural lutetium contains around 

2.6% of 176Lu which decays via beta and subsequent 

gamma decay to the ground state 176Hf. The half-life 

of 176Lu is ≈ (3.56 ±0.07) × 1010  years (Kossert et 

al. 2013; Nir-El & Lavi 1998), thus resulting in a 

constant background signal in the PET system. This 

intrinsic radioactivity can affect PET images directly 

and indirectly, especially in the case of using wide 

energy windows and at low injected activity levels, 

as the combined beta and gamma decay can lead to 

spurious coincidences too (Alva-Sánchez et al. 

2018; Wang et al. 2020).  

In the photodetector, the incoming light photons 

generate initial electro-hole pairs. They are 

amplified via the avalanche principle, thus creating 

an electric current.  The produced current is 

proportional to the energy deposited by the gamma 

photons in the scintillation crystal. The block 

detector is the common setup of a scintillation 

detector for a PET scanner. Block detectors are 
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detection units consisting of several photodetectors 

and several scintillation crystal pixels, and each PET 

scanner has normally several block detectors. The 

block detector design allows to determine the 

interaction position of the annihilation photons 

inside the block detector by analyzing the spatial 

distribution of the scintillation photons (Nuyts 2015; 

Bailey & Humm 2014). Further, the PET scanner 

has normally a cylindrical shape build by rings of 

block detectors, which are faced with the scintillator 

side towards the imaged object. The field of view 

(FOV) in human scanners is typically 70 cm in 

diameter and around 15-25 cm in axial direction, the 

FOV is the area inside the detector cylinder which 

can be imaged by PET system.    

1.1.3 Interaction of Photons with Matter 
 

In nuclear medicine, the photon emissions can be 

used for diagnostic imaging, as gamma radiation 

can penetrate easily dense matter and because of 

the rather low energy of photons used for medical 

imaging ranges roughly from 60-600keV, which 

allows a for a sufficiently high detection 
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efficiency. In contrary, alpha and beta radiation 

cannot be used for in-vivo imaging in humans, as 

they are absorbed in the matter after a very short 

path before it can be detected. (Nuyts 2015; Knoll 

2010). The 511 keV photons interact with matter 

in several different ways, but only two are 

relevant in PET imaging. The first one is 

photoelectric absorption which is the transfer of 

complete energy of the photon to the hit electron 

and the gamma disappears. In contrast, in a 

Compton interaction, the photon interacts with 

the electron and transfers only some of its energy 

to the electron and leaves the collision with the 

difference of energy (Nuyts 2015; Knoll 2010). 

In this case, the target electron recoils according 

to the principle of conservation of momentum in 

a different direction.  As a consequence, 

Compton scattering in nuclear medicine imaging 

results in erroneous detected events, because with 

the current state of the art it is impossible to 

reconstruct the correct trajectory of the scattered 

photon. Therefore, a scattering correction has to 

be applied in PET imaging to minimize the image 
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noise introduced by the scattered radiation 

(Bailey & Humm 2014; Cherry & Dahlbom 

2006; Nuyts 2015; Knoll 2010).  The probability 

of the photoelectric effect is higher in high-

density materials while the probability of 

Compton scatter is higher in light materials. 

Therefore, Compton scatter is the dominant 

annihilation photon interaction in human tissue 

and it is the dominant process that leads to an 

attenuation of the annihilation photons creating 

photons with a lower average energy (Nuyts 

2015; Knoll 2010). Unfortunately, the 

possibilities for discrimination and filtering of 

Compton scattered photons is very limited with 

the current state of the art.   

 

1.1.4 Types of Coincidences and their Detection  
 

Coincidence detection is the observation of the pair 

of gamma photons arriving roughly at the same time 

at two detectors of the PET detector ring. 

Coincidence detection of the two 511keV gamma 

photons, which result from the annihilation process, 
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is crucial for PET. The photon pair is detected within 

a short time window, called the coincidence window 

(Kolinge et al. 2021; Wang et al. 2022), e.g., for the 

Siemens 3T MR BrainPET insert. this window is set 

to 12 ns. The long straight-line between the two 

block detectors is called the line of response (LOR) 

and, in case of a true coincidence event, the 

annihilation must have taken place on this line. 

Figure 1.2 shows a schematic drawing of a PET 

scanner with cylindrical arrangement of gamma 

detectors, the object and some LORs. The coincident 

events which are formed by two singles and 

occurring within the coincidence window are called 

prompts. Figure 1.3 illustrates the different types of 

detected events, i.e.  true coincidences (“trues”) 

random coincidences ("randoms”), scattered 

coincidences ("scatter”), single events ("singles”), 

multiple coincidences ("multiples”), and detector 

scattered coincidence events. Random coincidences 

are registered when two unrelated gamma photons 

(they originate from two different annihilations) are 

detected by the detector pair within the same 

coincidence time window. If uncorrected, random 
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events have an important effect on the image 

contrast since they rise the background in the image 

and thus lower the image contrast. Scatter 

coincidences raise due to Compton scattering of the 

511 keV photons in the matter and the caused 

change of its flight direction paired with some loss 

of energy. Single events carry less information and 

multiple coincidences occurs when three or more 

photons are detected simultaneously. Normally, 

singles are discarded due to the ambiguity of the 

position of their origin.  The non-validated singles 

are those events that pass the constant fraction 

discriminator (CFD) without estimating the position 

(scintillation pixel) in the block and which are not 

energy filtered, i.e., these events are counted always 

when the CFD was triggered, see 4.1.1 in the results 

chapter (Ullisch, and Moses 2007; Weirich et al. 

2013). In contrast, the validated singles cases are 

energy filtered according to the energy window their 

position (scintillation pixel) in the block was 

estimated. Triples can present a significant amount 

of registered events in PET acquisition (Cal-

González et al. 2014; Lage et al. 2015). Triple 
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coincidences take place when three photons are 

detected within the same coincidence time window 

and within the energy window. There are four cases 

which can lead to triples in the PET acquisition, 

figure 1.4 summarizes the four types of triples. First, 

in case of nuclides that decay via combined β+ and 

γ decay, the detection in one coincidence of the two 

annihilation 𝛾𝛾 photons and an additional prompt 

𝛾𝛾 photon. Second, triples formed as random events 

from two different β+ disintegrations, and finally, 

triples formed by inter-detector scattered events 

(IDS) (see figure 1.4) (Cal-González et al. 2014). 

There are PET scanners, which process the three 

photons as a set of double coincidences thus 

resulting in increased image noise and quantification 

bias. The image noise and bias due to uncorrected 

triples can be introduced directly and indirectly in 

the data correction steps, e.g., random coincidence 

correction and dead time correction. True 

coincidence are coincidences formed by a pair of the 

511 keV photons from the same annihilation which 

are both detected by a pair of block detectors. (Nuyts 

2015; Cherry & Dahlbom 2006).   



17 
 

 

 

 

Figure 1.2 Right: Scintillation detectors arranged in a 

cylinder to build a PET scanner together with the object 

and the LORs in the FOV. Left: Visualization of the 

accumulation of LORs in the FOV, which can be binned 

into sinograms or which are directly used for image 

reconstruction in PET.  
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Figure 1.3 The different event types in PET: (A)Trues, 

(B)Scattered, (C) Randoms, (D) Multiples and (E) 

Singles. 

Figure 1.4 The four types of triples:( A) detect both 

annihilation 𝛾𝛾 and the prompt 𝛾𝛾 , (B and C) triples of 

random events from two different disintegrations, (D) 

inter-detector scattered events (IDS).  
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1.2 Quantitative PET images and PET Tracers 
 

PET imaging is an important tool for diagnosis and 

quantitative analysis of tissue metabolism, as well as 

for studying the brain's normal vs abnormal 

physiological activities, cardiac research, and 

oncology. Quantitative PET imaging refers to 

acquired images to extract underlying metabolic or 

physiological parameters as inflow rates, excretion 

rates, and many others. Most often kinetic modeling 

and imaging at equilibrium conditions are used for 

the extraction of these metabolic parameters. For 

this, PET imaging studies use a bolus injection of the 

radiotracer followed by a constant infusion (i.e. the 

bolus-infusion scheme) while simultaneously 

running the data acquisition. In these studies, the 

equilibrium is estimated by adjusting the bolus-

infusion scheme in order to reach a stable plateau for 

the distribution volume VT in the regions of interest 

(Régio Brambilla et al. 2020; Brambilla et al. 2021; 

Régio Brambilla et al. 2022; Logan 2001). Figure 

1.5 shows different quantitative PET images.  
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Figure 1.5  Different quantitative and pseudo-quantitative 

PET images. (A) Summed images from 20-40 minutes of 

[18F]-FET-PET measurements in SUV units. (B) Image 

showing the a activity concentration kBq/cm3 of 

[15O]H2O measurement with regions for gray matter 

(blue lines), and white matter (turquoise lines). (C) 

Images of dynamic [11C]Flumanzenial measurements 

using a bolus-infusion protocol. Shown an activity 

concentration in kBq/cm3. (D) Images of dynamic 

[11C]ABP688 measurements using a bolus-infusion 

protocol. Shown quantity of activity concentration in 

kBq/cm3. Adapted from (Régio Brambilla et al. 2022) & 

(Issa et al. 2023).     
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However, true quantification as kinetic modelling is 

very challenging and often require blood sampling, 

which is not practical in clinical routine. Often, the 

observation of the differences in radiotracer uptake 

is enough to obtain diagnostic information. In figure 

1.6, an example of the semi-quantitative PET image 

of [18F]-fluoro-deoxyglucose (FDG) in Alzheimer's 

disease is shown (Herzog et al. 2018).  The lack of 

FDG uptake in the occipitotemporal cortex is the 

mainly relevant observation in this case. The correct 

estimation of the radioactivity concentration in 

target tissues is normally not sufficient, as injected 

activity and patient size and weight may differ. In 

order to correct for these variations in a simple 

manner, the standard uptake value (SUV) was 

defined to semi-quantitatively measuring the uptake 

of the radioactive tracers in the organ or region of 

interest and to relate it to the injected dose of the 

radioactive tracer and the volume of the body in 

which it is distributed (Herzog et al. 2018; Thie 

2004; Fletcher & Kinahan 2010).   
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The SUV is defined as in equation 1.3:  

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐶𝐶
𝐴𝐴 𝑊𝑊⁄

                              (1.3) 

Here,  𝐶𝐶 is the radioactivity concentration in the 

target organ or region in  kBq mL-1, 𝐴𝐴 is the total 

injected activity in (MBq), and 𝑊𝑊 is the body 

weight in kg (Herzog et al. 2018; Thie 2004; 

Fletcher & Kinahan 2010).  

 

 

 

 

 

Figure 1.6 Quantitative brain PET image with [18F]-

fluoro-deoxyglucose (FDG). Left: for healthy volunteer, 

right: for Alzheimer's patient. The red arrows indicate the 

areas of loss of the neurons in the occipitotemporal cortex 

(Herzog et al. 2018).  
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For being able to correctly observe the physiological 

and metabolic functions of the region, organ or 

tissue of interest, the technical measurement process 

should not influence these measurements. Further, 

any required data corrections, e.g., random 

coincidence correction, dead time correction, etc. 

should not lead to and disturbance of the measured 

quantity.  

Nuclear imaging as PET is based on the tracer 

principle, which allows to image the distribution 

biologically active substance by tagging it 

radioactively. The amount of the administered 

radioactive tracer is large enough, so the measured 

spatial and temporal distribution in the object 

reflects the functions and/or metabolism of the 

organs, but it is low enough, to not alter these 

functions. Various types of PET-

radiopharmaceuticals have been developed to image 

specific biologic functions based on the underlying 

biochemistry and physiology (Badawi 2001; Zaidi 

2006; Schwaiger & Wester 2011). Table 1.1 

summarizes some common and uncommon PET-
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radiopharmaceuticals together with their 

corresponding functions (Herzog et al. 2018).  

The evaluation of quantitative PET images for 

obtaining information metabolic function requires 

further steps in addition to measuring the bio 

distribution (spatial distribution of the 

radiopharmaceuticals) and the activity concentration 

within the target, i.e., the region of interest (ROI). 

First, the activity concentration in full blood or in the 

blood plasma must be measured using sampling of 

arterial blood or sampling of arterialized venous 

blood. The time course of activity concentration in 

the blood or blood plasma1 is called the arterial input 

function (AIF) or short input function (IF). As blood 

sampling is challenging and atrial punctuation 

involves a serious risk for the volunteer, often the 

image derived AIF is used (ID-AIF).  

 

                                                           
1 Blood plasma must be used, when the blood cells 
themselves show significant uptake of the tracer, for instance 
in the case of FDG. 
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    Table 1.1  Some PET-radiopharmaceuticals and their 

corresponding targets adapted from Herzog et al. 2018.     

PET-radiopharmaceutical Function 

[18F]-fluoro-deoxyglucose Glucose consumption 

[15O]-water Perfusion 

[15O]-oxygen Oxygen consumption 

[15O]-carbon monoxide Blood volume 

[11C]-raclopride Binding potential to and 
density of dopamine 
receptors 

[11C]-flumazenil Binding potential to and 
density of benzodiazepine 
receptors 

 [18F]-FET                                  Amino acid uptake 

[18F]-altanserin Binding potential to and 
density of serotonin 
receptors 

 

 [11C]-ABP688   Binding potential to and 
density of Metabotropic 

glutamate receptors subtype 
5 (mGluR5) receptors 
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 Second, the radioactive tracer is subjected also to 

metabolization within the living subject. In some 

cases, the metabolites resulting from the 

metabolization of the tracer are radioactive, but do 

not longer fulfill the function of the tracer and lead 

to unspecific uptake. In this case, the measured 

activity concentration with must be corrected for this 

effect (Herzog et al. 2018). 

 

1.3 Data Corrections in PET 
 

The data acquisition for PET is not perfect and needs 

to be corrected for different inherent physical 

effects, i.e., the emitted photons are attenuated in the 

object, and the gamma photons may be scattered 

while flying through the matter. Further, the PET 

detector elements have different detection 

efficiency, thus leading to different count rates and 

random and scattered events are recorded together 

with the true coincidence events. All those effects 

need to be corrected in order to have accurate 

quantitative information. In the following, the most 
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relevant PET data corrections are listed (Scheins et 

al. 2018): 

• Attenuation Correction (AC): The gamma 

photons are attenuated inside the biological 

tissues when they traverse the object for 

subject.  As total tissue thickness can be 

considerable, the fraction of attenuated 

gammas can be important, especially in human 

imaging, which has to be corrected for. 

Otherwise, it will introduce significant image 

bias. The attenuation is a combination of 

photoelectric absorption and Compton 

scattering.   (Scheins et al. 2018; Zaidi et al. 

2007). If the PET images are reconstructed 

without AC, deep regions will show a negative 

bias in the reconstructed activity concentration, 

e.g. the lung which appears with less uptake in 

the whole-body PET scan than it really has. 

(Zaidi et al. 2007). The attenuation coefficient 

along a path 𝐿𝐿𝑗𝑗 is given by 1.4 (Scheins et al. 

2018): 

      𝑎𝑎𝑗𝑗 = 1 − 𝑒𝑒
−∫ µ(𝑙𝑙)𝑑𝑑𝑑𝑑𝐿𝐿𝑗𝑗                    (1.4) 
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Here,  𝑎𝑎𝑗𝑗 is the attenuation coefficient, µ(𝑙𝑙) is 

the spatially dependent linear attenuation 

coefficient in units of cm-1 along the LOR j. 𝐿𝐿𝑗𝑗 

is the traveled path of the photon.  There are 

two main factors the attenuation coefficient 

depends on i.e., the energy of the photons and 

the local electron density inside the object. 

Tissue with higher density results in a more 

elevated attenuation fraction (Scheins et al. 

2018; Zaidi et al. 2007). Each of the both 

annihilation gamma photons have generally a 

different path for attenuation. However, the 

combined attenuation coefficient for both 

annihilation gammas on each LOR is 

equivalent to the attenuation coefficient for a 

single photon with the same energy and the 

sum of the two travel distances of the 

individual photons. To correct the PET images 

for the attenuation, the 𝑎𝑎𝑗𝑗 for all LORs must be 

known. Normally, an attenuation map is 

provided, that contains the information µ(𝑙𝑙) for 
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all voxels and which allows to compute the 𝑎𝑎𝑗𝑗 

for all LORs. 
 

• Scatter Correction: One of the significant 

sources for bias in quantitative PET images is 

Compton scattering. Compton scattering 

affects the gamma photons by changing their 

direction, leading in consequence to an 

erroneous LOR and wrong reconstructed 

source of the annihilation. Compton scattering 

results in a decrease of the contrast in the 

reconstructed PET image. The energy of the 

scattered photon can be computed with 

equation 1.5 (Scheins et al. 2018): 

                  𝐸𝐸� = 𝐸𝐸

1+ 𝐸𝐸
𝑚𝑚0 𝑐𝑐2

(1−cos𝜃𝜃)
                     (1.5) 

Here, E is the initial photon energy,  𝜃𝜃 is the 

scatter angle and the 𝑚𝑚0𝑐𝑐2  is the rest energy of 

the electron. An energy window (two energy 

discriminators) is used to reject Compton 

scattered photons depending on their energy. 

The scatter fraction (ratio of the number of 
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scattered events to the total events) was found 

to be around 40% in brain PET imaging and 

50% in whole-body PET.  Therefore, scatter 

correction is considered a significant data 

correction in PET (Scheins et al. 2018; Bailey 

& Humm 2014). The Single Scatter Simulation 

(SSS) algorithm is a fast 3D simulation, that is 

used to estimate the expected scattered events 

for each LOR formed by the corresponding true 

coincidence without scattering (Scheins et al. 

2018). The probability of Compton scattering 

of a photon can be computed for the 

corresponding energies with the Klein–Nishina 

formula (Scheins et al. 2018).   

 

• Detector Normalization: Due to the geometry 

of the PET detector and production tolerances 

of the components, the detection sensitivity of 

the scintillation detector block pixels varies 

over the entire PET ring, depending largely on 

the angle and the physical position of each 

scintillator pixel. This results in 

inhomogeneous LOR detection efficiencies. 
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The procedure to correct these sensitivity 

variations is called normalization (Scheins et 

al. 2018; Theodorakis et al. 2013).   

• Random Correction: The coincidences are 

called true coincidences if the two gamma 

photons detected in the pair of block detectors 

are from the same annihilation. Annihilation 

photons form different decays can be recorded, 

if their difference in the arrival times is smaller 

than the coincidence time window. These 

events are called random coincidences and 

normally, the fraction of detected randoms is 

relevant. Randoms lead to reduced image 

contrast, however, with a good coincidence 

time resolution, the random coincidence rate 

can be kept low (Scheins et al. 2018; Brasse et 

al. 2005). The amount of expected random 

coincidences can be estimated for each LOR 

from the singles rates using equation 1.6 

(Scheins et al. 2018; Brasse et al. 2005).  

            𝑅𝑅𝐴𝐴𝐴𝐴 ≈ 2𝜏𝜏𝑆𝑆𝐴𝐴𝑆𝑆𝐵𝐵                (1.6) 
 Here, 𝜏𝜏 is the coincidence time window and 

𝑆𝑆𝐴𝐴, 𝑆𝑆𝐵𝐵  are the single event rates for each block 
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detector (Scheins et al. 2018; Brasse et al. 

2005).  

Patient Motion Correction:  The voluntary and 

involuntary motion is another important effect 

in medical imaging deteriorating the image 

quality. Increased acquisition time in medical 

imaging increases the chances for patient 

motion. The motion artifact can affect the 

physical correlations between the subject and 

the detection position within the block detector 

thus creating an error in the emission image. 

Therefore, mismatches arise between the 

subject and the attenuation map in case the map 

refers to a single and fixed reference position. 

When correcting for motion, the sensitivity of 

the LORs is also mismatched, affected, since 

the normalization was done with a phantom at 

rest, having therefore a unique relationship 

between the source and the pair of block 

detectors. In order to account for this effect, 

image based motion corrections methods 

estimate an effective normalization factor, 

while other methods avoid this effect by 
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directly correcting the LORs. (Scheins et al. 

2018; Catana 2015). 

• Decay Correction: Typical PET data 

acquisitions need more than a half-life of the 

used radiotracer. As the radiotracer molecules 

decays, the detected counts are reduced due to 

this radioactive decay. However, this change in 

the count rate is not due to the imaged 

metabolic or physiologic effect and the 

measured activity concentrations have to be 

corrected for this loss. The surviving fraction 

of radioactive tracer molecules is given by 

equation 1.1.  (Scheins et al. 2018; Chen et al. 

1995). Equation 1.7 shows the effective decay 

correction factor D𝑒𝑒𝑒𝑒𝑒𝑒  derived from equation 

1.1 (Scheins et al. 2018): 

                   D𝑒𝑒𝑒𝑒𝑒𝑒 (𝑡𝑡0,∆𝑡𝑡) = 𝐷𝐷(𝑡𝑡) ∙ (1−𝑒𝑒−𝛼𝛼)
𝛼𝛼

      

                      with 𝛼𝛼 = ln2  ∙ ∆𝑡𝑡
𝑇𝑇1/2

                       (1.7) 

Here, 𝐷𝐷(𝑡𝑡) is the decay correction factor 

dependent on the time, 𝑇𝑇1/2 is the half- life of 
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the radioactive tracer. 𝑡𝑡0 is the starting time for 

a frame in the total period of time ∆𝑡𝑡. The 

decay correction factor is applied for each 

image frame. 

 

• Detector Calibration: In addition to all the 

above mentioned corrections, the PET must be 

calibrated on regular basis. The calibration has 

to be done in order to keep all relevant 

operational parameters and measured values as 

arrival times and photon energy and photo 

conversion position within acceptable 

tolerances (Scheins et al. 2018). 

• Dead time Correction (DTC) & Pile up 

Correction: Dead time (DT) is the time the 

system needs to process the events. During this 

period, the system is not able to detect or 

process another event. DT leads to a loss in the 

count rate which affects the accuracy of the 

image by introducing a bias and it increases the 

noise in the image. The DT losses must be 

corrected by applying a suitable DT correction, 

see section (1.4).  
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As the count rate increases, there is also a 

higher chance that two scintillation events pile 

up in the detector and consequently are 

mispositioned. That is, two events are detected 

at the same time and the estimated 

photoconversion position is not correct, i.e. the 

event is registered in the wrong pixel of the 

PET detector. Those events are called pileup 

events. Pileup leads to a loss of spatial 

resolution and to image artifacts (Vicente et al. 

2011; Vicente et al. 2008)  

The work in this dissertation focusses on 

improving the dead time correction (DTC) for 

an improved quantitation with a dedicated 

BrainPET Scanner.  

 

1.4 Dead Time Definition 
 

The limitation of the system's capacity of processing 

is called dead time (τ ). If two photons arrive within 

the same resolving time of the detector, the 

electronics will detect both as a single event. This 
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results in not counting one of those events and, due 

to pile-up, leads to mispositioned events (Cherry & 

Dahlbom 2006; Nuyts 2015; Bailey & Humm 2014; 

Khalil 2011). The average losses increase with 

higher activity and higher count rates. For that, the 

results of the measured trues are lower than the 

expected ideal true count rates in the PET system. In 

this context, it is important to mention that photon 

counting is a random process whose probability 

distribution is the Poisson distribution. Due to this 

random behavior of the radioactive decay, it is not 

possible to measure the average count rate. Every 

measurement will only reveal one specific random 

outcome out of all possible outcomes. Figure 1.7 

shows the expected measurement of the true count 

rate subjected to dead time of 200 ns compared to 

the ideal true count rates for a typical range of count 

rages.  Figure 1.8 shows the expected measurement 

of the true count rate subjected to dead time of 1 µs 

compared to the ideal true count rates. 
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Figure 1.7 Expected measured true count rates for a block 

dead time of 200 ns compared to the ideal true count 

rates.  The blue line shows the ideal trues and the green 

and orange line shows the expected measured trues for 

the non-pralyzable model and the paralyzable model, 

respectively.  

Figure 1.8 As figure 1.7, but with a DT of 1µs. 

The DT has different sources which can be grouped 

into two types: the paralyzable model and the non-

paralyzable model. In general, the main source for 

DT PET systems is the processing of each individual 
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event in the front-end detector electronics. Here, the 

DT is generated by the signal integration, which is 

required to collect the entire scintillation light pulse. 

Normally, the integration time is set to 3 to 4 times 

the value of the scintillation decay time constant, 

i.e., 120-160 ns for the LSO (Cherry & Dahlbom 

2006; Nuyts 2015; Bailey & Humm 2014; Khalil 

2011; Patil 2010). Consequently, slower scintillators 

as BGO have a larger dead time. There are different 

possible DT behaviors depending on the underlying 

detector or data processing technology. The most 

common models used to describe the DT behavior 

are the following: 

• Paralyzable DT:   Also called extendable dead 

time model. In this model, the system is unable 

to generate an output pulse for the second 

arriving photon, unless the dead time of the 

detector for processing events (𝜏𝜏) is equal or 

smaller than to the time interval between the 

arriving photons. In the paralyzable model, the 

resolving time extends by 𝜏𝜏 when the second 

event occurs before the processing of the 
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preceding events is finalized.  During this 

period, the system is paralyzed for a time 

interval, until the detector is recharged. For 

Poisson processes, distribution of the time 

intervals between events is given by the 

exponential distribution 𝑒𝑒−𝑛𝑛𝑛𝑛,  where 𝑛𝑛 is the 

average count rate of arriving events per unit of 

time. Equation 1.8 gives the expression of the 

expected measured events (𝑚𝑚), which is the 

product of the true average count rates and the 

exponential distribution (Cherry & Dahlbom 

2006; Nuyts 2015; Bailey & Humm 2014; Patil 

2010): 

             𝑚𝑚 =  𝑛𝑛 𝑒𝑒−𝑛𝑛 𝜏𝜏                 (1.8) 

• Non-paralyzable DT:  Also called non-

extendable dead time model. In this model, the 

dead time is not affected by events that occur 

within the  DT ( 𝜏𝜏 ) of the detector as it is in the 

paralyzable model.  Here, the system is 

unresponsive for a fixed period of time 𝜏𝜏 after 

each arriving event.  If the expected measured 

events rate is 𝑚𝑚, the total fraction of time during 
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which the detector is unresponsive, is given by 

𝑚𝑚𝑚𝑚 while the fraction of time in which the 

system is sensitive is given by 1 −𝑚𝑚 𝜏𝜏.  Thus,  

the number of true events 𝑛𝑛 is related to the 

number of events which can be measured by 

equation 1.9 (Cherry & Dahlbom 2006; Nuyts 

2015; Bailey & Humm 2014; Patil 2010): 

            𝑛𝑛 = 𝑚𝑚
1−𝑚𝑚 𝜏𝜏

                   (1.9) 

• Generalized DT:  The third model is a hybrid DT 

model, i.e. a combination of the two previous 

both models (Müller 1991; Takacs 1958; Albert 

& Nelson 1953; Usman & Patil 2018). This 

model is based on the probability 𝜃𝜃 of the 

detector system getting paralyzed, where 𝜃𝜃 can 

vary from zero to one. 𝜃𝜃 is the fraction of all 

events which are able to trigger an extension of 

the detector paralysation by the interval 𝜏𝜏. The 

generalized model becomes the paralyzable 

model in the limit, when 𝜃𝜃 becomes one, while 

it becomes the non-paralyzable model when 𝜃𝜃 

equals zero. The expected measured counts 𝑚𝑚  

for the generalized DT model are given by 1.10 
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(Müller 1991; Takacs 1958; Albert & Nelson 

1953; Usman & Patil 2018): 

      𝑚𝑚 =  𝑛𝑛𝑛𝑛
𝑒𝑒𝜃𝜃𝜃𝜃𝜃𝜃 +𝜃𝜃−1

                   (1.10) 

Here, 𝜏𝜏 is the generalized DT, 𝑛𝑛  is number of the 

arriving events. The hybrid model can be further 

extended by using the two independent dead times 

for the two behaviors (Lee & Gardner 2000). In this 

case, 𝑚𝑚 is given by 1.11:   

                 𝑚𝑚 =  𝑛𝑛 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑛𝑛𝜏𝜏𝑝𝑝)
𝑛𝑛𝜏𝜏𝑛𝑛 +1

               (1.11)  

Here, 𝜏𝜏𝑝𝑝  is the paralyzable DT, 𝜏𝜏𝑛𝑛 is the non- 

paralyzable. Patil & Usman acquired two 

parameters, i.e., the paralysis factor and the DT 

using graphical method with this generalized model 

and by using the data from a fast-decaying source. It 

is referred to as the original Takacs equation (Patil 

& Usman 2009; Takacs 1958; Albert & Nelson 

1953) with a simple modification shown in equation 

1.12: 

               𝑚𝑚 =  𝑛𝑛 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑛𝑛𝑛𝑛 ƒ)
1+ 𝑛𝑛𝑛𝑛 (1− ƒ)

                     (1.12) 
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Here, ƒ is the paralysis factor (probability of 

paralyzing the system). Hasegawa et. al.  defined a 

technique to measure the higher count rates based on 

the system clock (Hasegawa et al. 2004).  As some 

parts of typical data acquisition systems process the 

data using a fixed system clock, in this case, the 

system is able to measure more counts than in the 

non- paralyzable model. They proposed equation 

1.13 for the expected measurement (Hasegawa et al. 

2004):  

       𝑚𝑚 =  1− 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜏𝜏clock𝑛𝑛)
𝜏𝜏clock

              (1.13) 

Here, 𝜏𝜏clock is the period of the system clock which 

is chosen to be similar to the detector DT. This 

model accounts for data buffering in the acquisition 

chain and was found to better fit to the behavior of 

positron emission tomography scanners.   Figure 1.9 

shows behavior of the paralyzable and non-

paralyzable DT models with fixed DT for a series of 

incoming input signals. 
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Figure 1.9 Behavior of paralyzable and non-paralyzable 

DT models with fixed DT for a series of incoming input 

signals. 𝜏𝜏 is the dead time and the blue arrows indicate 

the arrival times of the incoming events.  

As seen in this figure, the paralyzable model has an 

extendable behavior and is able to resolve only three 

events out of the six arriving events. In contrast, the 

non-paralyzable has no extendable behavior and is 

able resolve four events out of six arriving events.  

Figure 1.10 compares the behavior of the 

paralyzable model, the non-paralyzable model, and 

the ideal behavior for a large range of input count 

rates. At low count rates, both models lead 

essentially to the same expected measured event 

rates and show almost identical behavior, while for 
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higher count rates, the behavior is very different. For 

the paralyzable model, the count loss is much higher 

than in the non-paralyzable model, especially for 

high count rates (Müller 1991; Takacs 1958; Albert 

& Nelson 1953; Usman & Patil 2018). Importantly, 

the paralyzable model cannot record any counts in 

the limit of very high count rates, since the DT keeps 

continuously extending. In contrast, the non-

paralyzable model continues recording incoming 

events and reaches a saturation count rate which is 

larger than zero in the asymptotic limit. As shown in 

figure 1.10, the non-paralyzable model approaches 

asymptotically the saturation count rate equal to 1/𝜏𝜏.  

Whereas for the paralyzable model, a maximum 

value for the measured count rate equal to 1/(𝜏𝜏 ∙ 𝑒𝑒) 

is reached, if the input count rate is equal to 1/𝜏𝜏.  

Furthermore, in the paralyzable model, it is possible 

to obtain same measured rate for two different 

values of true event rates (Müller 1991; Takacs 

1958; Albert & Nelson 1953; Usman & Patil 2018). 
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Figure 1.10 Comparison of the behaviors of the ideal 

case, the paralyzable model, and the non - paralyzable 

model for a range of count rates. The blue line represents 

the non - paralyzable model, the red line represents the 

paralyzable model, and the yellow line represents the 

ideal behavior. C is the count rate, 𝜏𝜏 is the DT, and e is 

the Euler constant.  

In real imaging systems for nuclear medicine, the 

DT behavior is a mixture of the paralyzable and the 

non - paralyzable models, since some components 

have a non-paralyzable behavior while others have a 

paralyzable behavior. That is, the design of the 
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radiation detector, the design of the analog front-end 

electronics and analog and digital pulse processing 

and coincidence procession circuities will affect the 

DT of the entire system. The amount of DT losses 

depends on the single event rates which are seen by 

the individual scintillation detectors of the PET 

scanner. The radioisotope also affects the amount of 

DT losses, since the DT is caused by all emitted 

gamma photons which interact with the detector, not 

only by those, that pass the energy window (Müller 

1991; Takacs 1958; Albert & Nelson 1953; Usman 

& Patil 2018).   

 

1.4.1 DT Sources 
 

Several components of PET scanners can contribute 

to DT losses.  i.e., the scintillation detector, the 

electronics which processes the detector signals, 

and the analog-digital conversion, the data 

acquisition system which receives the measured 

data from the other components, and in badly 

designed systems also data transfer. Figure 1.11 
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summarizes the most relevant DT sources in a PET 

scanner system. However, the total DT losses are 

combinations from individual contributions. In 

General, there is no method to distinguish the 

contribution from each individual DT source. 

Consequently, an optimal DT correction method 

should make use of a model that involves the DT 

contribution and behavior from all system elements 

at different count rates and at different processing 

levels, since often, the DT losses in the system are a 

combination of both DT models (paralyzable and 

non-paralyzable). The determination of the overall 

DT can be measured by comparing the total 

measured coincidences rates and the real, ideal 

emission rate. (Müller 1991; Takacs 1958; Albert & 

Nelson 1953; Usman & Patil 2018).   

 

1.4.1 DT Measurements  

Two main measurement methods are generally used 

to estimate the overall DT of the entire measurement 

system.  DT of the entire measurement includes all 

potential contributions of DT, including the DT from 
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the detector and the DT in the electronic pulse 

processing. 

• The two-source method is one simple method to 

estimate the total DT of the entire system. This 

method is based on the measurement of the count 

rates from two radioactive sources individually 

and in combination. In a system with dead time, 

the measured average count rates which result 

from the combined sources will be less than the 

sum of the measured average count rates for each 

radioactive source individually. The differences 

between the count rates is the loss of counts due 

to the system DT (Moon 1937; Beers 1942; 

Usman & Patil 2018; Bécares & Blázquez 2012). 

This method is especially suited for phantoms 

measurements but it has the drawback that the 

type of DT behavior, i.e., paralyzable, non-

pralyzable, etc., needs to be known, Further, the 

measured count rate depends on the 

measurement geometry. Figure 1.12 illustrates 

the two-source method. Two radioactive source, 

S1 and S2 with approximately the same activity 
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should be used (difference between activities 

should be less than a 10% of the source activity) 

and they must be placed at the defined distances 

D1 and D2 from the detector. In case of the non-

paralyzable one measurement is then described 

by equation 1.13 (Leo 1988; Patil 2010; Müller 

1973; Usman & Patil 2018): 

            𝑂𝑂 + 𝑛𝑛 = 𝑚𝑚
1−𝑚𝑚𝜏𝜏

                        (1.13) 

  Here, 𝑛𝑛 is the input count rate, 𝑚𝑚 is the 

measured count rate, 𝜏𝜏 is the constant DT, and 𝑂𝑂 

is the offset or background count rate. If the 

device has a small DT or the source activities are 

sufficiently small, i.e., we have 𝑚𝑚𝜏𝜏𝐷𝐷 ≪ 1, 

equation 1.13 can be approximated by equation 

1.14 (Leo 1988; Patil 2010; Müller 1973; Usman 

& Patil 2018): 

            𝑂𝑂 + 𝑛𝑛 ≈  𝑚𝑚(1 + 𝑚𝑚𝜏𝜏)                (1.14) 
  

 As we have two sources, we can perform tree 

different measurements, the two sources 

individually and in combination, in which case, the 

input count rates from the two sources 𝑛𝑛1+2  is given 
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by 𝑛𝑛1+2 =  𝑛𝑛1  + 𝑛𝑛2  +  𝑂𝑂 and we obtain the three 

equations given in 1.15 (Leo 1988; Patil 2010; 

Müller 1973; Usman & Patil 2018):  

 

𝑛𝑛1 +  𝑂𝑂 ≈  𝑚𝑚1 (1 + 𝑚𝑚1 𝜏𝜏) 

                 𝑛𝑛2 +  𝑂𝑂 ≈  𝑚𝑚2 (1 + 𝑚𝑚2 𝜏𝜏)          (1.15) 

𝑛𝑛1+2  =  𝑛𝑛1 + 𝑛𝑛2 + 𝑂𝑂 ≈  𝑚𝑚1+2 (1 + 𝑚𝑚1+2 𝜏𝜏) 

 

Here, 𝑛𝑛1 is the input count rate of source one, 𝑛𝑛2 is 

the input count rate of source two, while 𝑚𝑚1  is the 

measured count rate of source one, 𝑚𝑚2  is the 

measured count rate of source two, 𝑚𝑚1+2  the 

measured count rate of the combination of the two 

sources.  The set of equations can be solved to give 

the DT  (𝜏𝜏)  as written in 1.16 (Bock et al. 2000):  

 

             𝜏𝜏 =  𝑚𝑚1 + 𝑚𝑚2 −𝑚𝑚1+2 −𝑂𝑂
𝑚𝑚 1+2

2 −𝑚𝑚1
2−𝑚𝑚2

2                    (1.16) 
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Figure 1.11 Visualization of the most relevant DT 

sources in a PET scanner system, *adapted from (Fahey 

2002).  

 

 

Figure 1.12 The two-source method for determining the 

system dead time. S1 and S2 are two radioactive sources 

with approximately the same activity (difference should 

be less than a 10%). The sources are placed at the 

distances D1 and D2 to the detector. 
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• The decaying source method is the second 

method to measure the overall DT for the 

detection system.  A phantom with decaying 

activity is used in this method. The half-life 

radioisotope and the radioactivity concentration 

of the phantom filling must be known. The 

method has the advantage, that it can be used 

also to determine the DT behavior of the system, 

i.e., if a paralyzable model or a non-paralyzable 

model or any other model should be used. 

However, depending on the used radioisotope, 

this method takes a long time to acquire the 

required measurement for the determination of 

the DT and the dead time behavior. The half-life 

of the radioisotope should have a value that 

allows the measurement at substantially 

different count rates in a feasible time. 

According to exponential decay, the true count 

rate can be described by equation 1.17, where 

𝑛𝑛𝑏𝑏𝑏𝑏 is the offset (background) count rate (Knoll 

2010; Müller 1973; Usman & Patil 2018; Patil & 

Usman 2009): 

             𝑛𝑛 =  𝑛𝑛0 𝑒𝑒−𝜆𝜆𝜆𝜆  + 𝑛𝑛𝑏𝑏𝑏𝑏                (1.17) 
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Here, 𝑛𝑛0 is the initial true count rate at the start of 

the measurement, 𝜆𝜆 is the decay constant of the 

radioisotope. One obtains for the non-polarizable 

model with equation 1.9 and by ignoring the 

background the equation given in 1.18 (Knoll 2010; 

Müller 1973; Usman & Patil 2018; Patil & Usman 

2009):  

𝑚𝑚 𝑒𝑒𝜆𝜆 𝑡𝑡  = −𝑛𝑛0 𝜏𝜏 𝑚𝑚 + 𝑛𝑛0  

            𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏:   𝜏𝜏 = 1
𝑚𝑚
−  𝑒𝑒𝜆𝜆 𝑡𝑡

𝑛𝑛0 
                    (1.18) 

Here, 𝑚𝑚 is the measured count rate at the 

measurement time t.   

Figure 1.13 illustrates the decaying source method.  

Many previous studies used the decaying source 

method with some improvements and adjustments 

improve the accuracy (Müller 1973; Usman & Patil 

2018; Patil & Usman 2009). 

 

 

 



54 
 

 

Figure 1.13 The decaying source method. Left: the 

cylinder is filled with radioactive material for the 

radioactive decay measurement in the PET detector. 

Right: the results of the radioactive decay experiment.  

 

• The Two-Pulser method is a technique to 

measure the DT of parts of the electronic 

instrumentation. It is based on the use of two 

oscillators delivering pulses with different 

frequencies (V, V1, V2, and Vmean are 

frequencies). This method is similar to the two-

sources method and is a very precise technique 

to measure the DT of the system components. 

Essentially, the two decaying sources are 

replaced by two oscillators, which are running at 

frequencies 𝑉𝑉1 = 1/𝑇𝑇1 and 𝑉𝑉2 = 1/𝑇𝑇2, creating 

a superposition of the two oscillations which is 
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fed into the input of the system component 

whose DT should be determined. The period T =

1/V = min(𝑇𝑇1,𝑇𝑇2)  is the reciprocal of the 

larger one of the both oscillator frequencies 

(Müller 1973; Usman & Patil 2018).  The mean 

of the frequency of superimposed pulses (𝑉𝑉mean) 

which passed the electronic component with DT 

(𝜏𝜏) is given by 1.19 for the non-paralyzable 

model (Müller 1973; Usman & Patil 2018): 

 

  𝑉𝑉mean=  �𝑉𝑉1  +  𝑉𝑉2   −  2𝜏𝜏𝑉𝑉1𝑉𝑉2         0 < 𝜏𝜏  <  T/2
𝑉𝑉                                      T/2 ≤  𝜏𝜏 <   T        (1.19) 

Whereas for the paralyzable DT model, 𝑉𝑉mean is 

given by 1.20 below (Müller 1973; Usman & Patil 

2018):  

𝑉𝑉mean= �𝑉𝑉1  +  𝑉𝑉2   −  2𝜏𝜏𝑉𝑉1𝑉𝑉2          0 < 𝜏𝜏  <  T
0                                             𝜏𝜏 >   T               (1.20) 

 

In the case of 𝑉𝑉 <  1/(2𝜏𝜏) the value of 𝜏𝜏 is 

independent of the DT model, and for this case and 

for  𝑛𝑛1 , 𝑛𝑛2  and  𝑛𝑛mean , which are the numbers of 

the pulses counted in the measuring time t, the DT 
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constant is given by equation 1.21 below  (Müller 

1973; Usman & Patil 2018):  

       𝜏𝜏 =  𝑡𝑡
2

 𝑛𝑛1 +𝑛𝑛2  −𝑛𝑛mean 
𝑛𝑛1 𝑛𝑛2 

                     (1.21) 

In the case, that 𝑉𝑉 >  1/(2𝜏𝜏),  the observed count 

rate 𝑉𝑉mean offers us simple means to check the DT 

type. This method has been improved and used in 

many related studies (Schönfeld & Janssen 1994; 

Baerg 1965; Müller 1973; Usman & Patil 2018; Patil 

& Usman 2009). 

 

1.4.2 Impact of DT on Quantitative Images    
 

Several components in PET system can suffer from 

DT losses and these losses can affect the accuracy of 

the quantitative PET images.  Each detector system 

and heir components are affected in different ways 

by DT. DT losses are systematic errors which 

introduced a bias in the quantitative measures 

derived from the images. Essentially, DT losses lead 

to an underestimation of the pixel value in the 

reconstructed quantitative images, if not corrected. 
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(Mazoyer et al. 1985; Freedman et al. 1992). For 

instance, DT losses result in an overestimation of the 

thyroid uptake in studies 123I (Maguire 1988). As DT 

losses increase at high count rates, the DT losses 

generally vary during the scan time, as the 

radiotracer distributes and decays. This is especially 

relevant for dynamic acquisitions and for studies 

using tracers with a short half-life, but also for 

studies using the bolus injection scheme (Hoffman 

et al. 1983; Zaidi 2006). An accurate correction of 

the DT losses is indispensable for quantitative PET 

imaging, in addition to all other data corrections 

such as attenuation correction, scatter correction, 

and random coincidence correction. A less accurate 

DTC method increases quantification biases in 

image reconstructions and results in less accurate 

mean counts. This will result also in a bias of the 

measured time activity curves (TAC) and quantities 

derived from the TACs, such as the maximum 

tumor-to-brain ratio (TBRmax), mean tumor-to-brain 

ratio (TBRmean), non-displaceable binding potential 

(BPND), the volume of distribution (VT) and 

molecular rate constants (k). Finally, inappropriate 
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implementation of the DT correction may invalidate 

the positivity assumption of Poisson nature of the 

detected events and may lead to additional 

reconstruction and quantification biases when using 

Maximum Likelihood (ML) based reconstructions 

(Toga & Mazziotta 2002; Morris et al. 2004; 

Brambilla et al. 2021). For that, achieving higher 

accuracy in the DTC is important and should be 

taken into consideration as well as all other 

corrections for achieving quantitative PET images.  

 

  

1.5 The Siemens 3T MR BrainPET-Insert  
 

The successful usage of the hybrid imaging modality 

PET/CT in clinical applications has supported 

combining PET with other medical imaging 

techniques i.e., PET/MRI. The Siemens 3T MR-

BrainPET insert installed at the Forschungszentrum 

Jülich (see figure 1.14) is one of several prototypes 

of dedicated brain hybrid MRI/PET systems 

worldwide. It is built from a commercial 3T MRI 

and a MR compatible BrainPET insert (Herzog et al. 



59 
 

2011; Shah et al. 2013). All measurements in this 

work were done with the Siemens 3T MR-BrainPET 

Insert. In this scanner, the acquired data is recorded 

in list-mode format and histogrammed into 

sinograms. Random coincidences are estimated by 

the delayed window technique (Markiewicz et al. 

2018; Markiewicz et al. 2016). The energy 

acceptance window is set to 420 to 600 keV. Figure 

1.15 shows a typical energy spectrum of the 

BrainPET insert together with the mentioned energy 

window. The coincidence time window is fixed at 

12 ns. The BrainPET insert uses Avalanche Photo-

Diodes, (APDs) as an MR compatible alternative to 

the photomultipliers, and scintillation event 

processing is done on the Quicksilver platform 

(Newport et al. 2006; Hu et al. 2011). As scintillator, 

LSO is used. The LSO crystals have a pixel pitch of 

2.5 mm x 2.5 mm and their length is 20 mm. The 

crystals are coupled by a light guide to a 3 x 3 array 

of Hamamatsu S8664–55 APDs, each of them 

having a sensitive area of 5x5 mm2. For temperature 

stabilization, the detector modules are supplied with 

cooled air. The PET scanner consists of 192 detector 
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blocks arranged in 32 cassettes (heads), each head 

bearing 6 detector blocks, (see figure 1.14, & figure 

3.3 in chapter 3). Each detector block with its 12x12 

scintillation pixels, the 3x3 APDs, and the attached 

analogue readout electronics acts as one position 

sensitive scintillation detector with individual count 

rate and DT loss. The BrainPET insert has an axial 

FOV of 19.2 cm and a transversal FOV of 31.4 cm 

(Weirich et al. 2012; Caldeira et al. 2018; Weirich et 

al. 2013; Weirich et al. 2013).   

 

 

1.6 Motivations of the DTC for the 3TBrainPET-
Insert 

 
 

For the Siemens 3T MR-BrainPET insert, the 

current DTC method is global, i.e., this method is 

based on a count rate-dependent correction factor, 

which is obtained by averaging over all scintillation 

detector blocks in the system. For this, the CFD 

counts for each block are summed over all 

scintillation detectors to estimate the global, 
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unqualified (non-validated) single counts and the 

overall single count losses caused by DT (Weirich et 

al. 2012; Caldeira et al. 2018; Weirich et al. 2013; 

Weirich et al. 2013). 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.14  The Siemens 3T MR-BrainPET insert at the 

Forschungszentrum Jülich and a schematic of the 

detector rings and the position of the patient head.  
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Figure 1.15 The energy spectrum and energy window 

setting for the BrainPET insert.  

 

As explained, the Siemens 3T MR-BrainPET insert 

consists of 192 detector scintillation detector blocks 

arranged in 32 heads (see figure 1.14, & figure 3.3 

in chapter 3). Each head bears 6 block detectors, thus 

forming 6 rings of block detectors. Figure 1.16 

shows the unqualified, uncorrected single count 

rates for 8 different heads of one sector (left) and the 

6 different rings (right) from a volunteer 

measurement with [11C]ABP688 (Issa et al. 2022).  

As can be observed, the uncorrected count rates are 

significantly different for the individual heads and 
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rings. The highest single count rates were found in 

those blocks close to the radioactivity sources, 

especially in the first ring of the PET insert. The 

observed large differences in these count rates 

affects the accuracy of the DTC factor of the global 

DTC method, as DT losses depend non-linearly on 

the count-rates and the differences are not correctly 

accounted for when using averaged DTC factors. 

Furthermore, it is ignoring the physical position for 

each block, thus resulting in inaccurate DTC 

correction and loss of quantitation accuracy. Apart 

from the non-uniform activity distribution inside the 

BrainPET FOV, the DT of individual block 

detectors is also affected by the radiation of the 

whole body which is outside of the FOV. This 

further increases the differences in the single count 

rates seen by the individual detector blocks and 

makes the DT losses dependent on the position of 

the detector block. Therefore, correcting the DT 

losses for all blocks individually potentially 

provides more accurate results for quantitative 

imaging (Issa et al. 2022). Figure 1.17 shows the 

reconstructed activity concentration in Bq/cm3 for a 
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phantom measurement over several half-lives of the 

nuclide (Issa et al. 2022). The phantom was filled 

with a 18F solution and placed inside of the PET 

FOV.  An additional phantom with activity was 

placed outside of the FOV. A region of interest 

(ROI) was drawn in the reconstructed image of the 

phantom located at its backside. A significant 

overcorrection by the global DTC method of up to 

10 % of compared to the expected reconstructed 

activity concentration (dashed red line) can be 

observed (Issa et al. 2022). 

Figure 1.16 The unqualified single counts for the 8 

detector heads of one sector on the left side and for 

individual block rings on the right side. Measurements 

were taken with the Siemens 3T MR-BrainPET insert 

from an [11C]ABP688 volunteer measurement adapted 

from Issa et al. 2022.  
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For comparison, also the reconstructed activity 

concentration without DTC is shown.  The main 

motivation of this work was to improve the accuracy 

of the DTC by implementing a block-pairwise DTC 

method for the Siemens 3T MR-BrainPET Insert, 

where the DT is corrected for each pair of 

scintillation blocks individually. By this, an 

increased quantitation accuracy for the PET images 

shall be achieved. The presented method is based on 

the estimation of the DTC factor as a nonlinear 

function derived from the delayed random 

coincidence rate for individual detector rings 

(Yamamoto et al. 1986; Issa et al. 2022).  

For this endeavor, Yamamoto's DTC method was 

adapted for estimating the DT losses for the 3T MR-

BrainPET insert for individual scintillation block 

pairs. In this work, the precision (noise statistical 

noise) and the accuracy of this modified method will 

be compared with the global DTC method currently 

used on the Siemens 3T MR-BrainPET Insert. 
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Figure 1.17  Reconstructed activity concentration in 

Bq/cm3 vs. time in seconds for phantom measurement 

(18F) for a ROI at the backside of the FOV and with out-

of-FOV activity adapted from Issa et al. 2022. 

 

Further, the impact of the DTC methods on the 

different clinical and scientific measurements with 

tracers with different half-lives was studied, in order 

to quantify the impact, the improved DTC method 

has on quantitation accuracy. 
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2. Research Objective 
 

 

2.1 Main Objective  

 

Development, evaluation and validation of an 

improved DTC method for the Siemens 3T MR 

BrainPET insert. 

 

2.2 Specific Objectives 

 

1- Evaluation of the properties of the global DTC 

method used as current DTC method in the 

Siemens 3T MR BrainPET insert.  

2- Study the inherent DT behavior of individual 

system components i.e., with respect to 

paralyzable or non-paralyzable characteristics.   

3- Development and implementation of an 

improved DTC method (block-pair-wise DTC 

method) for the Siemens 3T MR BrainPET 

insert. 
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4- Evaluation of the implemented DTC method 

with phantom measurements.  

5- Validation of the implemented DTC method 

with patient and volunteer measurements using 

different tracers, i.e. as [11C]ABP688, [18F]-

FET-PET, and [15O]H2O.  
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3. Methods    
 

Three DTC methods were investigated throughout 

the present work in order to achieve an improvement 

in DTC for the dedicated BrainPET. First, the global 

DTC method (currently used method for acquisition 

with the Siemens 3T BrainPET-insert).  The second 

method was the block-wise DTC method, and the 

third method was the block-pairwise DTC method 

which resulted in sufficiently accurate and 

consistent results when compared with the two other 

DTC methods. This chapter discusses those three 

methods.  

 

3.1 Mathematical Models   
 

3.1.1 Global DTC Method    
 

In the Siemens 3T MR BrainPET insert, constant 

fraction discriminator (CFD) are used to generate 

walk-free timing signals. A timing signal is 

generated when the electrical pulse (from the 

PMTs or APDs and SiPMs) passes through a 
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discriminator, e.g. a CFD.  The CFD is an 

electrical component used to generate the digital 

pulse when the signal reaches a consistent 

fractional part of the peak pulse height. Then, 

these timing signals are used in the coincidence 

circuitry. In addition, LLD (Lower level 

discriminator) and ULD (upper level 

discriminator) are discriminators used to filter the 

electrical pulses according to their energy or 

height (see figure 1.15 in the introduction) 

(Ullisch &Moses 2007; Badawi et al. 1996; 

Schaart 2021).  The DT correction that is 

currently routinely applied on the Siemens 3T 

MR BrainPET insert scanner in the research 

center Jülich is the global DTC (Weirich et al. 

2013; Weirich et al. 2012).   

For this, the CFD counts from all blocks are 

summed to estimate the global, non-validated 

single counts and the overall DT-induced non-

validated (unqualified) single count losses. The 

CFD counts are the non-validated singles that 

pass by the CFD without estimating the position 
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(scintillation pixel) in the block and which are not 

energy filtered, i.e., these events are counted 

always when the CFD was triggered (Ullisch & 

Moses 2007; Weirich et al. 2013). 

For typical measurements with the Siemens 3T 

MR BrainPET insert scanner, global non-

validated single count rates (sum over all 192 

detector blocks) are measured, then the 

corresponding correction factor is determined to 

individual single count rates. The dead time 

correction factor (𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷)  is shown in figure 3.1 

as a function of the non-validated singles count 

rates.  

The global DTC factor (𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) was fitted with a 

polynomial of 6 degrees. The free fit parameters are 

 (𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓0, … 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓5),   as in equation 3.1 below, the 

global DTC factor value (𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷):  

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓0 + 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓1 + 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
2 ∙

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓2 + 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
3 ∙ 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓3 + 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

4 ∙ 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓4 +
 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

5 ∙ 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓5                                                        (3.1) 

   Here, the Cfd𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  is the total of the CFD counts 

rates from all blocks.  
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Figure 3.1 The global DTC factor as a function of the 

non-validated single count rates for the Siemens 3T MR 

BrainPET insert.  

The ideal and measured global trues count rate are 

presented in figure 3.2,   The 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 in the case of the 

true count rates is given in 3.2 expression below. 

The ideal true count rates are not affected by the DT, 

especially in the low count rates. So the ideal true 

count rates are an extrapolation of the low count 

rates with an exponential function. The first period 

of the measured count rate shows the saturation in 

case of the system doesn't suffer from the DT (see 

figure 3.2):                                                    

   𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =    𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼
𝐶𝐶𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

                          (3.2) 
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Here, the 𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 is the total ideal count rate, and 

𝐶𝐶𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  is the total measured count rates.  

 

 

 

Figure 3.2 The global trues count rate (ideal and 

measured), black line: the measured global true count 

rates (the first seconds of the measured true count rates 

are affected by saturation. This is effect is not corrected 

for in the present work and the corresponding data cannot 

be used), red line: the best-fit of the ideal global true 

count rates.  

The global 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  can be used as a function of the 

CFD count rates and to approximate the total counts 
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𝐶𝐶𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 unaffected by DT (Weirich et al. 2013; 

Weirich et al. 2012).   

There are two major problems introduced by the 

global 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷. First, it is based on the measurement 

of non-validated (unqualified) singles counts, while 

for the prompt and true coincidences, only validated, 

i.e. energy filtered, singles are accepted. Therefore, 

the global 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 leads to a systematic deviation 

(bias) in the DT correction result. Secondly, as 

described in section 1.4, the count rates can be very 

different on block level, leading to different block 

level DT factors. Consequently, an improvement of 

the DT correction for the dedicated Siemens 3T MR 

BrainPET insert is needed.   

 

3.1.2 Block-wise DTC Method  
 

The global DTC is insufficient for accurate DT 
correction.   

An independent DTC for each detector block is 

needed to achieve sufficiently high accuracy for 

quantitative PET imaging. Figure 3.3 shows the 
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arrangements and locations of the detector blocks 

and heads (cassettes) in the Siemens 3T MR 

BrainPET insert, and the hitmap for all 192 blocks. 

The hitmap is a map that shows the counts for every 

single crystal on each block detector. It consists of 6 

x 32 blocks; each block represented by a 12x12 

LOS-crystal matrix. The hitmap is used to present 

the coincidences, i.e. prompts and delayed and they 

are used for the regular quality control (Weirich et 

al. 2012).   

 

A block-wise DTC model can potentially be used to 

describe the DT behavior of the Siemens 3T MR 

BrainPET insert on scintillation block detector level 

and to accurately correct for DT losses. 
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Figure 3.3 Arrangements and locations of the detector 

blocks and heads (cassettes) in the Siemens 3T MR 

BrainPET insert together with the hitmap for all 192 

blocks.  

 

The activity  A(t)  of a decaying source is given by 
equation 3.3:  

A(t) = 𝐴𝐴0  �1
2
�

𝑡𝑡
𝑡𝑡1
2 + 𝑂𝑂𝐴𝐴                   (3.3) 

Where 𝐴𝐴0 is the starting activity, i.e. A(0), 𝑡𝑡1 2⁄  is 

the half-life of the isotope, 𝑡𝑡 is the elapsed time in  
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seconds and OA is the offset due to intrinsic 176Lu 

background in cps/cm3 (Wei 2015; Alva-Sánchez et 

al. 2018). 

The decay losses for the non-paralyzable DT (NPDT) 
model are described by equation 3.4:  

      𝑆𝑆𝑚𝑚(𝑡𝑡) = 𝑆𝑆(𝑡𝑡)
1+𝑆𝑆(𝑡𝑡)∙𝜏𝜏

                          (3.4) 

Here, 𝑆𝑆𝑚𝑚 are the measured singles,  𝑆𝑆 are the ideal 

singles, and 𝜏𝜏 is the DT constant .   

As all PET scanner have a detection efficiency 𝜖𝜖 

with 0 < 𝜖𝜖 < 1, we can write for the singles 𝑆𝑆(𝑡𝑡) =

𝜖𝜖 ∙ 𝐴𝐴(𝑡𝑡). Thus we can write as 3.5: 

    S(t) = 𝑆𝑆0  �1
2
�

𝑡𝑡
𝑡𝑡1
2 + 𝑂𝑂                     (3.5) 

 

Here, the offset O differs from OA, because of the 

detection efficiency. The subscript “S” for singles 

have been omitted for simplicity. By plugging 

equation 3.5 into equation 3.4, we obtain equation 

3.6 which will be used as fitting model and which 

describes the expected block-wise, average, and 
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total, non-validated single count rates in the scanner 

at  arbitrary time t: 

𝑆𝑆𝑚𝑚(t) =  𝑆𝑆0+2
𝑡𝑡

𝑡𝑡1 2⁄ O

 𝑆𝑆0∙𝜏𝜏+2
𝑡𝑡

𝑡𝑡1 2⁄ (1+𝜏𝜏∙O)

                (3.6) 

The equation to obtain the DTC factor is given by 

3.7: 

𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤(t)  = 1
1−𝑆𝑆𝑚𝑚(𝑡𝑡)∙𝜏𝜏

          (3.7) 

 

From equation 3.7 it becomes obvious, that the dead 

time correction factor depends on the time, when the 

measured counts depend on time. It shall be noted, 

that the subscript “Block-wise” refers to the method, 

i.e. Equation can 3.7 is valid in block level and on 

scanner level. There are 192 scintillation detector 

blocks in the Siemens 3T MR BrainPET insert, thus 

their IDs are counted from 0 to 191.  Two sub-

indexes are used to define the block IDs, the first one 

is counted according to the physical location of the 

detector blocks inside the detector cassettes or 

heads. There are 6 blocks in each of the 32 heads 

yielding a total of 192 blocks. We use a convention 



79 
 

of separating the head and block numbers in a string 

of the form head number: block number, where the 

head ID (IDhead) is a number from 0 to 31 and the 

block ID (IDblock) is a number from 0 to 5. We can 

get a block number from this scheme by multiplying 

the head number by 6 and adding the block number:  

Block ID = IDhead*6+IDblock. The identification 

scheme is a BLUT (block lookup table) function or 

array (defined by Siemens). Figure 3.3 visualizes the 

numbering scheme.  There is a second Both, 

individual block CFD counts and total CFD counts 

fit very well to the NPDT model. Figure 3.4 shows, 

the total CFD counts (non-validated singles) for the 

PET detector together with the best fit to a NPDT 

model i.e., equation 3.7. The fit was applied to the 

total of the CFD counts from all 192 detector blocks 

in the PET scanner.  
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Figure 3.4 The total CFD counts for the entire PET 

detector together with the best fit to a non-paralyzable 

dead time model (NPDT). 𝑆𝑆0 is the singles count rates at 

t=0, and 𝑂𝑂 is the offset for CFD counts due to lutetium 

and natural background.   

In the case of the qualified singles i.e., singles 

forming prompts and trues the effects upon the 

qualified singles introduced by energy filtering 

should be correctly considered for the two DT 

models i.e., NPDT and paralyzable (PDT) models.  

The investigation of the NPDT and PDT fitting models 

was applied to the total prompts events (trues plus 
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randoms) and to the delayed coincidence events for 

the total of all 192 blocks.  

 

It is known, that the random count rate depends 

approximately quadratically on the activity equation 

3.3. Further, as for true coincidences only validated 

singles are used, there is no contribution from 176Lu 

background because the gamma photons generated 

during the decay have in all applications relevant for 

the present study less energy than LLD. However, 

the 176Lu background can contribute to the randoms 

coincidences because of the energy of the beta 

particles created during the 176Lu decay. Together 

with equation 3.4 for the non-paralyzable DT, we 

obtain the mathematical model the prompt 

coincidences NPDT given in 3.8:  

 

𝑃𝑃𝑁𝑁𝑁𝑁(𝑡𝑡) ≈ 𝐴𝐴0′ −𝐴𝐴0′ ∙𝐵𝐵

2𝑡𝑡/𝑡𝑡1/2 + 𝐴𝐴0′ ∙ 𝜏𝜏
 + 𝐵𝐵(2−𝑡𝑡/𝑡𝑡1/2  𝐴𝐴0′  + 𝑂𝑂)2

1+ 𝜏𝜏(2−𝑡𝑡/𝑡𝑡1/2  𝐴𝐴0′  +𝑂𝑂)2
     (3.8) 

 

Here, 𝐴𝐴0
′ = 𝜖𝜖 ∙ 𝐴𝐴0, and 𝐵𝐵  is introduced to account for 

the generally unknown fraction of random 

coincidences in the prompt counts. When using the 
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paralyzable DT model instead, the prompt 

coincidence count rates PDT are described by 

equation 3.9:   

 𝑃𝑃𝑃𝑃(𝑡𝑡)  =  2−2
𝑡𝑡/𝑡𝑡1/2  𝐴𝐴0′ (1 −𝐵𝐵)𝑒𝑒−2

𝑡𝑡/𝑡𝑡1/2𝐴𝐴0′  𝜏𝜏  +

 𝐵𝐵𝑒𝑒−𝜏𝜏(2−𝑡𝑡/𝑡𝑡1/2  𝐴𝐴0′  + 𝑂𝑂)2  (2−𝑡𝑡/𝑡𝑡1/2  𝐴𝐴0′  +  𝑂𝑂)2                  (3.9) 

Figure 3.5 shows the total prompts fitted with the 

NPDT model, i.e. equation 3.8. Figure 3.6 shows the 

total prompts fitted with the PDT model, i.e. equation 

3.9. 

 

 
 

Figure 3.5  Total prompts fitted with non-paralyzable 

model (NPDT),  𝑂𝑂 is the offset.  𝑃𝑃𝑁𝑁𝑁𝑁 is the measured 

prompt count rate.   
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Figure 3.6 The total prompts fitted with paralyzable (PDT) 
model.  𝑂𝑂 is the offset.  PP  is the measured prompt count 
rate.   

 

 
3.1.3 Block-Pairwise Method  
 

 
The high differences in block count rates is the main 

reason to implement a DTC method on block-wise 

level. For the implementation, both standard 

mathematical models for DT, i.e. the PDT and the 

NPDT models (Müller 1973; Bailey et al. 2005; 

Ensslin 1991) were tested.  As will be shown, the 

count rates observed during typical PET 

examinations with the Siemens 3T MR-BrainPET 

Insert are not high enough to lead to substantial 

differences in the obtained results. Due to the 



84 
 

absence of differences, the block-wise DTC method 

based on the NPDT model was implemented and only 

the derivation of the DTC factor for the NPDT model 

is described in this work. However, the derivation of 

DTC factor for the PDT model is analogue. As shown 

in Yamamoto et al., the expected delayed random 

coincidence rate without dead time losses can be 

obtained by extrapolation of the observed delayed 

coincidences. This allows to compute a DTC factor 

for the observed prompts coincidence rate 

(Yamamoto et al. 1986).  

The LOR coincidences on the block level define all 

the working block pixels to find all prompt count 

rates in each block, for each second. The data have 

been filled from the prompts hit-map in the LOR file 

and (32 x 19)/2 = 304 is the number of PET 

cassettes, whose coincidences will be considered on 

the LOR data file (ring shape of the detector).  

The PET detector has 32 cassettes, and for each 

cassette, the 19 opposed cassettes will be considered 

for coincidences, the remaining coincidences are 

discarded since the LORs are not passing through 

the head. We have to divide by two, since we find 
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the same LORs after rotating by 180 degrees instead 

of 360 degrees, since we have two gammas photons. 

On every scintillation block, there are 144 

scintillation pixels leading to 144x6=864 

scintillation pixels on each cassette. The electronics 

for the 3T MR BrainPET detector work at a block-

wise level. Whenever the scintillation occurs and 

triggers the electronics, the electronics of the whole 

block is insensitive for a following time interval with 

the length of the dead time, independent of which of 

the 144 crystals on the block was hit.   

The LOR data file has been created to find the 

number of pairs of coincidences for each pixel for 

all heads. Figure 3.7 below shows the total prompts 

for each of the head (0 & 8) combinations which is 

head pair nr. 8, and the trues coincidences for each 

of the head (0 & 19) combinations, which is head 

pair nr 12. 

 

The measured delayed random coincidences rate 

(Rm) measured with the delayed window technique 

(Markiewicz et al. 2018; Markiewicz et al. 2016) is 
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affected by the DT as in equation 3.10 (Issa et al. 

2022; Yamamoto et al. 1986):  

 

     𝑅𝑅𝑚𝑚 = 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

                     (3.10) 

 

Here, 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the delayed random coincidences rate 

without DT losses for any pair of scintillation blocks 

and the 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷is the DTC factor.  

 

 

Figure 3.7 Left: The true coincidences for each pixel 

combination of the heads 0 & 19, which is head pair nr 

12. Right: The prompts coincidences for each pixel 

combination of the heads 0 & 8, which is head pair nr 8.  
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Figure 3.8 shows relevant aspects of the block-

pairwise method. The method is based on the 

estimation of the dead time correction factor as a 

nonlinear function derived from the delayed random 

coincidences rate in individual detector blocks.  

 

Figure 3.8 The block-pairwise method is based on the 

estimation of the DTC factor as a nonlinear function 

derived from the delayed random coincidences rate in 

individual detector blocks. Rm is the observed delayed 

random coincidences rate, 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 the delayed random 

coincidences rate without DT losses. The dashed blue 

line is the best linear fit of 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 in the linear region and 

its extrapolation.  
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Figure 3.9 presents the total trues coincidences in all 

head pairs and the best fit (red line) obtained with 

the non-paralyzable model.  Equation 3.10 allows to 

compute the correction factor 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 , if  𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and 

Rm are known during every instant of the 

measurement. 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  are the corrected prompt 

coincidence count rates for each pair of scintillation 

blocks and they are given by the sum of 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and 

the corrected true coincidence count rates 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. 

𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  is given by 3.11(Issa et al. 2022; Yamamoto 

et al. 1986):  

           𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝑚𝑚                      (3.11) 

Here, 𝑇𝑇𝑚𝑚 are the measured true coincidence count 

rates.  

Equally, the corrected prompt coincidence count 

rates Pcorr can be computed by 3.12:  

 

                   𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑃𝑃𝑚𝑚                     (3.12)   

Here, the 𝑃𝑃𝑚𝑚 are the measured  prompt coincidence 

count rates.  Expression 3.13 gives the expected 
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count rates in case of the non-paralyzable dead time 

model:  

𝐶𝐶𝑚𝑚 = 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
1+τ  𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

= 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

              (3.13) 

 

Here, the 𝐶𝐶𝑚𝑚 is the measured count rate. 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the 

count rate without DT losses for any pair of 

scintillation blocks and τ  is the DT. Equation is 

valid for the true count rate, the prompt count rate 

and the delayed random count rate. From the 

mathematical model for the prompt coincidences 

NPDT (3.8), we obtain the Non-paralyzable (NPDT) 

fitting model for the total measured trues count rates 

(𝑇𝑇𝑚𝑚(t)) in the head pairs given in the expression 

3.14. (Measured count rates and best fit shown in 

figure 3.9):  

 

  𝑇𝑇𝑚𝑚(𝑡𝑡) =  𝐴𝐴0

2𝑡𝑡/𝑡𝑡1/2 +  𝐴𝐴0∗ 𝜏𝜏    
                    (3.14) 

 

The ideally expected delayed random count rates 

𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) as a function of the time 𝑡𝑡 can be 
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approximated as already explained above to give 

equation 3.15 (Issa et al. 2022):  

𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) ≈ (2−𝑡𝑡/𝑡𝑡1 2⁄  𝐴𝐴0′ + 𝑂𝑂)2             (3.15) 

 

Figure 3.10 shows the best fit for the total delayed 

random coincidences in the time interval between 

10000 and 20000 seconds for the BrianPET detector, 

obtained with equation 3.15.  

 

 

Figure 3. 9 Non-paralyzable (NPDT) fitting model of total 

trues count rates in the head pairs. 𝐴𝐴0 is the measured  

true count rates at t=0 
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Figure 3. 10 Best fit (blue dashed line) for the delayed 

random coincidences (red line) in the time interval 

between 10000 and 20000 seconds in in Siemens 3T MR 

BrainPET insert. 𝐷𝐷𝑚𝑚 is the observed delayed random 

coincidence rate.   

 

One important effect which is considered in this 

work in addition to the method presented in 

Yamamoto et al. 1986, is a correction of triple 

coincidences, i.e., when 3 gamma photons are 

detected simultaneously.  Triple coincidences are 

not uncommon and may be caused by inter-detector 

scatter and random events (Lage et al. 2015; Cal-

González et al. 2013; Pál & Pázsit 2012).  In the 
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Siemens 3T MR-BrainPET insert, triple 

coincidences are found as two double coincidences 

in the list-mode data and they are found both in the 

prompt and delayed coincidences lists. Thus, they 

would result in count rate overestimation in the 

presented DTC method and a corresponding triples 

correction should be applied to correct this effect, 

especially as the coincidence window of the 

BrainPET insert is rather large. Figure 3.11 

illustrates the double counting of one single event 

that leads to the overestimation which requires an 

appropriate correction.  

Due to their much lower probability, correction for 

multiple coincidences was not explicitly considered 

in this work. The over estimation of delayed random 

counts caused by triples can be approximated by the 

empirical model 3.16 (Issa et al. 2022):                                          

       𝐷𝐷�𝑚𝑚 =  𝑚𝑚(𝐷𝐷𝑚𝑚)
1
𝑘𝑘                   (3.16) 

Here, the 𝐷𝐷�𝑚𝑚  are the observed counts with 

overestimation due to triples and 𝑚𝑚 and 𝑘𝑘 are free fit 

parameters.  
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Figure 3. 11 The overestimation due to triples. S1 is the 

single event that was listed two times thus resulting in 

an overestimation of coincidence events.  

The expected counts of delayed random 

coincidences 𝐷𝐷�𝑚𝑚 can now be expressed by 

combining equations 3.13, 3.15, and 3.16, thus 

resulting in 3.17 (Issa et al. 2022): 

𝐷𝐷�𝑚𝑚 (𝑡𝑡) =  𝑚𝑚� (2−𝑡𝑡/𝑡𝑡1 2⁄  𝐴𝐴0′ +𝑂𝑂)2

1+ τ (2−𝑡𝑡/𝑡𝑡1 2⁄  𝐴𝐴0′ +𝑂𝑂)2
  �

1
𝑘𝑘

            (3.17) 

The DTC factor 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  can now be obtained in two 

steps.  
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First, equation 3.17 is solved for 𝑡𝑡 resulting in 

equation 3.18 (Issa et al. 2022):                  

𝑡𝑡 =   

log

⎣
⎢
⎢
⎢
⎡
𝐴𝐴0
′  𝑂𝑂 −τ 𝐴𝐴0

′  𝑂𝑂�𝐷𝐷𝑚𝑚𝑚𝑚 �
𝑘𝑘
+ �𝐴𝐴0

′2�𝐷𝐷𝑚𝑚𝑚𝑚 �
𝑘𝑘
−τ 𝐴𝐴0

′2�𝐷𝐷𝑚𝑚𝑚𝑚 �
2 𝑘𝑘

  

−𝑂𝑂2 + �𝐷𝐷𝑚𝑚𝑚𝑚 �
𝑘𝑘

 + τ 𝑂𝑂2 �𝐷𝐷𝑚𝑚𝑚𝑚 �
𝑘𝑘

⎦
⎥
⎥
⎥
⎤

 𝑡𝑡1 2⁄

log[2]
       (3.18) 

Then, the time obtained from the model for the 

measured delayed random count rates, i.e. equation 

3.18 is inserted into the model for the ideal delayed 

random count rates, i.e. equation  3.16 yielding 

equation 3.19  (Issa et al. 2022) when dividing by 

𝐷𝐷𝑚𝑚:  

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝐷𝐷𝑚𝑚) =

 

⎝

⎜
⎛
𝑂𝑂𝑖𝑖− 

𝐴𝐴0,𝑖𝑖
′  𝑂𝑂𝑚𝑚
𝐴𝐴0,𝑚𝑚
′ + 

𝐴𝐴0,𝑖𝑖
′  �𝐷𝐷𝑚𝑚𝑚𝑚 �

𝑘𝑘

 �𝐴𝐴0,𝑚𝑚
′2 �𝐷𝐷𝑚𝑚𝑚𝑚 �

𝑘𝑘
�1− τ �𝐷𝐷𝑚𝑚𝑚𝑚 �

 𝑘𝑘
�  
⎠

⎟
⎞

2

𝐷𝐷𝑚𝑚
   (3 .19) 

Where we differentiated between 𝑂𝑂𝑖𝑖 and 𝑂𝑂𝑚𝑚 and 𝐴𝐴0,𝑖𝑖
′  

and 𝐴𝐴0,𝑚𝑚
′  respectively, to account for different 

contributions of the 176Lu background to the offset 

for the ideal and observed counts and for different 

contributions of the effective start activity 𝐴𝐴0,𝑖𝑖
′  to the 

start activity for the ideal and observed counts. 
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 It can be seen from equation 3.19, that with this 

formulation, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 depends on the measured 

delayed random count rates. Equation 3.19 again 

gives the correction factor 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 for one single pair 

of scintillation blocks or for the entire system. 

However, as already explained, the block-wise count 

rates can differ significantly between each other, and 

a global consideration would introduce significant 

bias in the DT correction. Furthermore, although the 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝐷𝐷𝑚𝑚) is computed from the measured delayed 

random count rates, it can be sued to correct dead 

time losses for trues and prompts as well. As the 

Siemens 3T MR-BrainPET has 6 rings, 32 heads, 

and coincidences with only 19 out of 32 heads are 

used, the 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 for  62 × 32 × 19 × 1
2� = 10944 

used block-pairs must be determined and applied. 

Thus, the 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 are correction factors for block 

pairs, not for single blocks (Issa et al. 2022). All 

variables in equation 3.19 except the observed 

delayed random count rate 𝐷𝐷𝑚𝑚 are used as free fit 

parameters. For the calibration, the time varying 

delayed count rates for all 10944 block-pairs were 
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fitted with equation 3.19 and the best fit parameters 

were stored.  

For the correction during measurements, the 10944 

individual count rates 𝐷𝐷𝑚𝑚 are used together with the 

corresponding set of best fit parameters and equation 

3.19  to compute the DTC factor for this pair, which 

is used subsequently to correct the prompt count rate 

for the corresponding block-pair according to 

equation 3.12.   As figure 3.10 shows, the best-fit 

with equation 3.15 of the total delayed random 

coincidence was found in the time interval from 

10000 to 20000 seconds. This model is needed for 

extrapolating the count rates 𝐷𝐷𝑚𝑚 from the range 

where they are not affected by dead time to a range 

where they are affected. For the validation of the 

method, the corrected true coincidence rates of all 

10944 block-pairs were summed, and the resulting 

scanner-wide true coincidence rate was fitted to a 

simple decaying exponential with the 18F half-life to 

determine the relative fit residuals. For validation of 

the appropriateness of the empirical model for over 

counting due to triples, all prompt coincidences as a 
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function of the pure double coincidences were fit to 

equation 3.16. 

3.1.4 Identifying the Corrected Coincidences of DT 
Factors  

 

The DTC factors of the coincident singles for the 

total prompts and delayed randoms were applied to 

evaluate and the NPDT model. The measured 

coincident singles differ and depend on the block DT 

and the lutetium background activity, which were 

chosen as free fitting parameters.  Those fits were 

done with ROOT –An-Object-Oriented Data 

Analysis Framework (Brun & Rademakers 1997) 

and not all of the fits converged. However, as the 

block-wise model was discarded for reasons 

explained below, the fact that some fits did not 

converge does not affect the relevant results of 

this work. Figure 3.12 below shows the best fit 

parameters for the NPDT model applied to the 

coincident singles of the delayed randoms for the 

192 blocks of the Siemens 3T MR BrainPET insert, 

i.e. the lutetium background activity, the DT 

constant, and the amplitude (A0). Figure 3.12 below 
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shows the best fit parameters for the NPDT model 

applied to the coincident singles of the prompts for 

the 192 blocks of the Siemens 3T MR BrainPET 

insert, i.e. the lutetium background activity, the DT 

constant, and the amplitude (A0). 

 

Figure 3.12 Best fit parameters for the NPDT DT model 

and the delayed random coincident singles. a: Lutetium 

background activity, b: Amplitude (A0), c: dead time 

constant.  
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Figure 3.13 Best fit parameters for the NPDT DT model 

and the prompt coincident singles. a: Lutetium 

background activity, b: Amplitude (A0), c: dead time 

constant. 
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3.2.  Measurements  
 

All measurements were performed with the 

Siemens 3T MR BrainPET insert. The data 

was recorded in list-mode and in case of the 

block-pairwise method, all block pairs, which 

can lead to accepted coincidences (in total 

10944) see 1.1.4 section in the introduction, 

were analyzed. 

 

3.2.1 Phantom measurements 
 

Evaluation and validation of the block-pairwise 

DTC were done with a Germanium (68Ge) phantom 

and with a phantom filled with decaying activity of 

known half-life. In this work, we also studied the 

impact of the out-of-FOV activity on the calibration 

factor and its homogeneity for the DTC methods by 

evaluating the calibration differences in several 

ROIs by comparing scans taken with and without 

out-of-FOV activity.  For all the phantom 

measurements (except the 68Ge Phantom), the 
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activity concentrations of three reference probes 

were measured with a calibrated gamma counter 

(Wallac Wizard 1480) at the beginning of the 

measurement. 

 

I. Germanium (68Ge) Phantom 
Measurement  

 

For measurement I, a 68Ge phantom was used to 

characterize the CFD counts (unqualified singles) 

for the global DTC caste and the block-wise DTC 

case. We did short normal acquisitions with standard 

settings for 600 seconds. The phantom is the model 

CS 27 from Siemens Medical Solutions. It is a 

cylinder phantom with an active diameter of 20 cm 

and a length of 27 cm (volume: ≈ 8365.53 ml).  The 

activity at the time of that measurement (14/2/2019) 

was 16.9 MBq. The phantom was transversally 

centered in the FOV and the measurement was done 

without the MR transmit/receive head coil.  
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II. Decay Experiment  
 

For the decay experiments, cylindrical, 

homogeneous phantoms were used.  During the 

phantom measurements, prompt and delayed 

coincidences count rates are registered for every 

second during approximately 7 half-lives (≈ 20 

hours). For each block-pair, the DTC factor is 

computed and applied to the prompts. A 

homogeneous cylinder with inner diameter of 14 cm 

and length of 23.6 cm (volume: ≈ 3633 ml) was 

filled with 257.4 MBq activity of 18F diluted in 

water. The phantom was transversally centered in 

the PET FOV with the MR transmit/receive head 

coil. Table 3.1 summarizes the measurements with 

the calibration probes for all decay experiments 

described in this chapter. Table 3.2 summarizes the 

average of the calibration probe measurements given 

in table 3.1.  

 

 



103 
 

III. Decay Experiment with Activity Out of 
FOV 

 

A homogeneous cylinder with 14 cm inner diameter 

and 23.6 cm length (volume: ≈ 3633 ml) was filled 

with 141.8 MBq activity of 18F diluted in water. The 

phantom was transversally centered in the FOV. The 

phantom was axially centered to the extent that the 

MR transmit/receive head coil allowed. In addition, 

a second homogeneous cylinder phantom with 20 

cm inner diameter and 19 cm length (volume ≈ 5969 

ml) was filled with 283MBq activity of 18F diluted 

in water and placed outside of the FOV directly in 

front of the PET insert. Thus, the total activity was 

divided into two parts. Approximately 30% of the 

total activity was placed inside of the FOV and the 

remaining 70% was placed outside of the FOV to 

mimic the uptake in the patient’s body which 

contributes significantly to the detector dead times. 

Figure 3.14 shows the phantom placement for 

measurement III inside and outside the dedicated 

Brain PET, see the decay experiment with out of 

FOV activity in table 3.1 and table 3.2.  
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IV. Three-Compartment Phantom 
Measurement  

 

The fourth measurement was done with a three-

compartment phantom (NEMA NU 2-994) filled 

with 18F diluted in water. The inner diameter of the 

background compartment is 20 cm and the 

compartment is 23 cm long (volume ≈ 4180 ml). The 

three inserted compartments are 5 cm in diameter 

and 20 cm in length (volume ≈260 ml). One of them 

(hot compartment) was filled with an activity 

concentration 6 times higher than the activity 

concentration of background compartment and one 

of them (warm compartment) was filled with an 

activity concentration 2 times higher than the 

background. One insert is made from massive 

Teflon (cold compartment).  

The activity in the background compartment was 

113.3 MBq. Data was acquired for 11 hours and the 

phantom was centered inside of the FOV. In 

addition, a second homogeneous cylinder phantom 

(dimensions as described above) was filled with 

82.6MBq activity and was placed outside of the 
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FOV. Figure 3.15 shows the placement of the two 

phantoms inside and outside the dedicated 

BrainPET. The compartment to background ratios 

for the hot and warm compartment were chosen as 

6:1 and 2:1, as these values represent typical values 

for tumor to background ratios and the cortex region 

to cerebellum ratio, respectively, see three-

compartment phantom measurement in table 3.1 and 

table 3.2.  

 

 

 

Figure 3.14 Position of the two phantoms for 

measurement III inside and outside of the BrainPET 

insert. 
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Figure 3.15 Position of the two phantoms for the 

measurements with the three compartment phantom 

(measurement IV) inside and outside of the BrainPET 

insert. 
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Table 3.1 The calibration probe measurements for all the 

decay experiments. 

Measurement Probe Time CPM Volume 

Decay Experiment 

without activity 

outside 

1 12:56:10 745178 0.5 ml 

2 12:57:14 705815 0.5 ml 

3 12:59:33 670894 0.5 ml 

Decay Experiment 

with Activity Out of 

FOV 

The phantom in 

FOV 

1 11:06:40 520551 0.494 

ml 

2 11:07:49 563834 0.495 

ml 

3 11:09:01 522965 0.494 

ml 

Decay Experiment 

with Activity Out of 

FOV 

The phantom out of 

FOV 

1 11:13:11 545858 0.496 

ml 

2 11:14:21 583562 0.496 

ml 

3 11:15:32 397060 0.498 

ml 

Three-

Compartment 

Phantom 

Measurement 

The phantom in 

FOV 

1 16:23:21 457450 0.499 

ml 

2 16:23:21 387356 0.498 

ml 

3 16:23:21 396461 0.5 ml 
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Hot-Compartment 

Three-

Compartment 

Phantom 

Measurement 

The phantom in 

FOV 

Warm -

Compartment 

1 16:23:21 164508 0.496 

ml 

2 16:23:58 164249 0.502 

ml 

3 16:25:10 157421 0.5 ml 

Three-

Compartment 

Phantom 

Measurement 

The phantom in 

FOV 

Background 

1 16:26:21 76071 0.496 

ml 

2 16:27:33 73068 0.502 

ml 

3 16:28:44 74142 0.502 

ml 

Three-

Compartment 

Phantom 

Measurement 

The phantom out of 

FOV 

1 16:30:06 143503 0.498 

ml 

2 16:31:18 175947 0.5 ml 

3 16:32:29 167276 0.5 ml 

CPM: counts per minute 
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Table 3.2 The averages of the calibration probe 

measurements for all decay experiments. 
Measurement Time CPM Volume 
Decay Experiment without activity outside  12:57:14 707295.7 0.5 ml 
Decay Experiment with Activity Out of 

FOV  

The phantom in FOV 

11:07:49 535783.3 0.495 

ml 

Decay Experiment with Activity Out of 

FOV  

The phantom out of FOV 

11:14:21 508826.7 0.496 

ml 

Three-Compartment Phantom 

Measurement  

The phantom in FOV 

Hot-Compartment 

16:23:21 

 

413755.7 0.499 

ml  

Three-Compartment Phantom 

Measurement  

The phantom in FOV 

Warm -Compartment 

16:23:58 162059.3 0.499 

ml 

Three-Compartment Phantom 

Measurement  

The phantom in FOV 

Background  

16:27:33 74427 0.5 ml  

Three-Compartment Phantom 

Measurement  

The phantom out of FOV 

16:31:18 162242 0.499 

ml  

CPM: counts per minute 



110 
 

V. Calibration Bias   
 

The evaluation of the calibration bias was done with 

two measurements. In the first one, we used a 

homogeneous cylinder with 14 cm inner diameter 

and 23.6 cm length (volume: ≈ 3633 ml) which was 

filled with 64 MBq activity of 18F diluted in water. 

The phantom was transversally centered in the FOV 

with the inserted MR transmit/receive head coil. A 

second homogeneous cylinder phantom with an 

inner diameter of 20 cm and length of 19 cm 

(volume ≈ 5969 ml) was filled with 126 MBq 

activity of 18F diluted in water and was placed 

outside of the PET FOV. The scan time was 30 

minutes. In the second measurement we scanned the 

phantom in the FOV without any activity outside of 

FOV. As this measurement was ≈ 30 minutes later 

we corrected the obtained value for the decay 

(correction factor ≈ 1.22 (2 (31.5/109.8)). Figure 3.16 

shows placement of the phantoms for the 

measurement of the calibration bias with the 

dedicated BrainPET. The motivation for this 

measurement is to evaluate how the activity outside 
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of the FOV (caused by the activity in the patient 

body) affects the calibration in different regions of 

the FOV and for the different DTC methods. The 

measurements of the calibration probes are 

summarized in table 3.3 and the average 

measurements of the calibration probes are 

summarized in table 3.4.  

 

 

 

Figure 3.16 The placement of the phantoms for 

calibration measurements with the dedicated BrainPET. 

Right: first measurement, left: second measurement.  
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Table 3.2 The calibration probe measurements for the 

calibration measurements. 

 

 

 

Measurement Probe Time CPM Volume 

Calibration 

Bias:  

The phantom 

in FOV 

 

1 10:42:00 330537 0.494 

ml 

2 10:44:00 329162 0.499 

ml 

3 10:45:00 321517 0.500 

ml 

Calibration 

Bias: The 

phantom out 

of FOV 

 

1 10:47:00 413242 0.498 

ml 

2 10:48:00 411249 0.500 

ml 

3 10:50:00 407989 0.495 

ml 

CPM: counts per minute 
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Table 3.3 The averages of the calibration probe 

measurements for all the decay experiments. 

 

VI. Cross-Calibration 
 

The block-pairwise DTC method requires a new 

calibration, as the calibration which is currently 

applied to the reconstructed images makes use of 

the global DTC method. Instead of the new 

calibration block-pairwise DTC method, we 

used a cross-calibration between the both 

methods. The cross-calibration factor has been 

computed by evaluating the differences in the 

reconstructed activity concentration in specific 

ROIs obtained with the different DTC methods. 

The obtained cross-calibration factor was found 

Measurement Time CPM Volume 

Calibration Bias:  

The phantom in FOV 

10:43:67 327072 0.499 ml 

Calibration Bias:  

The phantom out of FOV 

10:48:33 410826.7 0.499 ml 

CPM: counts per minute 
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to be 1.079 (ratio between ROI activity 

concentration with global DTC and ROI activity 

concentration with block-pairwise DTC) and 

was applied to all reconstructed images obtained 

with the block-pairwise method. Two 

measurement were used for this computation and 

evaluation. The first measurement was done 

with a homogenous cylinder with a 20 cm inner 

diameter and 19 cm length (volume: ≈ 5969 ml) 

and was filled with 99.6 MBq activity of 18F 

diluted in water. The scan time was 20 minutes. 

The phantom was transversely centered with half 

of it inside of FOV and the second half outside 

of FOV.  The measurement was done evaluate 

the homogeneity of the reconstructed, DT 

corrected images with MR transmit/receive head 

coil in order to evaluate the impact of the out-of-

FOV activity under normal PET imaging 

conditions. For the second measurement a 

homogenous cylinder was used with 14 cm inner 

diameter and a length of 23.6 cm (volume: ≈ 

3633 ml) filled with 99.6 MBq activity (decay 

corrected for 20 minutes of delay) of 18F diluted 
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in water. The measurements of the calibration 

probes are summarized in table 3.5. Table 3.6 

summarizes the averages of the calibration probe 

measurements for the values given in table 3.5.  

The phantom was transversely centered in the 

FOV. The phantom was axially centered to the 

extent that the dimensions of the MR 

transmit/receive head coil allowed. The duration 

of the acquisition was 20 minutes. Again, we 

measured the activity concentration of the 

phantom filling also with a well counter (3 

probes).  

 Table 3.4 Measurements of the calibration probes for   

the cross-calibration measurement. 

Measurement Probe Time CPM Volume 

Cross-

Calibration:  

The phantom 

in FOV 

 

1 12:48:36 247214 0.494 

ml 

2 12:49:44 248870 0.499 

ml 

3 12:50:56 248713 0.502 

ml 

CPM: counts per minute 
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Table 3.5 The average of the measurements of the 

calibration probes for the cross-calibration measurement. 

 

 

3.2.2 Volunteer & Patient Measurements 
 

VII. [11C]ABP688 Measurements 
 

For the validation of the block-pairwise DTC 

method we reanalyzed time activity curves (TACs) 

and derived quantities such as BPND and VT obtained 

with [11C]-ABP688. The [11C]ABP688 

measurements have been previously used to 

investigate mGluR5 binding with and without 

cognitive task. (Régio Brambilla et al. 2020).  For 

the this work, 8 image data sets from the 

[11C]ABP688 cohort were chosen. All subjects were 

Measurement Time CPM Volume 

Cross-Calibration:  

The phantom in FOV 

12:49:45 248265.7 0.501 

ml 

CPM: counts per minute 



117 
 

male and between 24 and 50 years of age. Four of 

them were smokers and the rest were nonsmokers. 

Six subjects were healthy volunteers, two of them 

were diagnosed with schizophrenia. The 

[11C]ABP688  data was collected from 2017 to 2019; 

the patients were recruited by Uniklinik RWTH 

Aachen; and the study was approved by the Ethics 

Committee of the Medical Faculty at the RWTH 

Aachen University and the German Federal Office 

for Radiation Protection (Bundesamt für 

Strahlenschutz). The [11C]ABP688 PET acquisition 

had a duration of 65 minutes starting with the 

injection of the bolus. The bolus-infusion scheme 

protocol was optimized by injecting around 50% of 

the total activity with the bolus, followed by a 

constant infusion of the remaining activity at a rate 

of 92ml/h. A distribution equilibrium was observed 

after 30 min. The average total administered activity 

per subject was 525 ± 55 MBq (Régio Brambilla et 

al. 2020). Table 3.7 summarizes all the details of the 

[11C]ABP688 cohort used in this study. 
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VIII. O-(2-[18F]fluoroethyl)-L-tyrosine (FET) 
PET Measurements 
 

The TACs and derived mean and maximum tumor-

to-normal brain ratios (TBRmax and TBRmean) were 

obtained from the O-(2-[18F]fluoroethyl)-L-

tyrosine (FET) PET measurements. These consisted 

of twenty [18F]-FET -PET measurements from 

patients with histologically confirmed cerebral 

gliomas. The [18F]-FET measurements were used to 

compare the influence of the developed DTC on 

semi-quantitative parameters like mean tumor to 

background ratio (TBRmean), maximum tumor to 

background ratio (TBRmax), and the TAC curve 

shape (Lerche et al. 2021). The PET data acquisition 

was dynamic from minute 0 to minute 50 post 

injection (p.i.) of the [18F]-FET bolus. The [18F]-FET 

measurements were performed with an average 

injected radioactivity of 220 ± 32 MBq. All 

measurements were done between 2017 and 2021 on 

the 3T MR-BrainPET insert. The static and dynamic 

[18F]-FET-PET parameters were calculated. The age 

range of this cohort was (26-69 y), with 9 females 
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and 11 male subjects. Five patients had been 

diagnosed with Oligodendroglioma, ten patients had 

been diagnosed with Glioblastoma, one patient had 

been diagnosed with suspected Glioma, one patient 

had been diagnosed with brain metastases, one 

patient had been diagnosed with Astrocytoma, and 

two patients had been diagnosed with 

Oligoastrocytoma.  Thirteen of the diagnoses 

corresponded to World Health Organization (WHO) 

grade III (mutant) and grade IV (wildtype) and five 

diagnoses corresponded to WHO grade II (Louis et 

al. 2016; Louis et al. 2021; Vigneswaran et al. 2015). 

For two subjects, the grade was unknown. All [18F]-

FET-PET measurements were approved by the local 

ethics committees and the relevant federal 

authorities and the procedures adhered to the 

standards established in the Declaration of Helsinki.  

All subjects gave prior written, informed consent for 

their participation (Lohmann et al. 2018). Detailed 

[18F]-FET patient cohort characteristics are 

summarized in Table 3.8.  
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 Table 3. 6 Details of the [11C]ABP688 volunteer cohort. 

Adapted from Issa et al. 2023 

 

 

IX.  [15O]H2O PET Measurements 
 

We evaluated the TACs of the cerebral blow flow 

(CBF) tracer [15O]-labeled water in gray matter and 

white matter (CBF) and calculated the rate constants 

K1 and K2, and VT by kinetic modeling. Four 

measurements of [15O]H2O PET collected in 2012 

for a study on cerebral blood flow (Zhang et al. 

Subject 

# 

Age 

(y) 

Sex Smoker/non 

Smoker 

Volunteer/Patient(Initial 

Diagnosis) 

1 24 M non-smoker Volunteer 

2 49 M Smoker Volunteer 

3 50 M Smoker Volunteer 

4 37 M non-smoker Volunteer 

5 25 M non-smoker Volunteer 

6 47 M Smoker Volunteer 

7 26 M non-smoker Patient (schizophrenia) 

8 45 M Smoker Patient (schizophrenia) 
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2014). Four [15O]H2O bolus injections from four 

healthy volunteers were analyzed (4*4=16 

reconstructed images ). The fourth measurement of 

the [15O]H2O was done with the same volunteer  as  

the third measurement but on another day. The 

acquisition time for each bolus injection was 180 

seconds, data was acquired as list mode and 4 

injections (half-life frames) of 180 seconds duration 

were used for reconstruction. The average bolus 

injection was 536.75 ± 2 MBq. All the subjects were 

male and the age range was 27-31 years. Table 3.9 

resumes [15O]H2O measurement details for all 

volunteers. The study was approved by the ethics 

committee of the university hospital of the RWTH 

University Aachen and the federal authorities 

according to the Declaration of Helsinki's Ethical 

Principles for Medical Research Involving Human 

Subjects and the German radiation protection law. 

All participants gave prior written approval. 
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Table 3.7 Detailed [18F]-FET patient cohort 

characteristics. Adapted from Issa et al. 2023.  

Measurements 

# 

Age 

(y) Sex Initial Diagnosis 

WHO 

grade 

IDH 

Genotype 

1 59 F Glioblastoma IV wildtype 

2 67 M Oligodendroglioma III mutant 

3 59 M Glioblastoma IV wildtype 

4 35 F Glioblastoma IV wildtype 

5 49 M Oligodendroglioma II mutant 

6 26 M Astrocytoma III mutant 

7 39 M Glioblastoma IV wildtype 

8 48 M Glioblastoma IV wildtype 

9 56 M Glioblastoma IV wildtype 

10 62 F Glioblastoma IV wildtype 

11 50 F Oligodendroglioma II mutant 

12 44 M Oligodendroglioma III mutant 

13 55 F Brain Metastases - - 
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      Table 3.8 The [15O] water PET measurements data.  

 

 

 

 

14 54 F Oligoastrocytoma  II n.a. 

15 54 M Oligoastrocytoma  II n.a. 

16 69 M Glioblastoma IV wildtype 

17 44 F Glioblastoma IV wildtype 

18 50 M Oligodendroglioma II mutant 

19 60 F Suspected Glioma 

    

unknown unknown 

20 44 F Glioblastoma IV wildtype 

n.a. = not 

available      

Measurements # Age (y) Sex 

1 27 M 

2 31 M 

3 29 M 

4  29 M 



124 
 

3.3 Data Analysis 
  
   3.3.1 Phantom Measurements 
 

The images were reconstructed with the 3D OP-

OSEM algorithm for the performance evaluation of 

the result of the phantom measurements (Mourik et 

al. 2010; van Velden et al.  2008). The image volume 

matrix was 256 x 256 x 153 pixels with two subsets, 

32 iterations, and an isotropic voxel size of 1.25 

mm3. In addition to the DTC, the data sets were 

corrected for decay, randoms, attenuation (Kops et 

al. 2014), and scatter. The corresponding phantom 

measurements were reconstructed using global 

DTC, without any DTC, and with the proposed 

block-pairwise DTC method. The results of the 

block-wise DTC method showed, that the accuracy 

of this method was not sufficient. Therefore, the 

method was abandoned and images were 

reconstructed for comparison with the global DTC 

(see 4.2 in the results chapter). Reconstructed 

images were only generated for the method with 

sufficient accuracy, i.e. the block-pairwise DTC 
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method, and also for the global DTC, and without 

any DTC for comparison. No further data processing 

was done for the phantom measurements. Constant 

true coincidence count rate framing schemes were 

used in all reconstructions in order to minimize 

reconstruction bias at low count rates (Brambilla et 

al. 2021; Régio Brambilla et al. 2020).  

I. Germanium (68Ge) Phantom 
Measurement  

 

The 68Ge phantom measurement was only used to 

characterize the CFD counts contained in the list-

mode data.  

II. Decay Experiment  
 

The decay experiment without out of FOV activity 

was used to define the coincidence pairs and to 

evaluate the block-wise and block-pairwise 

methods. For this step, it was not necessary to 

reconstruct the images. 
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III. Decay Experiment Measurement with 
Activity Out of FOV 

 

 The decay experiment with out of FOV activity was 

used to define the coincidence pairs and to evaluate 

the block-wise and block-pairwise methods, and to 

prepare for the next measurement with three 

compartment phantom.  For this step, it was not 

necessary to reconstruct the images.  

 

IV. Three Compartment Phantom 
Measurement 

 

Five cylindrical ROIs were specified in each 

compartment to enable the evaluation of accuracy 

and noise level.  The same dimensions were used for 

all ROIs, i.e. ∅x ≈ 44 mm, ∅y ≈ 44 mm, and length 

lz ≈ 8 mm. The ROIs were aligned with the 

compartment’s centric axis (again for all 48 time 

frames). The ROIs were placed in the center, front, 

and the back of the phantom (see figures 4.40 and 

4.41 in the results chapter). The two ROIs that were 

not centered in the axial direction were 1cm and 2 
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cm away from the edges, respectively.  Those two 

ROIs were chosen to find the difference between the 

1 and 2 cm positions, which may be affected by the 

other variables.    

 

V. Calibration Bias   
 

Three cylindrical ROIs were drawn in the center, 

front, and the back of the phantom image (ROI 

surfaces at 1 cm from the edges).  The ROIs at the 

front and the back of the phantom have the same 

distance from the iso-center.  Those ROIs were 

applied to the two measurement sessions. For the 

first calibration bias measurement, three cylindrical 

ROIs were drawn and the dimensions of the ROIs 

were ∅x ≈ 170 mm, ∅y ≈ 170 mm, and length lz ≈ 

21 mm. For the second calibration bias 

measurement, three cylindrical ROIs were drawn 

and the dimensions of the ROIs were ∅x ≈ 170 mm, 

∅y ≈ 170 mm, and lz ≈ 21 mm.  The ROIs were 

aligned at the scanner axis for all image frames (20 
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minutes in length).  The averaged activity 

concentration values were computed in the ROI 

analysis. 

 

VI. Cross-Calibration Measurement 
 

The cross-calibration factor was measured using a 

single cylindrical ROI placed inside of the FOV. The 

ROI was centered, and it covered the mayor part of 

the volume of the phantom in the x, y, and z 

directions. It´s dimensions were ∅x ≈ 98 mm, ∅y ≈ 

97 mm, and lz ≈ 125 mm. The surfaces of the ROI 

were 1 cm from the edges. The ROI was aligned at 

the scanner axis for all image frames (20 minutes in 

length).  Figure 3.17 shows the single ROI together 

with the image of the phantom.   

The averaged activity concentration values were 

used for the computation of the cross-calibration 

factor. 
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Figure 3.17 The single ROI placement together with the 

phantom image used in the cross-calibration factor 

computation. 

For all the previous phantom measurements, the 

ROIs analysis was done with AMIDE (Amide’s a 

Medical Imaging Data Examiner software) (Loening 

& Gambhir 2003). The values used for the ROI 

analysis are the averaged activity concentration for 

each frame and the coefficient of variation (COV) 

except for the calibration measurements, in which 

we used the averaged activity concentration only.  

The noise levels of the reconstructed images were 

quantified using the COV. The COV was calculated 

by dividing the standard deviation (𝜎𝜎) by the mean 
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of the activity (𝜇𝜇)  of the voxel values inside the ROI 

as in equation 3.20 below (Centore 2016): 

𝐶𝐶𝐶𝐶𝐶𝐶 =  𝜎𝜎
𝜇𝜇
                          (3.20) 

The mean of the activity was calculated for 

obtaining the cross-calibration factor of the 

reconstructed images that used the block pairwise 

DTC method and for the comparison to the mean of 

the activity concentration in the reconstructed 

images using the global DTC method. 

 

3.3.2 Influence of scattered coincidences   
 

The scatter sinograms of the phantom measurements 

were computed to estimate variability introduced by 

scatter correction into the ROI analysis. As for two 

measurements with the same phantom, we have 

necessarily two different scatter corrections, even if 

the object dimensions and the activity in the 

phantom are the same. 
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We need to get an estimate of how much of the 

reconstructed activity concentration in the 

reconstructed image can vary from one 

measurement to the next due to the scatter 

correction. For this purpose, we split one 

measurement from a homogeneous phantom into 

reconstruction frames containing the same number 

of true coincidence counts and analyzed the scatter 

sinograms obtained with the SSS algorithm and tail 

fitting. For the analysis, all scatter sinogram entries 

of a single slice were summed for all 1399 sinogram 

slices (see figure 3.18 a and b) and we computed the 

COV for all slices from the different frame values 

(see figure 3.18 c). This was done for the global and 

block-pairwise DTC method and for the 

measurement III, which is the decay experiment 

with out of FOV activity.  
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Figure 3. 18  Slice wise variation of the scatter sinograms: 

a: The slice-wise total of the entries of each sinogram 

slice for the different frame (different line colors, not 

separated in this plot) of the global DTC method, b: The 

slice-wise total of the entries of each sinogram slice for 

the different frame (different line colors, not separated in 

this plot) of the block-pairwise DTC method, c: the COV 

values for the individual scatter sinogram slices. 

 

3.3.3 Volunteers & Patients Measurements  
 

VII. [11C]-ABP688 PET images 
 

For the [11C]ABP688 measurement, constant true 

coincidence count rate framing scheme was used to 

minimize reconstruction bias at low counts (Issa et 
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al. 2022; Brambilla et al. 2021;  Régio Brambilla et 

al. 2022). The analysis of the [11C]-ABP688 PET 

images was done with PMOD (version 4.103, 

PMOD Technologies, Zurich, Switzerland), using 

the PNEURO package. A 3D Gaussian post-

reconstruction filter (2.5 mm) was applied. The PET 

data set was corrected for motion, normalized, and 

matched to the simultaneously acquired MR T1 

MPARGE image. The ROIs were drawn using the 

T1 MPARGE images as an anatomical reference. 

Figure 3.19 shows the targets ROIs of the [11C]-

ABP688. Three exemplary regions of the human 

brain were chosen for the analysis based on their 

relevance: cerebellum gray matter, temporal 

posterior cortices, and the anterior cingulate cortex 

(ACC). All the reconstructed images were 

normalized to the Montreal Neurological Institute 

(MNI) space and the Hammers atlas (Hammers et al. 

2003).  The cerebellum gray matter (GM) was used 

as a reference region for the [11C]ABP688 study 

(Régio Brambilla et al. 2020; Akkus et al. 2018).  
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 The TACs and the derived quantities, i.e., the non-

displaceable binding potential (BPND), and 

distribution volume (VT) were also analyzed.   The 

BPND was computed by dividing the mean activity 

in the target region by the mean activity 

concentration in the reference region i.e., the 

cerebellum gray matter, and subtracting the value of 

1.0, as in model (3.21):  

𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁  =  �𝐶𝐶 𝑚𝑚𝑚𝑚𝑚𝑚−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 
� − 1             (3.21) 

Here 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the concentration of the bound 

radioligand, 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is the nondisplaceable 

ligand concentration in this case (cerebellar GM, 

reference  tissue). The VT is computed by building 

the ratio of the tracer concentration in the target 

tissue to the concentration in the plasma at 

equilibrium as in equation (3.22) (Morris et al. 2004; 

Innis et al. 2007; Slifstein & Laruelle 2001):  

𝑉𝑉𝑇𝑇  = 
𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

                     (3.22) 
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Here the 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 is the concentration of the 

radioligand in tissue target region. The   𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 is 

the concentration of the radioligand in the plasma at 

equilibrium.  

The slope of the VT and the BPND during equilibrium 

(t > 30 min.) was computed with linear regression. 

A detailed description of the volunteer 

measurements with [11C]ABP688 can be found in  

(Brambilla et al. 2021; Rajkumar et al. 2021).  The 

cross-calibration factor was applied for the block-

pairwise data of all the measurements estimated 

quantities for [11C]ABP688.  

 

 

Figure 3.19 The [11C]ABP688 three relevant regions of 

the human brain: Cerebellum, temporal posterior cortices 

and the ACC. Adapted from Issa et al. 2023.    
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VIII. O-(2-[18F]fluoroethyl)-L-
tyrosine (FET) PET 
Measurements 

 

In the case of the dynamic data set analysis of [18F]-

FET-PET images, the images were reconstructed 

using 16 time-frames (5×1 min; 5×3 min; and 6×5 

min). Sum image from 20-40 min p.i. were used and 

the SUV were obtained by dividing the radioactivity 

concentration (kBq/mL) in the tissue by the ratio of 

the injected radioactivity and the body weight (See 

equation 1.3 in the first chapter).  

The analysis of the [18F]-FET-PET images was done 

with PMOD (version 4.103, PMOD Technologies, 

Zurich, Switzerland). A 3D Gaussian filter (2.5 mm) 

was applied to all images and the PET data set was 

corrected for motion and normalized. A spherical 

volume of interest (VOI) of constant size (dimeter 

was 15 mm) was drawn at the contralateral side of 

the tumor area as healthy reference. 3D 

segmentation with PMOD was used to delineate the 

tumor volume by assigning all voxels with a TBR of 

1.6 or higher to the tumor volume. The shapes of the 
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TACs derived from the reconstructed images were 

evaluated by curve fitting with a linearized TAC 

model for [18F]-FET (Lerche et al. 2021). Figure 

3.20 shows one of the [18F]-FET-PET images with 

the relevant VOIs of the normal tissue, the tumor, 

and the maximum concentration of the uptake in the 

tumor area, and the therapy target which is the same 

as the treated volume (TV). The TV includes the real 

Gross volume (GTV), Clinical volume (CTV), 

Planning volume (PTV) and some surrounding of 

normal tissue (Berthelsen et al. 2007; Grosu et al. 

2006).  

 

Figure 3.20 [18F]-FET-PET images with the relevant 

VOIs of the normal tissue, the tumor, the maximum 

concentration of the uptake in the tumor area, and the 

therapy target. Adapted from Issa et al. 2023.    
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The TBRmax and TBRmean for the times between 20 

min. and 40 min. p.i. were computed for all cases. 

The TBRmax was calculated by dividing the 

maximum of the SUV of the tumor VOI (which was 

created by the threshold mask in POMD) by the 

mean of the SUV of the healthy tissue VOI. The 

voxels number of the peak area was 1021 voxels, 

which was fixed by using the Max VOI tool in 

PMOD, the mean uptake covered a 2 cm sphere 

centered at maximum voxel in the tumor VOI (Filss 

et al. 2017).  

In contrast, the TBRmean was calculated by dividing 

the mean SUV of the tumor VOI by the mean SUV 

of the reference VOI (healthy tissue). Mean relative 

differences of TBRmax and TBRmean for different 

DTC method were compared. The block-pairwise 

DTC method lead to sufficiently accurate results 

(See results and discussions chapters). For that, the 

TBRmax and TBRmean were compared in the block-

pairwise DTC and global DTC for the times between 

20 min. and 40 min. Further, TBRmax and TBRmean 

were computed and we tested for a potential 
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correlation between the tumor size and the distance 

of the tumor concerning the brain center point and 

the difference in the DTC methods. 

The distance was obtained with the data inspector 

tool in the POMD measuring the distance from the 

mid-center point of the brain to the tumor area (peak 

center VOI). The tumor size was obtained with the 

ISO-contouring VOI tool at a threshold level relative 

to uptake in PMOD (version 4.103, PMOD 

Technologies, Zurich, Switzerland). As not all 

values were distributed normally, the Spearman-

Rank correlation test was used instead of the 

Pearson´s correlation test. The cross-calibration 

factor was applied for the block-pairwise data of all 

the measurements and the corresponding estimated 

quantities for [18F]-FET-PET.  

 

IX. [15O]H2O Measurements 
 

The images of [15O]H2O measurements were 

reconstructed using the constant true coincidence 

count rate framing schemes for stabilizing and 
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minimizing reconstruction bias (Issa et al. 2022; 

Brambilla Issa et al. 2021; Régio Brambilla et al. 

2022). The data analysis of the [15O]H2O 

measurements was done with PMOD (version 

4.103, PMOD Technologies, Zurich, Switzerland). 

A 3D Gaussian post-reconstruction filter (4 mm) 

was applied to the reconstructed images. The VOIs 

covering the GM and the WM were drawn manually 

for each subject with sufficient distance from tissue 

borders in order to minimize partial volume effects 

(PVE) (Yang et al. 2017; Meechai et al. 2015) and 

in order to allow validation against results obtained 

in original work (Zhang et al. 2014). Figure 3.21 

shows one of the [15O]H2O measurements with the 

manually drawn VOIs which were used for the GM 

and WM. The measured TACs have been used to 

compute the cerebral blood flow (CBF), the rate 
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constants K1 and k2, and the VT via kinetic modeling 

(Morris et al. 2004; Bol et al. 1990).   

 

 Figure 3.21 The [15O]H2O measurement with the 

manually drawn VOIs for the GM and WM.  

K1 is the unidirectional transport of the radioactive 

tracer from the plasma to the tissue compartment and 

is given by equation 3.23 (Gunn et al. 2001): 

              𝐾𝐾1 =  ƒ (1 − 𝑒𝑒− 𝑝𝑝𝑝𝑝ƒ )                      (3.23) 

  Here, the ƒ is the perfusion, 𝑝𝑝𝑝𝑝 is the product of the 

capillary permeability and the capillary surface. k2 is 

unidirectional transport of the tracer back from the 

tissue to the blood and is given by equation 3.24 

(Gunn et al. 2001): 

    𝑘𝑘2 = 𝐾𝐾1
𝑉𝑉𝑇𝑇   

                              (3.24) 
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The Kinetic modeling was performed with PMOD 

(version 4.103, PMOD Technologies, Zurich, 

Switzerland). We also computed the ratio between 

GM and WM. The cross-calibration factor was 

applied to the block-pairwise data for all 

measurements and corresponding estimated 

quantities for [15O]H2O.  
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4. Results  
  

The evaluation of the three investigated DTC 

methods give rise to a variety of results. The global 

DTC showed significant insufficiencies with respect 

to accuracy and the block-wise DTC method was 

found to be inappropriate to improve the accuracy of 

the DTC for the BrainPET. For the evaluation we put 

high emphasis on the quantitative accuracy of the 

BrainPET images. However, the block-pairwise 

DTC method was found to lead to a significant 

improvement and was closest to the ideal case 

without any DT losses when compared with the 

other two methods. This chapter presents the most 

important results obtained with the three DTC 

methods used together with the dedicated Siemens 

3T MR BrainPET insert. These results were 

obtained with phantom measurements and then from 

reconstructed images of patient and volunteer 

measurements.  
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4.1 Global DTC Method 
 

 

The global DTC method was developed and studied 

previously (Weirich et al. 2013; Weirich et al. 2012). 

In our work, we used his findings for comparison 

with alternative DTC methods and a detailed study 

of the limitations of the global DTC method. The 

PET scanner consists of 192 detector blocks in 32 

cassettes and six rings. The CFD count rates (non-

validated singles) vary for each block depending on 

its physical position near or far from the 

radioactivity sources (patients or phantoms). The 

highest count rates of non-validated singles were 

found in the blocks nearest to the radioactivity 

sources, especially in the first ring of the detector. 

For comparison, figure 4.1 shows how the non-

validated single counts in a single cassette (head) are 

distributed over the six individual blocks for the 

same time interval and the same phantom.  
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Figure 4.1 Non-validated single counts in a single 

cassette (head) are distributed over the six individual 

blocks measured with the 68Ge phantom during 600 

seconds.   

 
The highest CFD count rates were found in block 

number one since it is located in the first ring. The 

lowest CFD count rates were found in block number 

six and ring six, which is located on the rear side of 

the insert and therefore comparatively far away from 

the radioactive source. Here it is important to 

mention, that the phantom is not centered along axial 

direction and therefore the centroid of the activity 
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was not centered at the middle of the FOV. Instead, 

it is displaced by around 2 cm from this center. 

Therefore, the rear rings of the BrainPET are further 

away from the radioactive source. It can be further 

seen in figure 4.1 that the count rates of the 

individual blocks are highly correlated with the 

position of the ring they belong to (see figure 3.3 in 

the methods chapter), which can be explained by the 

solid angle corresponding to the physical position of 

the individual block with respect to the source. The 

same effect can be observed in the non-validated 

single count rates obtained from volunteer 

measurements. Figure 4.2 shows the non-validated 

singles for all individual 192 blocks of the BrainPET 

insert during the first 60 seconds (p.i.) for a [18F]-

FET-PET measurement.  
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Figure 4. 2 The non-validated singles for all individual 

192 blocks of the BrainPET insert during the first 60 

seconds (p.i.) for a [18F]-FET-PET measurement.  

For the patient and the volunteer measurements, the 

blocks detectors are exposed to radiation from both 

the brain volume (inside of the FOV) and the 

remainder of the body (outside of FOV). In 

comparison to whole-body PET scanners, the 

irradiation from outside the FOV is very 

unsymmetrical and moreover, for reasons of MR 

compatibility, the BrainPET insert has no shields to 

reduce the radiation from outside the FOV. Figure 

4.3 shows the DT corrected, non-validated singles 

used by the global DTC method for ring number one, 

ring number six, and the average of all six rings of 

the BrainPET Insert, during the first 50 seconds of a 

[18F]-FET-PET measurement.    
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Figure 4. 3 DT corrected, non-validated single count rates 

used by the global DTC method for ring number one, ring 

number six, and the average of all six rings during the 

first 50 seconds of a [18F]-FET-PET measurement.    

 
 

Three peaks in figure 4.3 are caused by the bolus of 

the injected tracer passing close by the detectors. 

There are two main blood circulations in the human 

brain called the “anterior” and the “posterior” 

circulation and the blood enters the brain volume 

through the internal arteries, which are the Vertebral 

arteries on the posterior side and the internal Carotid 

arteries on the anterior side (Veenith & Menon 2011; 

Chandra et al. 2017).  The first peak in figure 4.3 at ≈ 
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5 seconds p.i. is caused either by the bolus passing 

close by the detectors after the injection in the vein of 

the arm or by the bolus entering the lung after passing 

the heart. The bolus enters the brain at ≈ 10 seconds 

p.i. (second peak) and leaves the brain at ≈ 22 seconds 

p.i. The count rates in ring one are significantly 

higher than those in the other rings, since it is more 

exposed to the activity from outside of the FOV (the 

patient’s body).  The average count rates of the six 

rings (yellow line) deviate significantly from the 

count rates observed in the first and the sixth ring. As 

the average count rates are used as reference in the 

global DTC the observed deviations necessarily 

affect the accuracy of the global DTC method since 

the differences in the count rates for each block are 

ignored.  As part of this work, I studied the impact of 

the tracer’s half-life and the impact of the velocity at 

which the biodistribution is changing. As will be 

shown, understanding this impact of the different 

DTC methods is highly relevant for the quantitative 

interpretation of the PET different applications.  

Figure 4.4 shows the block-wise DTC factor for 

individual blocks (in different rings) of one cassette 
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in comparison to the non-validated singles for each 

individual block measured during an [11C]ABP688 

volunteer examination.   

Figure 4.4 Left: Block-wise 𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  for each 

block (in different rings) of one cassette (head), Right:  

non-validated singles for each block of the former 

cassette. Both are obtained from an [11C]ABP688 

volunteer measurement.  

Table 4.1 Gives the derived dead time constants for 

the blocks which have been considered in Fig. 4.4. 

Here we present the DT constants only for six 

blocks. All 192 blocks have very similar DT 

constants, the complete table is given in the 

appendix (see table A.1).  

 



151 
 

 Table 4.1 Dead time constants of the six blocks of one 

cassette. 

 

The global DTC method used the average CFD 

count rates as reference for computing the global 

DTC factor. As the results form phantom and 

volunteer measurements above have shown, the 

method ignores the significant differences in the 

count rates of the individual blocks. However, these 

observed large differences are object dependent and 

affect the quantitative accuracy of the BrainPET 

images by introducing variable bias. Therefore, the 

methods that consider a block-wise DTC correction 

have been investigated in this work in order to 

improve the quantitative accuracy of the Siemens 3T 

MR BrainPET insert detector.   

 

Block ID 1 2 3 4 5 6 

Dead 
Time [ns] 195 193 195 196 197 191 
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4.2 Block-wise DTC Method   
 

The block-wise DTC method has shown more 

consistent results in comparison to the global DTC 

method when considering non-validated singles on 

the level of individual blocks. An Independent DTC 

factor for each individual block was computed, thus 

allowing to consider count rate differences on block 

level when correcting the dead time losses.  

However, the block-wise DTC method also failed to 

accurately correct the total prompt count rates for the 

dead time losses, which was caused by several 

effects affecting the prompts count rates which are 

not adequately accounted for with the block-wise 

DTC method. These effects have been studied in 

detail in order to further improve the DTC. Figure 

4.5 shows the measured non-validated singles of a 

single block together with the best fit (non-

paralyzable DT model, with exponential decay and 

constant offset, i.e. equation 3.6) for the radioactive 

decay phantom measurement with 18F.  Figure 4.6 

shows the relative fit residuals for the data and best 

fit in figure 4.5.  
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Figure 4.5 Measured non-validated singles of a single 

block together with the best fit (red line) using equation 

3.6. The observed best fit parameters were 𝑆𝑆0 =

 437280 ± 55  , 𝜏𝜏 = 1.839 ∙ 10−7  ±  5 ∙ 10−10, 𝑂𝑂 =

5588 ± 2.  

Figure 4. 6 Relative fit residuals for the data and best fit 

in figure 4.5.  

It can be seen from figure 4.6, that there are 

systematic variations in the relative fit residuals for 

when fitting the non-validated singles of the 
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individual block2 with the block-wise DTC model 

(equation 3.6). Although the origin of these 

variations are not known, the accuracy of the best fit 

would have been acceptable in the explored count 

rate range. Figure 4.7 shows the corresponding DTC 

factor for the non-validated singles for a single block 

(𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 , equation 3.7) for this 18F phantom 

measurement. Figure 4.8 shows the measured and 

ideal true count rates, the  non-validated single count 

rates, and  the values of  𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑠𝑠𝑒𝑒 for a single 

block obtained with the same phantom 

measurement.   

Figure 4.7  Correction factor 𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 for the 

non-validated singles for a single block for this 18F 

phantom measurement.   

                                                           
2 Results only for one block shown. Results from all other 192 
blocks are very similar.  
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Figure 4.8 Upper left plot: The measured true count rate 

in a single block (black line) together with the ideal true 

count rate (red line), i.e. fit of measured counts of the 

range we used and extrapolation to the other times. Upper 

right: The measured total non-validated single count rates 

for the same single block. Lower left plot: the 

corresponding factors 𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤. And lower right 

plot: the corresponding 𝐷𝐷𝐷𝐷𝐷𝐷𝑓𝑓𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 as a function of 

the total prompt count rate in the same single block. All 

data was obtained from the 18F phantom measurement 

(equation 3.1).  
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The validation of the block-wise DTC method has 

been done experimentally with phantom 

measurements, and the results revealed that the 

block-wise single count rates follow the non-

paralyzable DT model (NPDT) with high precision. 

For the NPDT, the measured average block-wise DT 

constant was found to be approximately 200 ns for 

all blocks.  This is an important result, since it proves 

the assumption, that only the different count rates 

cause the different dead time losses, but not 

potentially different dead time constants (the time 

for which the block is dead due to a single detected 

event and during which it cannot not process any 

new event). For the patient measurements, the count 

rates of the 192 blocks depend strongly on the 

angular and axial block positions. Figure 3.9 shows 

the prompt count rate together with the best fit using 

the non-paralyzable DT (NPDT) model (equation 

3.8) in a single block.  Figure 4.10 shows the all the 

different count rates for single block for the 18F 

phantom measurement.  
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Figure 4. 9 Prompt count rates together with best fit using 

the non-paralyzable DT (NPDT) model in a single block.  

𝑃𝑃𝑚𝑚 are the measured prompt count rates for the single 

block.   

The block-wise DTC method results show that the 

DT losses vary for each block detector, this is based 

on the various count rates caused by the block 

position and the activity distribution (see figure 

4.10).  
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Figure 4.10 The different count rates for prompts 

(yellow), delayed (green), trues (orange), and non-

validated singles (blue) for single block obtained with the 

18F phantom measurement. The right plot shows the same 

data as the left, but for the first 50 seconds only (bolus). 

As can be seen from figure 4.9, the non-paralyzable 

DT fit model (equation 3.8) was not sufficient for 

describing accurately the total prompt count rates in 

individual blocks level, as the Prompts are the sum 

of trues and randoms, the trues are proportional to 

the activity while the randoms are proportional to the 

square of the activity. For this reason, and as the 

fractions of trues and randoms in the prompt 

coincidences are generally not known, the simple 

non-paralyzable model (equation 3.8) with decay 

and 176Lu background (offset) could not model the 

prompts. Moreover, we accounted for the 176Lu 
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background in the models with the parameter 𝑂𝑂. The 

amount of scatter is proportional to the amount of 

prompt coincidences. However, the scatter 

contribution depends on the position of the ROI in 

the phantom (see 5.2 in the discussion). Figure 4.11 

shows the prompt count rates together with the best 

fit and the relative fit residuals obtained with the 

non-paralyzable (NPDT) model in a single block and 

for the 18F decay measurement. The unqualified 

singles follow both the paralyzable and the non-

paralyzable DT model. This is not a contradiction, 

since the presented work was done in a prompt count 

rate range, in which the Siemens 3T MR BrainPET 

insert is normally operated and in which both models 

behave very similarly (see figure 1.10 in the 

introduction). DTC of the coincidences based on 

block-wise dead time estimated with unqualified 

singles (CFD counters) has been proven to be 

insufficient because the energy window applied 

together with the coincidence search leads to 

additional count loss, which is not correctly modeled 

in the block-wise dead time evaluation with 

unqualified singles. Thus, the block-wise DTC 
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losses of the coincidences cannot be estimated 

correctly using with the prompt or true count rates, 

however, the delayed random coincidences undergo 

the same processing as prompts and have a well-

defined quadratic dependency on the activity in the 

FOV. 
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Figure 4.11. a:  Measured prompt count rates together 

with the best fit using the non-paralyzable (NPDT) model 

in a single block for the 18F decay measurement.  𝑃𝑃𝑚𝑚 are 

the measured prompt count rates, b: The relative best fit 

residual of the data shown in figure a. The prompt count 

rates measured after 50000 seconds have been excluded 

from the fit because of the known incorrect behavior of 

the peak-following automatic at low activities (see 

section 4.3).   

Figure 4.12 shows the true count rate together with 

the best fit using the non-paralyzable (NPDT) model 
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for a single block for the 18F decay phantom 

measurement and the corresponding relative 

residuals.  From these results, it became clear, that 

the block-wise DTC method was not sufficient to 

accurately correct the DT losses for true 

coincidences on the individual block level. We 

further observed during the phantom measurements 

with the Siemens 3T MR BrainPET insert, that one 

additional important issue was, that running MR 

sequences can affect the results of block-wise dead 

time correction, since the CFD counters are prone to 

interference with MR sequences, i.e. they lead to 

spurious triggers and therefore erroneous count 

rates.  

The block-pairwise DTC method was identified as a 

potential method for realizing block-wise DTC 

which does not need access to qualified single count 

rates and which overcomes the mentioned 

difficulties.  The method was successful in 

correcting DT losses of the true coincidence count 

rates when applied to the Siemens 3T MR BrainPET 
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Figure 4.12  a. The true count rates together with the best 

fit using the non-paralyzable (NPDT) model in a single 

block, 𝑇𝑇𝑚𝑚 are the measured true count rates, b shows the 

relative best fit residuals for the data shown in a.  The true 

count rates measured after 50000 seconds have been 

excluded from the fit because of the known incorrect 

behavior of the peak-following automatic at low 

activities (see section 4.3).   

insert. However, as the method may amplify the 

image noise, the noise propagation into the 

reconstructed images was studied also. Further for 

the block-wise DTC method, we observed that the 

random triple coincidences are counted in the 

Siemens 3T MR BrainPET insert as two double 

coincidences, which interferes with the DT 
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measurement and correction, for that, we addressed 

this issue to get a precise DTC and applied 

additionally random triple corrections. 

 

4.3 Block-pairwise DTC Method  
 

4.3.1 Estimation of ideal delayed random 
coincidence count rates  
 

As will be shown, the block-pairwise method was 

successful in correcting DT losses of the true 

coincidence counts with high accuracy, when 

applied to the Siemens 3T MR BrainPET insert. 

Figure 4.13a shows the measured delayed random 

count rates together with the best fit using the model 

for the ideal delayed random count rates (equation 

3.15) in the time interval from 14500-24500 

seconds. Figure 4.13b shows the same data as figure 

“a”, but extrapolating the best fit of the delayed 

random count rates to the entire time interval.  

Figure 4.13c shows the relative fit residuals for best 

fit and the same data and as in figure a.   
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Figure 4.13. a: Measured delayed random count rates 

together with the best fit using the model for the ideal 

delayed random count rates in the time interval from 

14500- 24500 seconds. The following best fit parameters 

were observed 𝑅𝑅𝑂𝑂 ≈ −0.000084 and 𝜏𝜏 ≈ 6.7264. b: 

Same data as figure a, but extrapolating the best fit of the 

delayed random count rates to the entire time interval. c: 

relative fit residuals for the best fit and the same data and 

as in figure a.  
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Figure 4.14 shows the ratio of the estimated ideal 

delayed random count rates and the measured 

delayed random count rates ( 𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 /Dm). For the 

block-pairwise DTC method, this ratio is used to 

derive the correction factor 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷.  The 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

becomes smaller than 1 after approximately 30000 

seconds , which means that we have the DT gains 

instead of DT losses. This is an artifact of the peak 

finding algorithm implemented in the BrainPET 

insert at low count rates (to compensate for APD 

gain changes due to varying temperatures, the photo 

peak position of 511 keV radiation is continuously 

being analyzed and corrected, which leads to 

erroneous corrections caused by the Lutetium 

background at low activities in the FOV). Therefore, 

at very low count rates, we set the correction factor 

to 1 at about 4 counts per second.  
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Figure 4.14 Ratio of the estimated ideal delayed 

random count rates and the measured delayed 

random count rates. 

Figure.4.15 shows the observed true count rates 

together with the estimated ideal true coincidnece 

count rates. The latter were estimated by fitting and 

extrapolation as described above using the true 

coincidences from all head pairs.  

Figure 4.15 Measured true count rates (Tm, blue line) 

together with the estimated ideal true coincidnece 

count rates (TIdeal, yellow line).  
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4.3.2 Triples Correction 
 

As will be shown, the block-pairwise DTC method 

was successful in accurately correcting DT losses 

with the dedicated Siemens 3T MR BrainPET insert. 

Adding a correction for detected triple coincidences 

leads to higher accuracy. This makes the block-

pairwise DTC method outperform the currently used 

system-wide dead time correction (global DTC 

method). The validation of the block-pairwise DTC 

method with phantom measurements showed a very 

good agreement between expected total true counts 

and measured and corrected true counts.  As shown 

in the methods chapter, triples correction is 

potentially needed since the Brian PET does not 

reject triple coincidences, but counts them as two 

doubles leading to an overcounting which needs to 

be corrected. Figure 4.16a displays the total prompt 

coincidences, i.e. doubles (normal coincidences, 

triples and multiples) against the total prompt 

coincidences only containing doubles, which is a 

good estimate for the real activity in the PET FOV. 
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Thi figure shows, that the emperical model (equation 

3.16), is a sufficiently good approximation for 

estimating the overcounts due to triple coincidences, 

although the fit residuals in figure 4.16 “b” still 

present noticealbe systematic variatons. The data 

shown in both figures were obtained a decay 

experiment with 18F.  Figure 4.17 (a) shows the 

measured delayed random coincidences with triple 

correction (Dom with triples) together with the best 

fit using the paralyzable DT model together with 

triple correction (equation 3.17) for one out of the 

10944 block-pairs. Figure 4.17 “b” shows the 

relative fit residuals for the same data shown in 

figure 4.17 “a”. Note that there is no apparent 

systematic variation in the fit residuals. The data for 

figures 4.17 “a and b” were obtained from a phantom 

experiment with decaying 18F in the Siemens 3T MR 

BrainPET insert scanner.  

Figure 4.18 “a” shows the measured delayed random 

coincidences together with the best fit (equation 

3.17) and its extrapolation for estimating Dideal. 

Figure 4.18 “b” shows the relative fit residuals for 
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the same data and Figure 4.18 “c” DT correction 

factor with correction for triple coincidences, but 

without setting the factor to 1 for low counts. These 

results were obtained assuming non- paralyzable 

behavior for one out of 10944 block-pairs and using 

decaying 18F in a phantom acquired with the 

Siemens 3T MR BrainPET insert.  

 

Figure 4. 16 a: The best fit (red line) with an exponential  

model for the dependency of total prompt coincidences 

on the total prompt coincidences only containing 

doubles. The following best fit parameters were 

observed: 𝑚𝑚 = 0.2787 ± 0.0002, 𝜅𝜅 = 1.14819 ±

0.00004 b: The fit residuals for the best fit and the same 

data and as in figure a.  
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Figure 4.17 a: The fit result (red line) of the measured 

random with triples (gray line), b: The fit residuals of the 

averaged corrected delayed coincidences vs time during 

a phantom experiment with decaying 18F and achieved 

with the block-pairwise method of DTC in the Siemens 

3T MR BrainPET insert scanner. 
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Figure 4.18 a: The extrapolated best fit (red line) together 

with the measured delayed random coincidences (gray 

line), b: Relative fit residuals for the data shown in a. c: 

The obtained DT correction factor with correction for 

triple coincidences, but without setting the factor to 1 for 

low counts.   

Figure 4.19 “a” shows the DT correction factor with 

correction for triple coincidences, now after setting 

the DTC factor to 1 for low counts (happening 

approximately at second 25000) for a single block 

pair (same block pair and acquisition as figure 4.17-

4.18). Figure 4.19 “b” is presenting both the corrected 

true coincidence count rates (green line) and the 
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measured true coincidence count rates for the same 

single block pair vs the time. 

Figure 4.19 a: DT correction factor after setting the DTC 

factor to 1 for low counts, b:  Both, the corrected true 

coincidence count rates (green line) and the measured 

true coincidence count rate (gray line) vs the time for the 

same block-pair. 

 

4.3.3.  The Complete Block-Pairwise Fit Model  
 

Figure 4.20 “a” shows again the measured true 

coincidence count rates and the corrected true 

coincidence count rates for a single block pair vs 

acquisition time of the 18F decay experimental. But 

now, the corrected true coincidence count rates are 

fitted with a single exponential decaying at the rate 
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of 18F (red line). Figure 4.20 “b” is showing the 

corresponding fit residuals and figure 4.20 “c” is 

showing the relative fit residuals errors for the 

corresponding fit. The steps presented in figures 

4.17 to 4.20 are done for all 10944 block-pairs 

individually. Figure 4.21 “a” shows the uncorrected 

and the corrected true count rates vs acquisition time 

of all the sum of all 10944 block-pairs together with 

the best fit using a simple exponential with offset 

term decaying at the rate of 18F, while “b” is showing 

the fit residuals of the fit, and c shows the relative fit 

residuals for the same data,  “c” is the best fit result 

obtained after correcting all individual block-pairs 

using the block-pairwise DTC method with triple 

overcount correction and assuming non- paralyzable 

characteristics.  
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Figure 4.20  a: Measured true coincidence count rates 

(orange line) and corrected true coincidence count rates 

(gray line) for a single block pair vs acquisition time 

obtained with the 18F decay experiment, adapted from 

Issa et al. 2022. The red line represents the best fit with a 

single exponential decaying at the rate of 18F. b: Fit 

residuals for figure a. c: Relative fit residuals for the 

corresponding fit.  
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Figure 4.21 a: The best fit result using a single 

exponential with offset term decaying at the rate of 18F 

(red line) of the sum of all block-pairwise corrected true 

count rates vs acquisition time for the 18F decay 

experiment, b: Fit residuals for the fit shown in figure a, 

c: The relative residuals for the corresponding fit. 

All figures 4.17 to 4.21 were generated using the 

individually obtained best fit parameters for each of 

the 10944 block-pairs and computing the DTC 

factor for each individual block-pair by using these 

best fit parameters together with equation 3.17.   
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Figures 4.22, 4.23, 4.24 and 4.25 show these fit 

parameters and their corresponding uncertainties.  

 

Figure 4.22 The best fit parameters  𝐴𝐴𝑂𝑂,𝑚𝑚
′  and 𝜏𝜏 together 

with the corresponding parameter uncertainties 𝛿𝛿𝛿𝛿𝑂𝑂,𝑚𝑚
′  

and 𝛿𝛿𝛿𝛿 for the 10944 indivudual block pairs.  

 

 



178 
 

Figure 4.23 Best fit parameters  𝑂𝑂𝑚𝑚 and 𝑚𝑚 together with 

the corresponding parameter uncertainties 𝛿𝛿𝛿𝛿𝑚𝑚 and 𝛿𝛿𝛿𝛿  

for the 10944 indivudual block pairs.  

 

 Figure 4.24 Best fit parameters  𝑘𝑘 together with the 

corresponding parameter uncertainties  𝛿𝛿𝛿𝛿 for the 10944 

indivudual block pairs. 
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Figure 4.25 The best fit parameters  𝐴𝐴𝑂𝑂,𝑖𝑖
′  and 𝑂𝑂𝑖𝑖 together 

with the corresponding parameter uncertainties 𝛿𝛿𝛿𝛿𝑂𝑂,𝑖𝑖
′  and 

𝛿𝛿𝑂𝑂𝑖𝑖 for the 10944 indivudual block pairs.    

The corresponding uncertainties for each of the fit 

parameters expect 𝐴𝐴𝑂𝑂,𝑖𝑖
′  and 𝑂𝑂𝑖𝑖 and k are larger than 

the best-fit parameters,  which can be explained by 

the fact the fit model for the measured count rates is 

far more complex than the model for the ideal count 

rates. The parameters are not  independent of each 

other which adds a high degree of freedom to the 

optimiztion problem, leading also to high 

uncertainty. The parameters 𝐴𝐴𝑂𝑂,𝑖𝑖
′ , 𝐴𝐴𝑂𝑂,𝑚𝑚

′ , 𝑂𝑂𝑚𝑚, and  k  
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still present clear systematic variations over the 

10944 block pairs, which  means that there is still a 

small residual dependency on the block position for 

these paramters, which can be explained by the fact 

that the model most certainly does not exactly 

predict the measured count rates, although the found 

approximation is in very good agreement.   Both  𝑚𝑚 

and 𝜏𝜏  show strong fluctuations, which again must 

be explained by the complexity of the model and the 

challenge for finding iteratively the absolute 

minimum of the sum of squares. However, as will be 

shown later, this has no noticeable influence on the 

final results.  

The procedure of finding the DT corrected sum of 

all block-pairwise true coincidence count rates and 

fitting an exponential decay model with offset term 

but without DT losses to it was repeated for several 

different approaches. Relative fit residuals 

corresponding to figure 4.21 c for these for cases are 

shown in figure 4.26.  In the first case, a non-

paralyzable behavior is assumed and the individual 

sets of the obtained fit parameters are applied to 
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compute the block-pairwise DTC factor for each of 

the 10944 block pairs. In the second case, an average 

set of the fit parameters was computed from the 

individual parameter sets and these average values 

were applied to compute the block-pairwise DTC 

factor (assuming again non-paralyzing behavior). In 

the third case, we assume again a non-paralyzing 

behavior and apply individual parameter sets to 

compute the block-pairwise DTC factors but we 

omit triple correction. For the fourth case we were 

assuming paralyzing behavior, we applied 

individual parameter sets, and triple correction. All 

relative residuals were obtained by fitting a single 

exponential decaying at the rate of 18F to the DT 

corrected global true count rate (Issa et al. 2022). 
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Figure 4.26  Relative fit residuals of the DT corrected and 

summed true coincidence count rates vs time obtained 

with a phantom experiment with decaying 18F. Blue line 

(a): After applying block-pairwise DT correction 

assuming non-paralyzable behavior, individual fit 

parameter sets, and triple correction. Orange line (b): 

Assuming the non-paralyzable behavior, averaged fit 

parameter set, and triple correction, Gray line (c): 

Assuming the non-paralyzable behavior, individual fit 

parameter sets, and no triple correction, Green line (d): 

Assuming the paralyzable behavior, individual fit 

parameter sets, and triple correction.  Dashed orange line 

(e): The corresponding residuals for the global DTC 

methods are shown tor comparison (adapted from Issa et 

al. 2022).  

The best case with lowest relative residuals 

considering the entire count rate range was the 

second case (case b), where the relative residuals, 

i.e. the deviation from the ideal behavior, were 
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always larger than ≈ -1.2% and smaller than ≈ 1.6%. 

Without triple correction (case c), the maximum 

deviation from the expected counts was > -2% and 

< 4% and therefore substantially larger. However, 

nearly no differences between the first and second 

cases (a & b) and the second and fourth cases (b & 

d) were observed. Throughout the remaining part of 

this work, only DT correction to case b, i.e., 

assuming the non- paralyzable behavior, applying an 

averaged parameter set, and applying triple 

correction, will be used. Our results showed, that the 

triples correction leads to higher accuracy of the 

block-pairwise DTC method, as the average prompt 

count rate from a homogenous phantom, the 

maximum deviation between DTC measured trues 

and ideally expected trues was only 1.5 % in the 

worst case (with triple correction).  While without 

triple correction, the corresponding maximum 

deviation between measured trues and expected 

trues was 4 %.  

 



184 
 

4.3.4  DTC𝑓𝑓 values with and without activity out of 
FOV 
 

Figure 4.27 shows the DTC factors averaged over 

the first 200s of the acquisition for both 

measurements with decaying activity (with and 

without activity out of FOV) and summed over all 

blocks with the same axial position, thus showing 

the correction factor depending on the detector ring 

of the 3T MR BrainPET. These ring-wise average 

DT correction factors were obtained from phantom 

measurement with decaying 18F inside the FOV (left 

figure), and with additional decaying activity 

outside of the FOV (right figure).  
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Figure 4.27   Left:  The DTC factors for different blocks 

pairs according to their position in one of the six rings 

obtained with a phantom measurement inside of FOV and 

without any outside FOV activity. Right.   The DTC 

factors for different blocks pairs according to their 

position in one of the six rings obtained with a phantom 

measurement inside of FOV and with noticeable outside 

FOV activity.  

 
 

Figure 4.28 shows the DTC factors averaged over 

the first 200 seconds summed over all blocks within 

the same head, thus showing the correction factor 

depending on the position within the detector ring of 

the 3T MR BrainPET. Again, these average DT 

correction factors were obtained from phantom 

measurement with decaying 18F inside the FOV (left 
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figure), and with additional decaying activity 

outside of the FOV (right figure).  

 

According to the original work of the block-pairwise 

DTC method (Yamamoto et al. 1986), was 

mentioned that the method could have amplified the 

noise, in the case of the ring-wise range which they 

used, therefore we investigated the noise behavior.  

The derivative of the DTC𝑓𝑓 has a slope between 

0.002 and 0.008 over the relevant range of measured 

delayed random coincidence count rates (see figure 

4.29). Thus, the statistical noise of the measured 

delayed random count rates is propagating into the 

DTC factor with a magnitude which is reduced by a 

factor of more than100.  
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Figure 4.28 Left:  The DTC factors for different blocks 

pairs according to their position in one of the 32 cassettes 

obtained with a phantom measurement inside of FOV and 

without any outside FOV activity. Right.   The DTC 

factors for different blocks pairs according to their 

position in one of the 32 cassettes obtained with a 

phantom measurement inside of FOV and with 

noticeable outside FOV activity.  
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Figure 4.29 a: DTC𝑓𝑓 for averaged set of best fit 

parameters and typical delayed random count rates 

between 0 and 200 cps. b: Derivative of the DTC𝑓𝑓 with 

respect to the count rate of the same data (divided by 100 

for better readability). 

 4.3.5 Impact of Single Scatter Simulation 
variations on image noise  
 

An additional potential source of random variations 

propagating into the reconstructed images is the 

single scatter simulation (SSS) algorithm and its 

global scaling using methods as tail fit. Therefore, 

we analyzed the scatter sinograms obtained with 

different global scaling method in order to find the 

expected variations due to SSS combined with the 

block-pairwise DTC method and the global DTC 
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method. Figures 4.30 show the COV of the sum over 

all sinogram entries of an individual 2D sinogram 

slices for all 1399 sinogram slices obtained from an 

DT corrected 18F decay experiment. To obtain figure 

4.30 a, global DTC together with SSS scaling by tail 

fitting was used. To obtain figure 4.30 b, block-

pairwise DTC together with SSS scaling by tail 

fitting was used.  

The variations introduced by the SSS are 

comparable for all 4 cases and are at a level of ≈ 4%. 

The smallest variations between individual 

sinogram slices were observed for the block-

pairwise DTC method combined with ML SSS 

scaling. The sinograms for this analysis were 

obtained from phantom measurements. 
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Figure 4.30 COV in the 1399 sinogram slices of the 

scatter sinogram when using tail fit for SSS scaling 

together with global DTC (a) and block-pairwise DTC 

(b).   

 

4.3.6 Reconstructed Images of the Phantom 
Measurements 
 

Figures 4.31 and 4.32 presents the mean of the 

activity concentration in Bq/cm3 vs. time for the 

measurement with activity outside of FOV with the 
18F 3-compartment-phantom for relevant regions.  

The ROIs at the front and rear sides have been drawn 

guarding 1 cm (figure 4.31) and 2 cm (figure 4.32) 
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distance from the phantom walls. The images were 

reconstructed with using global DTC and block-

pairwise DTC. For comparison, also the results from 

reconstruction without DTC are shown.  

Figure 4.33. shows the  COV vs. time for the 

measureemnt with 18F the 3 compartment-phantom 

and out-of FOV activity for the same ROIs of figures 

4.31and 4.32 The images were reconstructed with 

using global DTC and block-pairwise DTC. For 

comparison, also the results from reconstruction 

without DTC are shown. 
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Figure 4. 31 Mean of the activity concentration in Bq/cm3 

vs. time for the three-compartment phantom filled with 

18F diluted in water for relevant regions and measured 
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with activity outside of FOV. The hot compartment on 

the right side was filled with 6 times higher activity 

concentration compared to the background, the warm 

compartment on the left side was filled with 2 times 

higher activity concentration compared, the background 

ROI sets in the center and it was filled with 113.3 MBq, 

and the cold compartment is made from solid Teflon. The 

ROIs at the front and rear sides have been drawn 

guarding 1 cm distance from the phantom walls, adapted 

from Issa et al. 2022.    
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Figure 4.32 The mean of the activity concentration in 

Bq/cm3 vs. time for the measurement with activity 

outside of FOV with 18F the 3 compartment-phantom for 

relevant regions The ROIs at the front and rear sides have 

been drawn guarding 2 cm distance from the phantom 

walls, adapting from Issa et al. 2022.  
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Figure 4.33 COV vs. time for the 18F phantom 

measureemnt with the 3 compartment-phantom and out-

of FOV activity for the same ROIs of figures 4.31 and 

4.32, adating from Issa et al. 2022.  

The largest differences between the global and the 

block-pairwise DTC methods were observed in the 

hot compartment. We can assume that dead time 

effects can be neglected for t > 20 000 seconds, since 

the measured activity concentrations with global and 

the block-pairwise DTC and without DTC converge 
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at this time. It can be seen, that the global DTC leads 

to an overestimation of ≈ 6 to 9 % in the three 

regions of the hot compartment, while the 

overestimation is reduced significantly when using 

the block-pairwise DTC (only 3% for the center 

ROI, and minimal in the front and rear ROI, 

respectively).  

 For the warm compartment, overestimations with 

global DTC reduce to ≈ 6 to 8 % in the three regions, 

while no overcorrection is observed with the local 

DTC correction.  Overcorrections in the background 

compartment are of the same order, obtaining lower 

overcorrections with the block-pairwise method.  

For the cold compartment, both methods behave 

very similarly.  The COV is the same for all three 

reconstructions as figure 4.33., i.e. with global DTC, 

with block-pairwise DTC, and without any DTC.  

An evaluation of the noise propagation into the 

reconstructed image was done previously to the 

image evaluation and the variation (i.e. statistical 

noise) in the DTC factor of the block-pairwise DTC 
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method was found to be of the order of 10 times 

smaller than the expected count rate variations of the 

total prompt coincidences when estimating the 

correction factor for each second. Thus, no relevant 

noise propagation into the PET image should be 

observed, and the image noise is dominated by the 

statistical variations of the prompt count rates, which 

can be readily seen in figure 4.33 (the COV for all 

reconstructions is the same). 

As the average activity concentration in the case of 

the global DTC method is consistently higher 

compared to the average activity concentration 

obtained with the block-pairwise DTC, especially in 

the case of high count rates, and also higher than the 

assumed ideal count rates with DT losses and 

without DTC correction (obtained by extrapolating 

the line without DTC correction from its asymptotic 

limit at low count rates, i.e. large times to its limit at 

high-count rates, i.e. large times). Thus it can be 

expected that the overcorrection of the global 

method also propagated into the calibration factor, 

requiring a new PET system calibration for the 
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block-pairwise DTC method, or a cross-calibration 

of the block-pairwise DTC method against the 

global DTC method. We preferred a cross-

calibration with a dedicated phantom measurement 

and obtained a cross-calibration factor of 1.079, 

which was applied for all images obtained with the 

block-pairwise method.    

The calibration bias results are summarized in the 

table 4.2 below for both of the global and the block-

pairwise DTC methods.  The relative differences of 

the calibration factors obtained in the four ROIs 

(three short cylindrical ROIs and one long 

cylindrical ROI) were computed for both cases 

where activity was and was not present outside the 

FOV. 
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Table 4.2 The relative differences when comparing 

calibration factors with and without out of FOV activity 

for relevant ROIs using global DTC and block-pairwise 

DTC. Adapted from Issa et al. 2022 

 

4.3.7 Impact of the two DTC Methods on 
quantitative measurements  
 

From the phantom measurements it could be seen, 

that there was a better agreement between the 

ground truth (ideal behavior without DT losses) and 

the corrected images when using the block-pairwise 

DTC. Consequently, the block-pairwise DTC will 

lead to reconstructed TACs of patient and volunteer 

measurements, which present less bias. Figure 4.34 

compares the time course of the DTC factors for the 

DTC 
method 

Cylindrical 
ROI 
Front side 
of 
phantom 

Cylindrical 
ROI 
Center of 
phantom 

Cylindrical  
ROI Back  
side  of 
phantom 

Cylindrical 
ROI 
Full 
calibration 
region 

global 
DTC 

-4.32% -1.50% 0.56% -1.5% 

block-
pairwise 
DTC 

-2.10% -1.90% -0.79% -1.44% 
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block-pair with highest and lowest DTC, the average 

block-pairwise DTC𝑓𝑓, and the global DTC for a 

typical volunteer measurement with the 

neuroreceptor ligand [11C]ABP688 (Régio 

Brambilla et al. 2020).  

Figure 4.34 DTC factors against acquisition time for the 

global DTC method compared to selected DTC𝑓𝑓s of the 

block-pairwise DTC method obtained from a typical 

[11C]ABP688 volunteer measurement of a  schizophrenia 

study, adapted from Issa et al. 2023.    
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Figure 4.34 shows, that the global DTC method has 

led to a significantly higher DTC factor when 

compared to the block-pairwise DTC method.  Thus, 

the global DTC method results in an overestimation 

of the activity concentration not only in the 

reconstructed images obtained from phantom 

measurements but also in the reconstructed images 

obtained from volunteer or patient measurements.  

 

I. Validation of the block-pairwise method 
with [11C]ABP688 PET acquisitions 

 

 The validation of the block-pairwise DTC with 

patient and volunteer measurements and its 

comparison to the global dead time correction using 

[11C]ABP688 showed important differences in the 

TACs and derived quantitative estimators such as VT 

and BPND. The evaluation of the [11C]ABP688 

measurements showed, that the TACs obtained with 

the different DTC methods show clear differences in 

all three regions and that this difference varies over 

the scanning time. However, as expected, the 
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differences became smaller towards the end of the 

scan and after a steady state is reached between 25-

35 min. Nevertheless, even a small difference in the 

TACs can lead to a relevant lack of accuracy of 

quantitative parameters obtained from the PET 

images (Issa et al. 2022). Figure 4.35 shows the 

TACs obtained with [11C]ABP688 in three VOIs 

using  global and block-pairwise DTC methods 

during image reconstruction, and after applying the 

cross-calibration factor to the reconstruction with 

block-pairwise DTC method.   
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Figure 4.35 The [11C]ABP688 TACs of a smoker in three 

relevant regions of the human brain and for both DTC 

methods: Cerebellum, Temporal posterior lobe and the 

ACC, for global DTC and block-pairwise DTC methods 

and after applying the cross-calibration factor to the 

reconstruction with the block-pairwise DTC method.  
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Figure 4.36 shows for each of the global and the 

block-pairwise DTC methods the distribution box-

plots of the slope values of the BPND obtained by the 

simple ratio method in two exemplary brain regions 

and after reaching the equilibrium. For the BPND in 

the ACC, the statistical distribution of the slopes of 

the BPND was -0.0025 min-1 for the global DTC 

method, while it was around -0.003 min-1 for the 

block-pairwise DTC method. The median for the 

global DTC was -0.002 min-1 and for the block-

pairwise DTC was -0.0032 min-1. For the temporal 

posterior lobes, the statistical distribution of the 

slopes of the BPND was -0.0029 min-1 for the global 

DTC method while it was around the same -0.00292 

for the block-pairwise DTC method. The median for 

the global DTC was -0.0039 min-1 and for the block-

pairwise DTC was -0.0034 min-1. The BPND has not 

shown a real difference between both DTC methods.  
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Figure 4.36 The statistical distribution of the slope values 

for BPND and global DTC and block-pairwise methods 

for three exemplary brain regions obtained with the 

Siemens 3T MR BrainPET insert scanner.  Black line: 

mean, white line: median, yellow box 25/75% quantile, 

fences: min/max values, adapted from Issa et al. 2023.    

 

 

Figure 4.37 shows the mean relative differences of 

the TAC ratios between global and the block-

pairwise DTC methods in the ACC and cerebellum 

gray matter. The ACC-relative-difference and the 

cerebellum-relative-difference approach at the end 

of the recording time (3000 seconds). As the true 

counts framing scheme was used, the reconstructed 
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image frames were shortened to less than 0.5 lengths 

to the midpoint.  However, in the beginning, when 

the injection is administered as a bolus with high 

radioactivity, these relative differences are 9.2 % 

and 6.5 %, respectively, i.e., they differ by a factor 

of 1.4. In the end, this factor decreases to 1.1. The 

average difference for the entire scan time is 1.28.  

 

Figure 4.37 The mean relative differences of the TAC 

ratios between global and the block-pairwise DTC 

methods in the ACC and cerebellum gray matter.  

 

Figure 4.38 presents the distributions of the slope 

values of the VT in three exemplary brain regions 
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and after reaching the equilibrium for the global and 

block-pairwise DTC methods. In the ACC region, 

the statistical distribution of the slopes in the VT 

curves was around -0.00038 ml/(cm3 x min) to the 

zero value (equilibrium) in the global DTC method, 

while for the block-pairwise method it was 0.0015 

ml/(cm3 x min)  to the zero.  The median was for the 

global DTC -0. 0022 ml/(cm3 x min), and for the 

block-pairwise DTC was 0. 0022 ml/(cm3 x min).  

For the temporal posterior lobes, the statistical 

distribution of the slopes in the VT curves was 

around -0.0051 ml/(cm3 x min)  using the global 

DTC, while it was 0.00014 ml/(cm3 x min) using the 

block-pairwise DTC method. The median for the 

global DTC was -0.0028 ml/(cm3 x min) and for the 

block-pairwise DTC the ideal slope value at 

equilibrium, i.e. zero, was reached. This shows that 

there is an important difference in the computed VT 

for both DTC methods, where it was shown with 

phantom measurements, that the global method 

introduces a noticeable bias. Therefore, it can be 

assumed, that the global DTC method introduces a 

bias in the VT and that the block-pairwise method is 
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more accurate. In the cerebellum GM (reference 

region), the statistical distribution of the slopes in 

the VT curves was around -0.00033 ml/(cm3 x min) 

to the zero value in the global DTC method, while it 

was around 0.0031 ml/(cm3 x min) in the block-

pairwise DTC method. The median for the global 

DTC was -0.0002 ml/(cm3 x min) and for the block-

pairwise DTC it was 0.0028 ml/(cm3 x min). The 

mean the statistical distribution of the VT slopes in 

the global data is better than in the block-pairwise 

for the reference area. It was found, that a relevant 

bias in VT is introduced by the global DTC method 

used with the Siemens 3T MR BrainPET insert 

scanner for the studied brain regions. The bias was 

considerably smaller for BPND, which in this work 

was computed using the simple ratio method, 

because in this case, the DTC caused bias cancels. 
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Figure 4.38 The statistical distribution of the slope values 

for VT and global and block-pairwise DTC methods for 

three exemplary brain regions obtained with the Siemens 

3T MR BrainPET insert scanner.  Black line: mean, white 

line: median, yellow box 25/75% quantile, fences: 

min/max values, black dots: outlier. Adapted from Issa et 

al. 2023.    
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II. Validation of the block-pairwise method 
with [18F]-FET- PET acquisitions 

 

The validation of the block-pairwise DTC with 

patient and volunteer measurements and its 

comparison to the global dead time correction using 

[18F]-FET-PET showed important differences in the 

TACs and derived quantities such as TBRmax and 

TBRmean. Figure 4.39 presents the TACs obtained 

from one [18F]-FET-PET acquisition for three 

relevant types of VOIs for the global and the block-

pairwise DTC methods. For the block-pairwise DTC 

method, we showed the TACs before and after 

application of the cross-calibration factor. 

The results we obtained after applying the cross-

calibration factor to the block-pairwise DTC data 

show that in the background and tumor regions, the 

block-pairwise method leads to equal values as the 

global DTC (overlaps with TAC obtained with 

global DTC). In contrast, we observed 

overcorrection in the tumor-max region for the 

global DTC method compared to the block-pairwise 
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even after application of the cross-calibration factor. 

For the [18F]-FET-PET examinations, the global 

DTC method tends to overcorrect when compared to 

the block-pairwise DTC method in approximately 

12% of the studied [18F]-FET-PET cases and even 

after applying the cross-calibration factor. The 

overcorrection is considerable in the case of the 

Tumor-max VOI.  Figure 4.39 below shows an 

example of [18F]-FET-PET case that shows the 

global DTC overcorrection behavior (see Tumor-

max VOI).  
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Figure 4.39 The TACs obtained from one [18F]-FET-PET 

acquisition for three relevant types of VOIs for the global 

and the block-pairwise DTC methods. For the block-

pairwise DTC method, we showed the TACs before and 

after application of the cross-calibration factor. 

Figure 4.40 shows the statistical distribution of the 

curve shape parameter obtained from various [18F]-

FET TACs and for the global and block-pairwise 

DTC methods.  The curve shape parameter casts the 

different behaviors of the [18F]-FET TACs, i.e. 
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rising, plateau and falling after reaching a peak, into 

a single shape parameter κ (Lerche et al. 2021). It 

has been shown in previous studies, that the [18F]-

FET TAC shape is linked to the tumor grade (Kunz 

et al. 2019; Rausch et al. 2019; Fuenfgeld et al. 

2020).  The chosen VOIs for the [18F]-FET images 

are the background (healthy control tissue), the 

tumor volume, the maximum concentration of the 

tracer in the tumor area, and the therapy target area.   
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Figure 4.40 The curve-shape parameter statistics for the 

FET-PET TACs and global and block-pairwise DTC 

methods for four types of VOIs (i.e., therapy target, entire 

tumor volume, maximum value volume and healthy 

background volume). Black line: mean, white line: 

median, yellow box 25/75% quantile, fences: min/max 

values. 

Figure 4.41 shows the statistics of relevant features 

of the [18F]-FET-PET TBRmax and TBRmean for the 

global DTC method and the block-pairwise DTC 

method.  
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Figure 4.41 Statistics of relevant features of the [18F]-

FET-PET TBRmax and TBRmean for the global DTC 

method and the block-pairwise DTC method in the 

Siemens 3T MR BrainPET insert scanner.  Black line: 

mean, white line: median, yellow box 25/75% quantile, 

fences: min/max values, adapted from Issa et al. 2023.    

 

Figure 4.42 shows how mean relative difference 

between the global and the block-pairwise DTC 

methods in the time interval 20 to 40 min p.i. for the 

TBRmax and TBRmean values depend on the tumor 

size and the distance of the tumor to the PET FOV 

isocenter. It can be observed from these plots, that 

the observed differences between global and block-



216 
 

pairwise DTC methods are strongly case-dependent 

for both, TBRmax and TBRmean and that they can be 

rather large for specific cases. These differences are 

also time-dependent in some cases, see figure A.1 

and A.2 in the appendix.  The differences ratio of the 

twenty cases was around 4.4% in the TBRmax and 

TBRmean between the global and the block-pairwise 

DTC methods. The difference in TBRmax shows a 

significant dependency on the distance of the tumor 

from the isocenter at 0.05 significance level and 

there seems to be a tendency that difference in 

TBRmax also depends on the tumor size. The latter 

difference is, however, not significant. No 

dependency on tumor size and tumor distance to the 

isocenter was observed for the that difference in 

TBRmean.  Table 4.3 The spearman rank test results 

for the dependencies of the TBRmax TBRmean 

differences are resumed. 
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Figure 4.42 (A): Dependency of mean relative difference 

between the global and block-pairwise DTC methods in 

the time interval 20 to 40 min p.i. for the TBRmax on the 

distance of the tumor to the PET FOV isocenter. (B): 

Dependency of mean relative difference between the 

global and block-pairwise DTC methods in the time 

interval 20 to 40 min p.i. for the TBRmax on the tumor 
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size. (C): Dependency of mean relative difference 

between both DTC methods in the time interval 20 to 40 

min p.i. for the TBRmean on the distance of the tumor to 

the PET FOV isocenter. (D): Dependency of mean 

relative difference between both DTC methods in the 

time interval 20 to 40 min p.i. for the TBRmean on the 

tumor size. Regression lines are shown in red, adapted 

from Issa et al. 2023.    

 

Table 4.3 Spearman rank results for testing the 

correlation of differences in TBRmean and TBRmax and 

tumor size and distance (data shown in fig. 4.42). 

Adapted from Issa et al. 2023.  

 

TBRmean vs distance TBRmean vs size  
Statistic P-

Value 

 
Statistic P-

Value 
Spearman 
Rank 

-0.2 0.4 Spearman 
Rank 

-0.29 0.21 

TBRmax vs distance                                                    TBRmax vs size  
Statistic P-

Value 

 
Statistic P-

Value 
Spearman 
Rank 

-0.47 0.037 Spearman 
Rank 

-0.39 0.09 
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III. Validation of the block-pairwise method 

with [15O]H2O acquisitions 

 

The validation of the block-pairwise DTC with 

patient and volunteer measurements and its 

comparison to the global dead time correction using 

[15O]H2O acquisitions showed important differences 

in the TACs and the derived kinetic parameters such 

as rCBF, K1, k2, and VT.  Figure 4.43 presents the 

TACs obtained from one [15O]H2O measurement for 

relevant types of VOIs (GM and WM) for the global 

and the block-pairwise DTC methods. The 

overcorrecting behavior of the global DTC method 

compared to the block-pairwise DTC results of the 

GM and WM can be well observed.   

Table 4.4 summarizes further statistical descriptors 

of the relative differences of the 4 kinetic parameters 

when comparing global and block-pairwise DTC 

methods. We observed a small but noticeable bias in 

all 4 parameters rCBF, K1, k2, and VT for both 

regions. As the kinetic parameters obtained with the 



220 
 

global DTC method were considered as reference 

when computing the relative differences, a negative 

difference corresponds to the case that the parameter 

obtained width global DTC was smaller than the 

corresponding parameter obtained with block-

pairwise DTC. Thus, except for VT in WM, values 

obtained with global DTC method are always 

smaller by a few per cent. Plots of the statistical 

distributions of the relative differences are shown in 

figure 4.44. The GM/WM ratios are close to 2.5 for 

both DTC methods. 
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Figure 4.43 TACs of the [15O]H2O measurements for 

relevant types of VOIs for the global and the block-

pairwise DTC methods.  
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Table 4.4 Main statistical descriptors of the relative 

differences between global and block-pairwise DTC for 

relevant kinetic parameters in GM and WM determined 

with [15O]H2O measurements. Adapted from Issa et al. 

2023.  

 

 

The evaluation of [15O]H2O (results of table 4.4) 

showed that a relevant difference was found in the 

Relative differences of global and block-pairwise DTC methods in 
GM [%]                                                                  

Parameter Mean Median StdDev Min Max SE 
[%] 

rel. 
change 
of SE 

rCBF -3.9 -3.71 1.82 -9.39 -0.21 2.42 0.97 

K1 -4.58 -3.73 4.6 -
17.72 3.93 3.74 0.96 

k2 -3.24 -3.15 7.52 -
22.98 13.15 6.32 0.94 

VT -1.16 -1.27 3.23 -8.13 6.74 3.87 1.1 
Relative differences of global and block-pairwise DTC methods in 
WM [%] 

Parameter Mean Median StdDev Min Max SE 
[%] 

rel. 
change 
of SE 

rCBF -5.39 -3.95 4.38 -
19.52 -2.84 4.13 1.03 

K1 -4.94 -5.08 1.56 -7.27 -1.35 3.12 0.93 

k2 -7 -7.05 4.84 -
17.63 3.91 11.4 1.04 

VT 3.83 1.74 4.73 -5.09 13.25 8.89 1.08 
GM: Gray Matter.    WM: White matter.   SE:  Standard Error  
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Gary matter (GM) region and it ranged from +4 % 

to -7 %.  Average biases of -3.9 %, -4.58 %, -3.2%, 

and -1.2 % for the regional cerebral blood flow 

(rCBF), the rate constants K1, k2 and VT were 

observed, respectively. Conversely, in the white 

matter region (WM), average biases of -5.4%, -

4.9%, - 7.0%, and 3.8% were observed for rCBF, K1, 

k2, and VT, respectively. 

Figure 4.45 shows the rCBF comparison for 

reconstructions with block-pairwise and global DTC 

methods for the GM and WM. The rCBF results for 

the block-pairwise DTC method in both of GM and 

WM are higher than for the global DTC method. For 

GM, the median blood flow was 60 
𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚
100

𝑚𝑚𝑚𝑚  with the 

block-pairwise DTC method while it was around of 

57 
𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚
100

𝑚𝑚𝑚𝑚 with the global DTC method the median. 

For the WM the median blood flow was around  26 
𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚
100

𝑚𝑚𝑚𝑚 with the block-pairwise DTC method while 

it was 24 
𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚
100

𝑚𝑚 wiht global DTC method. 
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Figure 4.44 The statistical distribution of the relative 

differences for the kinetic parameters rCBF, K1, k2, and 

the VT obtained from kinetic modelling of the [15O]H2O 

TACs assuming a one tissue compartment model. Black 

line: mean, white line: median, yellow box 25/75% 

quantile, fences: min/max values, black dots: outlier. 

Left: GM, right: WM. Adapted from Issa et al. 2023.    

For the GM, the mean blood flow was 57 
𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚
100

𝑚𝑚𝑚𝑚 

with the block-pairwise DTC method while it was 

around of 55 
𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚
100

𝑚𝑚𝑚𝑚 with global DTC method. No 

differences in mean values were observed for the 

WM. Figure 4.46 presents the comparison of the 
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rCBF GM to WM ratios for the block-pairwise and 

the global DTC methods. We found that the median 

of the rCBF GM/WM ratio was around 2.5 for both 

DTC methods. Table 4.5 shows the rCBF GM/WM 

ratios of the [15O]H2O measurements (data shown in 

figure 4.55).  

 

 

 

 

 

Figure 4.45 rCBF comparison of the block-pairwise and 

global DTC methods for the GM and WM regions. Black 

line: mean, white line: median, yellow box 25/75% 

quantile, fences: min/max values. 
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Figure 4.46 Comparison of rCBF GM to WM ratios for 

the block-pairwise and the global DTC methods. Black 

line: mean, white line: median, yellow box 25/75% 

quantile, fences: min/max values. 

 Table 4.5 The relative differences of the GM/WM ratios 

for the two DTC methods.   

 

 

Parameter Mean Median StdDev Min Max 

rCBF 1.05 1 0.1 0.94 1.33 
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 The global DTC method introduced a bias and 

overestimation in the studied quantitative 

parameters for all applications. In contrast, the 

results of the block-pairwise method show an 

improvement and a reduction in the bias in the 

evaluated quantitative parameters. The block-

pairwise DTC method can be implemented in all 

systems that use the delayed window technique and 

is particularly expected to improve the quantitation 

accuracy of dedicated brain PET scanners due to 

their geometry.  
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5.  Discussion   
 

5.1 Comparison of Global DTC Method and Block-
wise DTC Method   
 

In this part of the work, we have studied the 

difference between the current (global) DTC and 

the block-wise DTC method. This thorough 

evaluation showed the limitations of the block-

wise DTC method and lead to our decision not to 

use this method as future dead time correction for 

the dedicated Siemens 3T MR BrainPET insert.   

However, the block-wise DTC method was 

studied, since all block count rates are 

independent form all other blocks and since they 

are common for all scintillation events on the 

same block and the subsequent analog signal 

processing system of the detector on block level 

(figures. 1.14, 3.3, 4.1, and 4.3). By contrast, the 

global DTC method, which is currently used for 

the BrainPET insert and which was developed by 

Christoph Weirich (Weirich et al. 2013; Weirich 

et al. 2012), applies the same DTC𝑓𝑓 to all 
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detector blocks, even in cases when the 

individual blocks show highly different count 

rates, which is caused by the different physical 

position of each block (figure 4.4). This variation 

of the single-count rates for individual block 

leads necessarily to variations in the DT for the 

same blocks, while the block-wise DTC method 

has shown more consistent results in comparison 

to the global DTC method when studying non-

validated singles. As expected for these 

geometrical consideration and actually shown 

later with the block-pairwise DTC method, the 

global DTC method leads to results with elevated 

bias and therefore less accuracy and a bias 

introduced by the DTC method inevitably 

propagates into the reconstructed images in the 

same way statistical noise does. For the above 

mentioned geometrical and system-architectural 

reasons, the development and study of improved 

DTC method was started with evaluating the 

block-wise DTC method. As we have shown (see 

figure 4.7, and figure 4.8), the block-wise DTC 

model can be used to describe the DT losses and 
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to correct these DT losses on the scintillation 

block level. The results show, that the block-wise 

DTC method has a sufficient precision to correct 

DT losses on the block level, i.e.  for non-

validated singles. However, it revealed to be 

insufficient to accurately correct the DT losses of 

prompt coincidences on block level. This is most 

probably caused by the fact, that the block-wise 

DTC is based on estimating the DT using the 

CFD counters (unqualified singles), which are 

not a good estimate for the number of accepted 

coincidences on any level, since energy 

thresholds are applied to unqualified singles 

during coincidence processing. The energy 

discrimination will lead to additional count rate 

losses not present in the unqualified singles. 

Therefore, considering coincidence losses on the 

block level is necessary to improve the DTC to 

account for all DT losses introduced by the data 

preprocessing chain. The presented block-

pairwise DTC method fulfils this requirement 

and therefore lead to a relevant improvement of 

the DTC. Nevertheless, the work on the block-
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wise DTC method offered us many important 

results, which we have taken into account for the 

further DTC improvement, i.e. the bock-pairwise 

DTC method.  The experimental phantom 

measurements for evaluating the block-wise DTC 

method revealed that the block-wise unqualified 

singles follow the non-paralyzable DT model, 

and that all 192 individual detector blocks had a 

very similar dead time constant of ≈ 200 ns. 

Consequently, differences in the DT losses at 

block level can be expected to be highly 

dominated by the differences in the count rates at 

the block level, but not by differences (e.g. 

production tolerances) of the system components 

and their individual performance parameters as 

the DT constant which is approximately the same 

for all blocks. Thus, for an effective DTC 

method, only the differences in the coincidence 

count rates for each block, which depend on the 

geometrical physical position has to be taken into 

consideration. This holds especially in the case of 

imaging with the BrainPET insert ant its high 

effect of the activity and scatter radiation from 
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outside of the FOV.  The 176Lu background 

should be taken into consideration also to achieve 

sufficient DTC accuracy. Weirich et al. (2013) 

showed that DT losses are not a globally 

homogeneous effect and that they are dependent 

on the physical position of each block. The results 

observed by Weirich (Weirich et al. 2013) 

showed that the DTC has to be treated on block 

level and that it needs to be combined with an 

effective pileup correction on the crystal level. I 

could show in this work, that the DTC on block 

level using the paralyzabel model with 

unqualified is highly accurate since the DT is 

common for all scintillation pixel on each 

individual block in the way that the DT losses are 

depending on the count rates of the entire 

individual block. As we described in (3.1.2 

session, block-wise DTC method), the DT is the 

same for all events detected by any crystal on the 

same block due to the scintillation detector and 

acquisition system design, i.e. any event detected 

on the block will makes it insensitive for 

approximately 200 ns, where this DT constant is 
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nearly the same for all 192 blocks. The 

differences in the DT losses of a crystal on a 

block are thus depending only on the count rate 

of this individual block which itself depends on 

the geometrical location of that block and the 

distribution of the activity inside and outside of 

the FOV.  

The reason that we don't apply the DTC on the 

crystal level is that the DT is the same for all. If 

one pixel scintillates, the entire block is busy. So 

there is no reason to go to the pixel level. Further, 

we inherently consider a pile-up, as the energy 

filter is applied to the delayed randoms too. The 

Pileup means gammas photons are detected at the 

same time in the same block, thus the detected 

energy is outside the filter.  For global DTC 

works the inclusion of Pile-up was relevant, as it 

is not accurately handled with the CFD counts, 

the CFD counts were used to estimate the DT 

losses while the block-pairwise DTC method 

uses the delayed to estimate the CFD counts, 

where pile-up events are correctly treated. On the 
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crystal level, we found that the effect of the 

scatter correction will be more significant than 

DTC, as the crystals suffer from the scatter 

radiation inside each block (inter-crystal scatter) 

and from outside the block level. This is related 

to the energy window in the dedicated Siemens 

3T MR BrainPET insert scanner which is 

modeled by the non-validated singles.  The 

scatter fraction ranges in the brain scanning is 

more than 30%-35%, with the other variables 

such as the energy window settings and the 

scanner geometry (Zaidi & Montandon 2007; 

Álvarez-Gómez et al. 2021).  

Apart from the present work, only few systematic 

studies on improvements of DT accuracy and 

precision have been published in recent years. 

Aykac et al.  (2017) described a DTC method and 

pile-up correction on crystal pixel level. The 

method was implemented as a part of the 

normalization of the prototype of a SiPM based 

PET scanner and it is based on the crystal count 

rates estimated from the random sinogram and a 
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coincidences response in the electronics. This 

method may be of interest for the new BrainPET 

7T prototype, as it offered a simplified method 

DTC for the crystal level instead of the block 

detector level, since the scintillation block works 

differently; in the new BrainPET the entire block 

will not be paralyzed, only a few SiPMs. They 

also observed a reduction of ring artifacts at high 

count rates in the reconstructed image with that 

DTC method. The method was developed to use 

in PET/CT scanners, and it tested for step-and-

shoot, the authors noted the plan to use it for the 

Continuous-bed-motion (CBM) acquisition 

mode which is used in the whole-body imaging 

(Siman & Kappadath 2017; Meier et al. 2020). 

Aykac et al. found that the deviation was about 

1.5% at 155 kcps for the uniform cylinder 

phantom and they did not compare with other 

DTC methods.  

Liu et al. (2019) used a DTC method where they 

combined a non-paralyzable DT model on block 

level to compensate for the singles losses with the 
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paralyzable DT model to compensate for the 

coincidences losses. For the block-pairwise DTC 

method, our results were consistent with Liu et al. 

results, as in our evaluation, the non-paralyzable 

was shown to be the appropriate model on block 

detector level.  However, we have observed that 

the energy filtering converts the non-paralyzable 

behavior into a behavior that is more similar to 

paralyzable behavior. In addition, they take into 

consideration the influence of scatter on the DT 

and the differences in the DTC𝑓𝑓 for different 

objects i.e., their size and thickness. They 

evaluated their method with phantom 

measurements and showed a primary good 

response linearity. A comparison with respect to 

the impact on typical parameters derived from 

patient or volunteer images was not possible, as 

in this work no validation using clinical data was 

done. They developed that method for the 

UEXPLORER, an ultra-long axial FOV PET 

scanner. Another approach was presented by 

Vicente et al. (2013). That method was developed 

for a small animal PET scanner. They showed 
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that there is a linear relationship between the 

singles-to-coincidences ratio (SCR) and the 

effective DT, where the effective DT includes 

both DT losses and pile-up losses. That allows 

them to use a simple DTC method to estimate a 

DT correction factor and a pile-up correction by 

using the SCR with two calibration acquisitions, 

on at high activity and one at low activity. Their 

results showed that their new DTC method based 

on SCR correction leads to an improved accuracy 

of 7% even for high count rates. They compare to 

the single parameter method and state, which 

obtained the DT corrections by using a reference 

acquisition of the intermediate size phantom. 

That the results of the SCR DTC method prove 

that they can avoid the bias introduced by single 

parameter method.  The block-wise DTC method 

studied in the present work, introduces a bias in 

the DT correction of the coincidences, which is 

higher and which depends on the chosen energy 

window. 
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5.2 Comparison of Global DTC Method and Block-
Pairwise DTC Method  
 

The block-pairwise DTC method on which we 

focused in this work is based on previous work 

(Yamamoto et al. 1986) which we improved and 

adapted to the PET system available at our institute 

where we put emphasize on developing a DTC 

scheme that is independent of the imaged objects 

(e.g. object size and activity). More precisely, we 

apply a DT correction for each individual block pair 

of the Siemens 3T MR BrainPET insert to obtain the 

block-pairwise DTC method. In our case, a further 

improvement of the DTC consists of the 

implementation of a correction of random triple 

coincidences. As we described in section 5.1, each 

block with its associated processing circuitry 

introduces a dead time according to the block DT 

constant (which is similar for all blocks). The block 

detector use light sharing and Anger logic for 

position and energy determination (Newport et al.  

2006, Hu et al. 2011), such that a scintillation event 

causes DT for the entire block of which the 
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scintillation pixel is a member of, but not for all 

scintillation pixels that form part of the same ring as 

it was the case in the original work from Yamamoto 

(Grazioso et al. 2006; Zhang et al.  2006). In 

addition, the total number of delayed random 

coincidences in a single block pair is lower than the 

total number of delayed random counts in a single 

pixel ring (plane) because there are 10944 block 

pairs in the Siemens 3T MR BrainPET insert but 

only 72 individual scintillation pixel rings and 

32*12 = 384 pixels in each ring.  Furthermore, took 

care to avoid excessive noise propagation into the 

reconstructed image (equation 3.15), we minimized 

the use of ratios reported in original work, as the use 

of ratios potentially amplifies noise. Moreover, the 

excess counting due to incorrectly handled triple 

random coincidences and the natural activity of 
176Lu were considered in our DTC model. The 

implemented correction for triple coincidences has 

shown to lead to a considerable improvement in the 

block-pairwise DTC results, as the relative error 

between the observed DT corrected counts and the 

ideally expected counts is reduced from 4% without 
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triple correction to a maximum of 1.6 % with triples 

correction (figure 4.29 and figure 4.34).  The 

original work by (Yamamoto et al. 1986) was shown 

that relative deviations were achieved of ≈ 1% and it 

is the same in our case.  However, in the case of the 

original work of Yamamoto et al., the higher 

accuracy can be explained by the different PET 

scanner (HEADTOME III, Kanno et al. 1985), 

which was a 2D-PET system with septa that 

significantly reduce the effect of the scatter radiation 

from inside and outside of the FOV.  As mentioned, 

in the other previous studies, relative deviations of 

up to 7% were reported with their improved dead 

time correction method based on the global singles-

to-coincidences ratio (SCR) for small-animal PET 

scanners (Vicente et al. 2013).  Liu et al. (Liu et al. 

2019) reported a maximum bias of 5% in the 

individual reconstructed image slices when using 

two different phantoms to validate the block-wise 

SCR DTC method for a long axial FOV PET 

scanner. Interestingly, for their own method, there is 

nearly no difference between DTC corrections 

assuming a paralyzable and non-paralyzable 
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behavior, since the count rates were moderate. This 

is very similar to our observations. Liu et al. also 

included potential background radiation in their 

model. The success of the block-pairwise DTC 

method proves also the hypothesis that the count 

rates are the main factor for the DTC losses and the 

differences between DT losses on different blocks. 

As described in section 5.1, a comparison between a 

block-pairwise DT correction that uses individual fit 

parameters for all 10944 block pairs and a block-

pairwise DT correction that uses averaged fit 

parameters does not reveal relevant differences. The 

observed differences in the fit parameters are most 

probably caused by component tolerances since the 

192 blocks and the associated processing electronics 

use identical design.  The reason for the remaining 

systematic deviation (see figure 4.26) from an ideal 

correction whose residuals should be purely 

randomly distributed around 0 is so far unknown and 

must be subjected to further investigation.  

However, there is an apparent similarity in the 

systematic modulation of the residuals compared to 

the case without triple coincidence correction. 
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Therefore, it can be assumed, that the residual 

systematic deviation from the ideal case is mainly 

due to an insufficient model for the triple miscount 

estimation, which was purely empirical in our study, 

and which neglects multiple coincidences. 

 As shown in figures 4.35 and 4.36, the DTCƒ for 

the blocks-pairs from different rings, and DTCƒ for 

the blocks-pairs from different cassettes behave as 

expected. The unsymmetrical behavior of the DTCƒ 

for the blocks-pairs from different rings in case of 

the measurement without out-of-FOV activity can 

be explained by the fact that the phantom inside the 

FOV cannot be placed exactly at the axial center 

when the Tx/Rx RF head-coil is present. For the 

measurement with out-of-FOV activity, the block-

pairs inside the first ring should show the highest 

DTCƒs, with continuously descending values for the 

pairs in the other rings from number 2 to 6. In 

contrast, for the measurement without out-of-FOV 

activity, the largest DTCƒs can be found in ring 

number 2 but not in rings 3 or 4, which is due to fact 

that around 2.5 cm of the phantom is located outside 
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the FOV when the Tx/Rx RF head-coil is present. As 

expected, there are no systematic variations of the 

DTCƒs averaged over all six blocks in one cassette 

as can be observed in figure 4.27.  The block-

pairwise DTC presented more slightly less 

variations of the COV between different scatter 

sinogram slices when compared to the global DTC 

method. However, this effect is most probably too 

small be noticeable in the images.   The 

measurements with the 3 compartments phantom 

was used to evaluate the accuracy and the noise 

behavior of the block-pairwise DTC method in an 

inhomogeneous object and in comparison to the 

global DTC method (see figures. 4.31 and 4.32). For 

the count rates which are used our evaluation with 

these phantom measurement, no relevant noise 

propagation into the reconstructed PET images was 

observed. The accuracy measurements revealed, that 

the global DTC method leads to an overcorrection, 

especially in the hot compartment. In compartments 

with lower activity concentration, a smaller 

overcorrection was found. For some reason, the 

axial position of the ROI had only a small impact on 
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the accuracy of the global DTC method.  The axial 

position of the ROI has a clear influence on the 

activity concentration reconstructed with the global 

DTC method.  For the hot ROI, we found ≈ 6% 

overcorrection at the front, 9% at the center, and 

13% in the rear part of the FOV. The higher 

overcorrection in the rear can be explained by the 

fact that the DTCƒ takes into account the front part, 

where count rates are higher due to the out of FOV 

activity, leading to a positive bias in the DTCƒ. 

Interestingly, the 6% overcorrection in the front is 

close to our cross-calibration factor of 7-8 %.   

In contrast, in the block-pairwise, only small 

overcorrection was observed in the hot compartment 

for the front ROI and the axially centered ROI. 

However, no apparent overcorrection was observed 

in the warm compartment, the background 

compartment, and the cold (Teflon) compartment 

when using the block-pairwise DTC method, while 

there is still a significant overcorrection in the warm 

compartment when using the global DTC method. 

Thus, the ROI analysis has shown, that the global 
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DTC method suffers from overcorrection when 

compared with the block-pairwise DTC method. For 

most studied ROIs, the block-pairwise DTC method 

has a more consistent behavior, in the sense, that the 

DTC corrected reconstructed activity concentration 

represented by the image voxel values is nearly a 

constant independent of the time and therefore 

independent of the activity in the FOV. This 

behavior is to be expected for a decay corrected 

measurement with a static phantom. We attribute the 

improved stability to the fact that in the block-

pairwise DTC method, the count rates are no longer 

averaged, which means that the difference in the 

count rates between the front and the rear side is 

adequately treated in the block-pairwise DTC 

method, but not in the global DTC method, in which 

the front we have high counts rates form the activity 

outside of FOV.  The reason for the residual 

overcorrection of the block-pairwise method in the 

hot compartment and the axially centered ROI is not 

understood so far and must be subject to further 

studies. We suspect that the Single Scatter 

Simulation (SSS) correction and interference of it 
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with the DTC is responsible for the axial 

dependency of the block-pairwise method in the 

case of the hot compartment.  This argument is 

supported by the residual decrease of the 

reconstructed activity over time in the cold 

compartment, even for acquisition times, when there 

were no DT losses. As in all other ROIS, the two 

methods converge towards the activity 

reconstruction without DTC (gray lines in the figure 

4.40, and figure 4.41), but in difference to the warm 

and hot ROI, the TAC without DTC seems to show 

decreasing tendencies in the front and centered ROI.  

Figure 4.40 presented the results of the ROIs being 

much closer to the phantom edges than figure 4.41, 

but with consistent behavior of the accuracy. Figure 

4.42 shows the noise behavior in all ROIs. It is to be 

expected, that those ROIs, which are closer to the 

edges of the FOV should show higher noise levels 

mainly due to lower coincidence detection 

sensitivity. This expected behavior is reproduced, 

and it can also be observed, that the COV values are 

nearly the same for the both DTC methods and the 

reconstruction without DTC. Consequently, the 
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image noise is dominated by the image 

reconstruction and the detection process and there is 

no significant noise contribution from the DTC.  The 

before mentioned previous studies on DTC 

(Yamamoto et al. 1986; Vicente et al. 2013; Liu et 

al.  2019) did not evaluate neither the noise nor the 

potential bias in phantom measurements (with and 

without the activity outside of FOV) such that, a 

comparison of these alternative approaches with our 

approach can be only limited. The observed relative 

differences in the calibration analysis of the global 

and the block-pairwise DTC methods (table 4.2) 

showed that we have a residual inaccuracy in the 

block-pairwise correction, which most probably also 

can be attributed to the inaccuracies of the SSS 

correction. Importantly, the lack of accuracy 

especially of the global method should be taken into 

account for the future regular calibration in the 

Siemens 3T MR BrainPET insert, since the 

overcorrection of the global DTC method 

propagates into the calibration factor, as the 

calibration is currently done using the global DTC 

method.  This is especially important in the case of 
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calibration at high activity levels. In addition, the 

bias in the global DTC based calibration factor needs 

to be addressed when comparing the reconstructed 

images with different activity levels and different 

DTC methods. This was done in this work by 

determining the cross-calibration factor between the 

global and the block-pairwise DTC methods. When 

evaluating the calibration values for phantom 

measurements with and without out-of-FOV 

activity, there are still differences, also for the block-

pairwise DTC method. However, these are smaller 

than for the global DTC method. Again, they are 

potentially due to the known deficiencies of the SSS. 

 

5.3 Impact of DTC Methods on Volunteers & 
Patients Measurements 
 

The quantitative accuracy of PET images is in 

general sufficient for clinical neurological and 

neurooncological applications, but not for 

neuroscientific applications.  As shown, the DT 

losses affect the accuracy of the reconstructed 
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images by underestimation of the pixel values (in 

case of no DTC at all), and inadequate DTC methods 

result in a systematic and relevant bias of the TACs 

and derived micro- and macro parameters. As seen 

in figure 4.43, also in volunteer and patient images, 

large differences in the DTC factors can be observed 

between the global DTC and the block-pairwise 

DTC and also between different block-pairs in the 

case of the block-pairwise DTC. These observations 

are consistent with the described results and findings 

of the phantom measurement, and, according to the 

observation made there, it must be assumed, that the 

global DTC introduces also a bias into the TAC of 

volunteer and patient measurements. For the 

validation of the impact of the block-pairwise DTC 

method on human PET images and derived micro 

and macro parameters, we have compared the results 

of the images reconstructed with the block-pairwise 

and the global DTC method for three different 

radioactive tracers and two different administration 

schemes, where we have chosen nuclides with 

considerably different physical half-lives for the 
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selected tracer. We observed relative differences for 

all tracer and both administration schemes. 

I. Validation of block-pairwise DTC 
method with the[11C]ABP688 PET 
Images 

 

For the first test application, we have chosen a 11C 

based tracer for its intermediate half-life. The 

[11C]ABP688 measurement was done with a bolus-

infusion protocol and in which  the BPND was 

determined in the time of  ≈ 30 (1800) to 60 (3600) 

min (sec) p.i.. Even with the rather small difference 

of the global DTC𝑓𝑓 compared to the block-pairwise 

DTC𝑓𝑓  in that interval (figure 4.43), there still an 

observable difference of ≈ 2% in the BPND for some 

of the ROIs. As the difference of the DTC factors is 

time dependent, also the BPND will be time 

dependent (figure 4.44), in a way that they can mask 

real BPND changes induced by cognitive challenges 

(Régio Brambilla et al. 2022). The [11C]ABP688 

was therefore used as an exemplary application for 

the determination of the VT and BPND after reaching 

an equilibrium of the receptor-ligand in the studied 
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brain regions. Owing to the nuclide and the activity 

application scheme, the TACs for this application 

are characterized by fast changing activity in the 

PET FOV during the bolus phase and a moderate 

changing activity in the PET FOV after reaching the 

equilibrium. We observed relevant differences in the 

slope of the distribution volume after reaching the 

equilibrium. We observed them for all three studied 

regions depending on the used DTC method. The 

TACs of the global method show an overcorrecting 

behavior compared with the block-pairwise method, 

consistent with the phantom measurement. As the 

same phantom studies revealed a residual 

overcorrection in the image activity concentrations 

reconstructed with block-pairwise DTC at least for 

high activity regions, we cannot completely exclude, 

that the TACs observed in volunteer measurements 

and reconstructed with block-pairwise DTC may 

exhibit also residual bias, which is however in all 

cases lower than the bias introduced by the global 

DTC. As explained above, the calibration of the used 

PET system is done with images reconstructed with 

global DTC, which needs to be compensated by 
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either calibrating the system also for the block-

pairwise DTC or by applying a cross-calibration 

factor, with was done in our case. The observed 

rather large inaccuracies of the global method can 

result in relevant quantitation errors in human 

studies, especially since it is changing over time 

depending on the brain region.  Although not 

relevant for the present bolus-infusion protocol 

investigation, the early part of the TACs allows an 

important conclusion for dynamic studies using a 

bolus injection protocol and kinetic modelling, 

which requires evaluating the entire TAC to derive 

the BPND outcome.  This can be explained by the fact 

that for the determination of VT, the reconstructed 

image activity concentration is related to the activity 

concentration in the blood-plasma, which itself is 

not affected by differences of both DTC methods. 

However, when computing the BPND from the 

reconstructed image activity concentrations using 

the ratio method (figure 4.45), the differences due to 

the DTC method cancel out to a large extent. 

Following the same argumentation, the global DTC 

method introduces a small bias especially for the 
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determined VT, which moreover, is different for the 

three regions (figure 4.47). These differences must 

be expected for two reasons.  The first one is the 

bolus-infusion scheme does not guarantee that an 

equilibrium is reached in all brain regions (Régio 

Brambilla et al. 2020; Akkus et al. 2014; 

Deschwanden et al. 2011). Therefore, it seems that 

on average, a slope of 0 ml⋅cm-3⋅min-1 is reached in 

the cerebellum when using the global DTC method, 

but not when using the block-pairwise DTC method. 

This is due to the fact that the bolus-infusion scheme 

for the underlying study was adjusted before the 

availability of the block-pairwise DTC method 

(Brambilla et al. 2021). In the temporal posterior 

lobe, a slope of 0 ml⋅cm-3⋅min-1 is reached with the 

block-pairwise DTC method instead, but not with 

the global DTC method. In the ACC, a slope of 0 

ml⋅cm-3⋅min-1 is neither reached with the global nor 

the with block-pairwise DTC method. The second 

reason for this behavior is the axial asymmetry of the 

DT losses, which is caused by the out-of-FOV 

activity caused by mainly the torso of patient. This 

leads to higher irradiation of the scintillation 
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detectors at the front end of the PET ring and 

consequently introduces a dependency of the DTC 

differences on the VOIs axial location. We have 

found that the overestimation of the early TACs for 

the ACC is larger than in the cerebellum TACs by 

the global DTC (figure 4.46).  The overestimation 

has not had constant behavior and sometimes it 

decreased towards later times.  That means the 

prerequisite for kinetic modeling of dynamic studies 

concerning spatial and temporal invariance is 

violated in those cases.  However, the difference 

between the high counts and the low counts over the 

scan time of the familiar typical dynamic 

neuroreceptor studies with a bolus injection can be 

even greater than what we observed in the presented 

study. 

 

II. Validation of block-pairwise DTC 
method with [18F]-FET-PET Images 

 

The [18F]-FET-PET was used as exemplary 

application for tumour imaging in the human brain. 

The TACs for this application are characterized by 
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fast changing activity at the beginning of the PET 

scan and a continuously deceleration of the change 

towards the end of the PET scan. Figure 4.48 shows 

that the TACs for global DTC leads again to an 

overcorrection compared to the block-pairwise 

DTC, which is compatible with the results from the 

phantom measurements. Except for the Tumor-Max 

V(R)OI, the TACs obtained with global and cross-

calibrated block-pairwise DTC lead to nearly 

identical values. However, in the Tumor-Max 

V(R)OI, the TAC obtained with the global DTC 

method shows and relevant overcorrection when 

compared to TAC for the cross-calibrated block-

pairwise method. Consequently, as the global DTC 

method was shown to introduce substantial bias, we 

have to assume that the global DTC leads to an 

overcorrection in this case to, and therefore 

negatively affects the accuracy of the Tumor-Max 

value. However, the TAC shapes of dynamic [18F]-

FET-PET scans lead to very comparable 

distributions of the shape parameter κ  (Lerche et al., 

2021) for both of the global and block-pairwise DTC 

methods (figure 4.49). Also, the relevant parameters 
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as the ratios TBRmax and TBRmean give rise to very 

comparable distributions when based on 

reconstructions with the both different DTC 

schemes, although rather large differences of up to 

20% can be observed for individual cases (figure 

4.50). However, when arranging differences in 

TBRmax and TBRmean caused by the DTC methods 

according to tumor size and distance of the tumor 

from the BrainPET inserts FOV, a significant 

dependency of TBRmax on the tumor distance can be 

found. In addition, there seems to be a slight 

dependency on the tumor size too, which is however 

not significant. This observation can again be 

explained by the asymmetry in the DT losses for 

individual detector blocks, which is larger the larger 

the distance of the tumor from the iso-center is. In 

the case of TBRmean, these differences seem to 

average effectively out. As a consequence of these 

observations, it must be assumed that the global 

DTC method mainly increased the variance of 

TBRmax by introducing case dependent biases. 

(figure 4.51 and table 4.3).  
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III. Validation of block-pairwise DTC 
method with [15O]H2O PET Images 

 

The [15O]H2O was used to study the impact of the 

improved DTC on kinetic parameters obtained by 

modelling using the one tissue compartment model. 

The TACs for this application are characterized by a 

very fast changing activity in the PET FOV over the 

entire scan time. Also in this case, differences 

between the global and the block-pairwise DTC 

method were observed, and it must be assumed, that 

also in this case the global DTC led to an 

overcorrection of the TAC which led to a potential 

bias in all derived quantities, while, based on the 

phantom measurements, higher accuracy can be 

expected for the block-pairwise DTC. This 

observation is in agreement with motivation of the 

original DTC method (Yamamoto et al. 1986), 

which was developed to accurately correct TAC 

curves for the fast kinetic modeling of the [15O]H2O, 

and which was adapted in the present work.   

A comparison between global and block-pairwise 

DTC methods reveals that a small but consistent bias 
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around 3-7 % is introduced for all four considered 

parameters rCBF, K1, k2, and VT for the GM region 

and the WM region. Interestingly, this bias is an 

overestimation in all cases except for VT in the WM 

region. So far, we have no explanation for this 

exception (table 4.4 and figure 4.43). 

For the rCBF comparison, the results we have are 

very comparable with the previous studies and the 

main original work of (Zhang et al.  2014).  Zhang 

et al.  (2014), showed that the measured CBF by 

Pseudo-continuous ASL (pCASL) was an average 

of 51.9±7.1 mL per 100 g per minute in GM. Our 

results are compatible with these previous results 

(Xu et al. 2010), i.e. the mean of the rCBF GM in 

(Wilke et al. 2007; Karas et al. 2004) was 48.02 mL 

per 100 g per minute and the mean of the rCBF WM 

was 20.16 mL per 100 g per minute. Fan et al. (2016) 

obtained a rCBF GM was 53.9±11 mL per 100 g per 

minute. Ishii et al. (2020) obtained from phase-

contrast (PC-PET) (the blood-free approach, i.e., a 

noninvasive method to quantify absolute CBF with 

a PET/MRI hybrid scanner) ≈ 52.0 mL per 100 g per 

minute as mean value for rCBF GM in the range of 
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34.5–67.0 mL per 100 g per minute and a mean 

value of ≈ 22.2 mL per 100 g per minute for rCBF 

WM in the range of 17.4–33.0 mL per 100 g per 

minute. They observe a mean GM/WM ratio of ≈ 2.3 

in the range between 1.4 and 3.2.  Zhang et al.  

(2014) observed a GM/WM ratio of 3.0 obtained 

from PET images. Thus, the values for the GM/WM 

ratio obtained in our study are comparable to the 

values obtained in previous studies (Ishii et al. 2020; 

Mutsaerts et al. 2014), our values are lower than 

others due to the known problem of the ML-EM 

reconstruction bias, which however does not 

interfere with the DTC. Interestingly, when using 

block-pairwise DTC, a higher rCBF values for the 

GM and WM regions is obtained in comparison to 

using global DTC method (figure 4.45). However, 

even with the block-pairwise DTC method, the 

rCBF ratio is lower than the expected value of 3.0 in 

(Zhang et al.  2014).  The deviations from the 

expected values are most probably due to the known 

bias of ML-EM reconstruction at low counts 

(Herbert 1990; Shepp & Vardi 1982). Different 

modelling procedures were applied in our case and 
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in the work from Zhang et al.  2014. We used the 

General Kinetic Modeling Tool (PKIN) available in 

PMOD together with the sequence of dynamic 

[15O]H2O images, whereas (Zhang et al.  2014) 

obtained their results by exploiting just a single PET 

[15O]H2O image applying the PXMOD tool of 

PMOD (Herscovitch et al. 1983). Images with short 

time frames are more sensitive to the bias of the ML-

EM reconstruction because of their inherently lower 

counts compared an PET images over long time 

frames. 

In general, very few studies have investigated the 

DT effects and mainly in other imaging modalities 

such as SPECT, thus a comparison of the results is 

very difficult (Uribe et al. 2018; Inoue et al. 1997; 

Cohalan et al. 2020, Vicente et al. 2013). Inoue et al. 

(1997) showed that DT losses have a substantial 

effect on the measurements of cerebral blood flow 

when measured by radionuclide angiography using 

SPECT and 99mTc-HMPAO. The study showed that 

uncorrected DT count losses result in the 

overestimation of the calculated values in the TACs, 

thus obtaining also the conclusion that DTC has a 
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high impact on quantitation. Uribe et al.  (2018) 

investigated the impact of different DTC on 177Lu 

images obtained again with SPECT and after 

radionuclide therapy. However, the DTC methods 

which were compared in this study did not reveal in 

detail, if a global or block-wise DTC was used. 

However, they differ in the used energy acceptance 

window. Moreover, in that study, only the 

differences in the DTC factors but no patient-related 

quantities are reported. Vicente et al. (2013) 

evaluated an alternative DTC method for small 

animal PET using simulations and phantoms. Their 

focus was to lower the accuracy dependency of the 

DTC on the activity level in the PET FOV reporting 

a maximum deviation from the ground truth of 7%. 

We studied this for the evaluated block-pairwise 

method and found that deviations from the ground 

truth are smaller than 1.4% in all cases. Cohalan et 

al. (2020) also studied the impact of different DTC 

on 177Lu images obtained again with SPECT in a 

phantom study. They compared a global DTC 

correction to a DTC for individual projections and 

report relative quantitation differences in the range 
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from -1% to 3%, which are comparable with our 

observations, although measured with a different 

modality.  Freedman et al. (1992) examined the 

distribution of single rates of the PET scanner during 

cardiac studies with bolus injections of [15O]H2O 

and 82Rb and with slow infusion of static [18F]FDG 

studies. They came to the same conclusion, which 

were found in this work, that the DT losses depend 

on the activity and that there were large differences 

in local single count rates. The study also showed 

that DTC methods, which use spatially averaged DT 

loss determination (as in our case the global DTC 

method) can lead to inaccurate estimation of the 

absolute activity concentration, therefore creating 

regional errors.  

All observations and considerations which we 

presented may also be relevant for DTC in other 

PET systems. Although from the geometry of the 

scanner and the positioning of the objects we expect 

a less significant impact on the insufficiencies of 

global DTC, the effects should be studied in detail 

in independent research work on the target PET 

system. However, the presented results will be 
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equally relevant for other dedicated brain PET 

devices which have been developed during recent 

years or are currently being developed, e.g. (Jung et 

al. 2015, Nishikido et al. 2017, Del Guerra et al. 

2018, Gonzalez et al. 2018, Teimoorisichani and 

Goertzen 2018, Catana 2019, Moliner et al. 2019, 

Ahnen et al. 2020, Lerche et al. 2020, Carson et al. 

2021).   

 

 

In conclusion, a more accurate DTC method, the 

block-pairwise DTC method, was developed for the 

dedicated Siemens 3T MR BrainPET insert.  The 

DTC method was evaluated and validated against 

the current DTC method (global) and partly also 

against the block-wise DTC method. The block-

pairwise DTC method was successfully 

implemented on our BrainPET insert and it is based 

on the estimation of the DTC factor from the delayed 

random coincidences between individual block 

pairs. It further includes a correction for detected 

random triple coincidences and the 176Lu 

background introduced by the scintillator. The 
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evaluation of the accuracy of the block-pairwise 

DTC method was done by using different phantom 

measurements, i.e., a Germanium Quality control 

phantom, several phantoms homogenously filled 

with high activity of 18F with and without an 

additional phantom to emulate activity outside of the 

FOV, a multi-compartment phantom filled with 

different activity concentrations and with an 

additional phantom to emulate out-of-FOV activity. 

The validation of the block-pairwise DTC method 

was done with PET measurements of volunteers 

using different tracers an activity application 

schemes. The quantification bias introduced by the 

newly developed DTC method was significantly 

smaller in all evaluated compartments and ROIs.  

The phantom measurements also revealed that the 

bias introduced by the global DTC method 

propagates into the calibration factor. This requires 

either a recalibration of the PET system using the 

newly developed block-pairwise DTC, or, as done in 

the present work, the measurement and application 

of a cross-calibration factor of the block-pairwise 

DTC against the global DTC method. 
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The improvement in the quantitation accuracy which 

was achieved with the improved DTC method is 

potentially of high relevance for PET studies that 

aim at the investigation parameters such as the 

distribution volume and the binding potential in 

research settings. Although the validation of the 

block-pairwise DTC accuracy was done choosing 

quantitative and semiquantitative measurements of 

three applications with several tracers, which are 

representative and relevant for clinical PET and PET 

in research. The validation included [11C]ABP688 

TACs and derived quantities, [18F]-FET-PET TACs 

and derived quantities, and [15O]H2O TACs and 

derived quantities. The evaluation of the new DTC 

revealed that the method takes count rate differences 

due to block position, the symmetry of the activity 

distribution concerning the BrainPET scanner's 

geometry adequately into account. Further, it 

accurately handles the introduced bias which 

depends on the amount of activity from outside of 

the FOV, i.e., the remainder of the body in the case 

of the brain imaging with a dedicated BrainPET 

insert. Thus, the accuracy improvement can be 
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expected to be especially relevant for the Siemens 

3T MR BrainPET insert, as typical whole-body PET 

scanner normally have scatter shields, and as the 

activity distribution inside the PET FOV is more 

homogeneous in these devices. For all studied 

applications, we found that the global DTC 

introduces an overcorrection in the TACs which lead 

to a bias in the studied derived quantitative 

parameters. This bias is it considerably reduced with 

the block-pairwise DTC method. In case of 

[11C]ABP688 measurements, especially the VT was 

affected by the bias with differences between both 

DTC methods of up to 0.005 ml⋅cm-3⋅min-1. The 

observed relative difference ratios between the 

global DTC method and the block-pairwise DTC 

methods ranged from 1.4 to 1.1 in a non-linear 

manner in the course of the study indicating the 

region-dependent and the time-dependent 

overestimation by the global DTC method. These 

differences could lead to a misinterpretation of 

results, e.g., the masking of the effects that cognitive 

tasks have on the TACs in the ROI and the reference 

region.  For [18F]-FET-PET, differences in TBRmax 
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of up to 10% were observed. The differences ratio of 

the twenty cases was around 4.4% in the TBRmax and 

TBRmean between the global and the block-pairwise 

DTC methods. In addition, these differences depend 

on the distance of the tumor from the PET iso-center.  

For the [15O]H2O measurements, we observed mean 

relative differences for the studied kinetic 

parameters rCBF, K1, k2, and VT between +4% and -

7%. Except for VT in WM, all modelled parameters 

were overestimated when using the global DTC 

method. The rCBF GM/WM ratio was very 

comparable with previous typical studies. The 

GM/WM ratio was ≈ 2.5 for both DTC methods.  

Finally, the method can be implemented in all 

systems that use the delayed window technique and 

is particularly expected to improve the quantitation 

accuracy of dedicated brain PET scanners due to 

their geometry.  The observed differences between 

the two DTC methods are particularly relevant for 

research applications in neuroscientific studies as 

they affect the accuracy of the quantification of the 

PET brain images.  
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In future work, the presented DTC method for 

BrainPET should be tested on other PET scanners, 

as, for instance, the newly developed BrainPET 7T 

system. For this system, the method potentially 

needs to be adapted, as the assumption, that an entire 

scintillation block detector is completely paralyzed 

after a scintillation event in one of its pixels, is no 

longer valid.  Further, the reasons for the residual 

bias introduced by the block-pairwise DTC method 

in the hot compartment needs to be addressed in a 

detailed way. Although we assume deficiencies of 

the single scatter correction to be responsible for it, 

we could not prove this assumption. Also, the 

empirical model for the overestimation due to triple 

coincidences which has been used in the 

mathematical model of the block-pairwise DTC 

method potentially can be improved, if a the 

overcounting is better understood. Finally, a 

validation of the block-pairwise DTC method for 

additional applications with volunteers and patients 

could be of high interest. For instance, a study run 

on our institute with [11C]-Flumazenil was not 

conclusive so far, which may be due to the 



269 
 

deficiencies of the global DTC method. The 

application of the new DTC method to the acquired 

data of this study would also allow to evaluate the 

impact of the improved DTC on irreversible tracers 

that require a two tissue compartment model for the 

kinetic modelling. 
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6. Summary  
 

Dead time correction (DTC) is of high 

significance for accurate quantification in PET, just 

like other corrections for attenuation, decay, and 

scatter.  Many PET systems use the global DTC, i.e., 

an average DTC factor is computed for all 

scintillation detector blocks of the system.  

However, the count rates of the individual 

scintillation detector blocks are potentially very 

different due to the individually varying irradiation 

of each block detector, especially for systems where 

the allocation of radiation shields is not possible, as 

in the case of our dedicated Siemens 3T MR 

BrainPET insert. For that reason, we have developed 

a block-pairwise DTC. In our approach, we 

extended a previously published method that uses 

the delayed random coincidence count rate to 

estimate the dead time in the individual blocks and 

planes. This DTC was evaluated with decay 

experiments using phantom measurements with 

homogenous and inhomogeneous activity 

concentrations and with and without out-of-FOV 
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activity. We compared the accuracy and the noise 

behavior with measurements using a 3-compartment 

phantom. Moreover, we showed that the global and 

the improved block-pairwise DTC require different 

calibration. Therefore, we cross-calibrated both 

methods against each other. The differences in the 

quantification of the BrainPET images were 

evaluated by using several radioactive tracers. For 

this, we validated the method by quantifying the 

impact on [11C]ABP688 time-activity curves 

(TACs) and derived quantities such as the non-

displaceable binding potential (BPND) and the total 

distribution volume (VT). We further studied the 

new method’s impact on O-(2-[18F]fluoroethyl)-L-

tyrosine (FET) TACs and tumor to background 

ratios (TBRmax and TBRmean) and we evaluated the 

impact on [15O]H2O TACs and the rate constants K1 

and k2, the regional cerebral blood flow (rCBF), and 

the VT obtained by kinetic modeling. The phantom 

measurements showed that the global DTC led to 

significant quantification biases in mainly those 

regions with high activity concentrations, while the 

block-pairwise DTC led to substantially less bias. 
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The noise level was comparable for both methods. 

The evaluation of typical applications in volunteer 

and patient measurements revealed relevant 

differences between the two DTC, particularly 

relevant for research applications in neuroscientific 

studies.  In case of PET imaging with [11C]ABP688 

we found a relevant bias of VT in all studied brain 

regions when using the global DTC. For [18F]-FET-

PET, differences in TBRmax of up to 10% were 

observed when comparing both DTC methods. 

These differences depend on the distance of the 

tumor from the PET iso-center. For [15O]H2O, we 

found relevant biases for rCBF, K1, k2, and VT in the 

both regions (GM and WM). 
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8. Appendix  
 

Table A.1 Dead time constants of the all blocks (192) in the 

BrainPET detector. 

Block ID 1 2 3 4 5 6 
Dead 
Time[ns] 205 203 202 199 209 216 
Block ID 7 8 9 10 11 12 
Dead 
Time[ns] 208 200 203 210 208 209 
Block ID 13 14 15 16 17 18 
Dead 
Time[ns] 204 202 203 200 198 204 
Block ID 19 20 21 22 23 24 
Dead 
Time[ns] 209 205 207 185 209 219 
Block ID 25 26 27 28 29 30 
Dead 
Time[ns] 214 217 210 209 212 231 
Block ID 31 32 33 34 35 36 
Dead 
Time[ns] 210 209 211 221 218 214 
Block ID 37 38 39 40 41 42 
Dead 
Time[ns] 200 201 201 202 199 198 
Block ID 43 44 45 46 47 48 
Dead 
Time[ns] 198 196 195 195 196 197 
Block ID 49 50 51 52 53 54 
Dead 
Time[ns] 201 201 198 195 194 196 
Block ID 55 56 57 58 59 60 
Dead 
Time[ns] 195 193 195 196 197 191 
Block ID 61 62 63 64 65 66 
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Dead 
Time[ns] 188 187 191 187 190 186 
Block ID 67 68 69 70 71 72 
Dead 
Time[ns] 187 185 190 192 189 189 
Block ID 73 74 75 76 77 78 
Dead 
Time[ns] 195 194 194 192 192 191 
Block ID 79 80 81 82 83 84 
Dead 
Time[ns] 193 192 193 194 193 189 
Block ID 85 86 87 88 89 90 
Dead 
Time[ns] 188 188 190 187 188 182 
Block ID 91 92 93 94 95 96 
Dead 
Time[ns] 182 184 188 186 186 176 
Block ID 97 98 99 100 101 102 
Dead 
Time[ns] 187 189 189 188 186 184 
Block ID 103 104 105 106 107 108 
Dead 
Time[ns] 192 190 189 189 188 179 
Block ID 109 110 111 112 113 114 
Dead 
Time[ns] 190 190 191 190 190 186 
Block ID 115 116 117 118 119 120 
Dead 
Time[ns] 190 187 188 189 188 184 
Block ID 121 122 123 124 125 126 
Dead 
Time[ns] 183 187 187 187 183 179 
Block ID 127 128 129 130 131 132 
Dead 
Time[ns] 189 186 183 184 184 182 
Block ID 133 134 135 136 137 138 



315 
 

Dead 
Time[ns] 192 189 191 188 193 192 
Block ID 139 140 141 142 143 144 
Dead 
Time[ns] 193 191 196 194 195 192 
Block ID 145 146 147 148 149 150 
Dead 
Time[ns] 190 191 191 188 187 185 
Block ID 151 152 153 154 155 156 
Dead 
Time[ns] 193 191 194 193 194 187 
Block ID 157 158 159 160 161 162 
Dead 
Time[ns] 200 200 207 199 203 210 
Block ID 163 164 165 166 167 168 
Dead 
Time[ns] 208 200 202 200 201 200 
Block ID 169 170 171 172 173 174 
Dead 
Time[ns] 200 201 201 201 201 203 
Block ID 175 176 177 178 179 180 
Dead 
Time[ns] 202 202 202 199 196 194 
Block ID 181 182 183 184 185 186 
Dead 
Time[ns] 195 196 196 196 196 199 
Block ID 187 188 189 190 191 192 
Dead 
Time[ns] 196 195 194 194 195 194 
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Figures.  A.1 and A.2 show the time-dependent of 

the [18F]-FET-PET TBRmax and TBRmean between 

the global and the block-pairwise DTC methods.  

Figure A.1 Time-dependent of the [18F]-FET-PET 

TBRmax and TBRmean between the global and the block-

pairwise DTC methods. 

 
Figure A.2 Time-dependent of the [18F]-FET-PET 

TBRmax and TBRmean between the global and the block-

pairwise DTC methods. 
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