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ABSTRACT

Data from the Euclid space telescope will enable cosmic shear measurements to be carried out with very small statistical errors, necessitating a
corresponding level of systematic error control. A common approach to correct for shear biases involves calibrating shape measurement methods
using image simulations with known input shear. Given their high resolution, galaxies observed with the Hubble Space Telescope (HST) can, in
principle, be utilised to emulate Euclid observations of sheared galaxy images with realistic morphologies. In this work, we employ a GalSim-based
testing environment to investigate whether uncertainties in the HST point spread function (PSF) model or in data processing techniques introduce
significant biases in weak-lensing (WL) shear calibration. We used single Sérsic galaxy models to simulate both HST and Euclid observations.
We then ‘Euclidised’ our HST simulations and compared the results with the directly simulated Euclid-like images. For this comparison, we
utilised a moment-based shape measurement algorithm and galaxy model fits. Through the Euclidisation procedure, we effectively reduced the
residual multiplicative biases in shear measurements to sub-percent levels. This achievement was made possible by employing either the native
pixel scales of the instruments, utilising the Lanczos15 interpolation kernel, correcting for noise correlations, and ensuring consistent galaxy
signal-to-noise ratios between simulation branches. Alternatively, a finer pixel scale can be employed alongside deeper HST data. However, the
Euclidisation procedure requires further analysis on the impact of the correlated noise, to estimate calibration bias. We found that additive biases
can be mitigated by applying a post-deconvolution isotropisation in the Euclidisation set-up. Additionally, we conducted an in-depth analysis of
the accuracy of TinyTim HST PSF models using star fields observed in the F606W and F814W filters. We observe that F6OO6W images exhibit
a broader scatter in the recovered best-fit focus, compared to those in the F814W filter. Estimating the focus value for the F606W filter in lower

stellar density regimes has allowed us to reveal significant statistical uncertainties.

Key words. gravitational lensing: weak — techniques: miscellaneous — cosmology: observations

1. Introduction

The light from distant galaxies travelling through the Universe
is deflected due to the gravitational potential generated by the
large-scale matter distribution. Typically, the fluctuations in the
intervening mass distribution cause a slight, coherent distortion,
which is imprinted onto the observed shapes of the galaxies,
commonly referred to as weak gravitational lensing (WL, see
e.g. Bartelmann & Schneider 2001 for a detailed introduction).
The low amplitude of the WL signal makes probing the growth
of structure in the Universe and deriving cosmological informa-
tion technically challenging. Nonetheless, this can be achieved
by measuring the shapes of a large number of galaxies. Mea-
surements of the correlation between galaxy shapes, known as
cosmic shear (see, e.g. Kilbinger 2015; Mandelbaum 2018 for
reviews), can provide insights into the statistical properties of
the mass distribution. Additionally, cosmic shear allows us to
investigate the evolution of structure on large scales and explore
the geometry of the Universe. Obtaining such measurements is
a primary goal of current and future large dedicated surveys; for
instance, the space missions of Euclid' (Laureijs et al. 2011) and
the Nancy Grace Roman Space Telescope? (Spergel et al. 2015)
as well as the ground-based Vera C. Rubin Observatory’s Legacy
Survey of Space and Time® (Rubin-LSST; Ivezi¢ et al. 2019).

In this work, we focus on the Euclid mission, which will sur-
vey about 14 000 deg? of the sky in the optical and near-infrared
(Euclid Collaboration: Mellier et al. 2025), aiming to obtain
unprecedented WL constraints on the large-scale structure (LSS)
of the Universe. Euclid is optimised for obtaining WL measure-
ments thanks to its optimal conditions for accurate galaxy shape
measurements. This is made possible thanks to the stable observ-
ing conditions and high spatial resolution achieved by being in
space, as well as its design. The latter minimises any corrections
for the blurring caused by the point-spread function (PSF), and
the stability allows the PSF to be known accurately as a func-
tion of time, position, and wavelength across the field-of-view.
Euclid has a wide field of view of 0.54 deg? with a broad optical
band pass (VIS, see Euclid Collaboration: Cropper et al. 2025),

! https://sci.esa.int/Euclid/
2 https://roman.gsfc.nasa.gov/
3 https://www.lsst.org/lsst
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covering approximately the range 530-920 nm, maximising the
number of observed galaxies. However, the observations will
still be compromised by some factors. For example, the PSF with
which the observed galaxies are convolved depends on the wave-
length and, thus, on the spectral energy distribution (SED) in the
observed frame. Hence, an incorrect estimate of the wavelength-
dependent model for the PSF and/or the galaxy SED may bias
the shear estimates (Cypriano et al. 2010; Eriksen & Hoekstra
2018). In addition, the SED of a galaxy typically varies spa-
tially, generating ‘colour gradient’ (CG) bias (Voigt et al. 2012;
Semboloni et al. 2013; Er et al. 2018; Kamath et al. 2019). Fur-
thermore, the bias depends on the width of the filter that is used
(Semboloni et al. 2013). Consequently, CG bias is expected to
be particularly relevant for Euclid because of its wide pass-band
(Laureijs et al. 2011).

The Hubble Space Telescope (HST), with its high angular
resolution and multiple filters covering the Euclid band pass,
provides the most suitable data set to calibrate Euclid shear mea-
surements against CG bias. We can use HST images of a repre-
sentative sample of galaxies that Euclid will observe in order to
accurately calibrate the shear measurement biases. Moreover, a
sufficient number of galaxies has already been observed to cal-
ibrate the bias with the precision required to achieve Euclid’s
science objectives (Semboloni et al. 2013).

Multi-band HST galaxy images, together with the support-
ing PSF models, can be used for Euclid calibrations via three
approaches. In the first approach, models are fit to the galaxies
providing distributions of galaxy parameters. These can be used
as input distributions for image simulations based on paramet-
ric galaxy models (e.g. Hoekstra et al. 2017; Kannawadi et al.
2019; Herndndez-Martin et al. 2020). In the second approach,
HST postage stamps are directly used as input to the image simu-
lations to render fully realistic morphologies (Mandelbaum et al.
2012,2015; Rowe et al. 2015; Bergamini et al., in prep.). Finally,
generative machine learning models can be used to render
Euclid-like images (Lanusse et al. 2021).

In this paper, we focus on the second approach and anal-
yse a procedure called ‘Euclidisation’ which involves using
simulated HST galaxy images to create emulated Euclid obser-
vations of galaxies with a known artificial WL shear. This pro-
cedure includes: deconvolving the emulated HST galaxy images
by the HST PSE, adding shear, convolving with the Euclid
PSF, adjusting pixel noise, flux scaling, resampling, and adding


https://sci.esa.int/Euclid/
https://roman.gsfc.nasa.gov/
https://www.lsst.org/lsst
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further noise (see Fig. 1, bottom branch). To test the procedure
and quantify the impact of uncertainties in the HST data (in par-
ticular, regarding the PSF model), we applied the Euclidisation
procedure to simulated input galaxies. For these we vary prop-
erties such as half-light radius, Sérsic index, and signal-to-noise
ratio (S/N). The resulting ‘Euclidised’ galaxy images are com-
pared with directly emulated ‘direct Euclid-like’ images (see
Fig. 1, top) in a testing environment. For both branches seen in
Fig. 1, we could then compare shear measurement biases, which
should be identical if the Euclidisation procedure emulates the
sheared galaxy images correctly. Given the importance of the
HST PSF model for the Euclidisation procedure, we also carried
out an in-depth analysis of the accuracy of TinyTim PSF mod-
els for HST/ACS, using star fields observed in filters F606W
and F814W, thereby extending the work done in Gillis et al.
(2020). Furthermore, we investigated the accuracy of recovering
the HST focus in a regime of low stellar density.

This paper is structured as follows. In Sect. 2, we discuss
the formalism of the WL shear measurement biases assumed in
our analysis. In Sect. 3, we describe the testing environment.
The two methods for the galaxy shape and properties parameters
measurements are described in Sect. 4. We present the different
tests and findings in Sect. 5. In Sect. 6, we describe our inves-
tigation of the accuracy of the TinyTim PSF models for HST.
We then summarise our results and discuss their significance in
Sect. 7.

2. Shear measurement formalism

In the WL limit (¢ < 1 and |y| < 1, with k being the convergence
and y the shear), for a given galaxy of intrinsic ellipticity € hav-
ing undergone a lensing-induced shear y, the observed ellipticity
is the sum of the intrinsic ellipticity and the shear, expressed as
obs int

€ X €

+9i, i=12, ey
where g = y/(1 + «) is the reduced shear, which in the fol-
lowing we refer to as shear for simplicity, and i identifies the
two components of shear. Assuming random intrinsic elliptic-

ity orientations, the expectation value is <e°bs> = g, since
<ei“‘> = 0. The dispersion of the observed ellipticity is o (e"bs) ~

\o2 (ém) + g2, which has contributions from both the intrinsic
ellipticity dispersion o-(ei“‘) = o-(eObS - g) of the galaxy sam-
ple and measurement root mean square (RMS) errors, o, (e.g.
Hoekstra et al. 2000; Leauthaud et al. 2007; Schrabback et al.
2018). The intrinsic ellipticity dispersion is the dominant term
by an order of magnitude.

Systematic errors affect the measurement of galaxy ellip-
ticity. To control these systematic errors, any shear measure-
ment method needs to be calibrated through simulations to
quantify possible differences between the input and the recov-
ered shear. Analyses distinguish between the additive bias
¢; with i = 1,2 which adds a value ¢; to the true shear,
and the multiplicative bias w; with i = 1,2*, which dis-
torts the amplitude of the shear by a factor of (1 + w;).
Additive bias can be caused, for instance, by an insufficient
correction of the PSF anisotropy and may lead to spurious cor-
relations in the shape of galaxies (Massey et al. 2013). Con-
versely, dominant sources for multiplicative bias include noise
bias (Refregier et al. 2012), model bias (e.g. Melchior & Viola

4 We treat the multiplicative bias u as a spin-2 quantity, scaling g; and
g» independently, assuming no cross-component effects (ujx = pp1 = 0).

2012; Refregier et al. 2012; Miller et al. 2013; Kacprzak et al.
2014), or the impact of neighbouring objects (Hoekstra et al.
2017, 2021; Euclid Collaboration: Martinet et al. 2019). Thus,
knowing the input shear g™ in WL image simulations, at the
first order, one usually fits the recovered shear g°® as

obs true

r :(1+/~1i)g[ + ¢, i:1»2» (2)
for both components of the shear separately. The typical change
in ellipticity caused by cosmic shear is about one per cent,
which is much smaller than the intrinsic ellipticities of galax-
ies and also smaller than the typical biases introduced by instru-
mental effects. In this work, we only investigate linear-order
biases, but we note that Euclid also has strict requirements on
quadratic biases. We refer to Kitching & Deshpande (2022) for

more details.

3. Simulation and analysis set-up

To quantify the uncertainties in using HST images as input
for WL image simulations, we built a testing environment. It
employs simulated data that approximately resemble the prop-
erties of HST/ACS and Euclid/VIS observations (see detailed
description in Sect. 5). This section describes the methodology
and key components of our set-up, including the testing environ-
ment and simulation size, while addressing the effects of shape
cancellation noise.

3.1. Testing environment

We generated galaxy image simulations with the open source
GalSim software® (Rowe et al. 2015). The following outlines the
steps of the testing environment featured in Fig. 1.

Input galaxy. As input for our simulations, we model the
galaxy light profile with a single component Sérsic model (Sérsic
1963) as

I(R) = I exp [~by (R/R)" = 1)] , 3)

with the half-light radius, R., which is the radius containing half
of the total luminosity of the galaxy, the intensity at that radius,
1., and the parameter b, ~ 2n — 1/3, where n is the Sérsic index.
Equation (3) can be also written as

169 = A exp(~k[(x = x0)" € (x = x0)] "), @)

where X is galaxy centroid, A is the peak intensity, C is the
galaxy covariance matrix, which includes elements associated
with ellipticity (see e.g. Voigt & Bridle 2010 for more details),
k =1.9992n — 0.3271, and n is the Sérsic index. It is worth not-
ing that, although this model is less realistic than two-component
models, it is a reasonably realistic model for which the intrinsic
ellipticity is well-defined, and this has some significant advan-
tages in analysing results.

We created postage stamp images of isolated galaxies of a
size of 512 x 512 pixels, with a pixel scale of 0702 or 0”704. The
choice depends on the specific test (see Sect. 5 for different test
scenarios). The large postage stamp size prevents issues related
to the dilation of the galaxies during subsequent steps of the pro-
cedure. We also tested different interpolation kernels to study
their impact on the bias results (discussed in Sects. 5.2 and 5.5).
Each mock galaxy was initially arbitrarily assign a flux of 10 000

> https://github.com/GalSim-developers/GalSim
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Fig. 1. Illustration of the testing environment to create direct Euclid-like (D) images to be compared with Euclidised (E) images. See the text in

Sect. 3 for details.

ADU. Later, this flux will be rescaled according to the proper-
ties of the HST and Euclid telescopes, to obtain four different
values for the S/N, from 10 to 40 with a step size of 10. These
values were computed using the CCD equation (Howell 1989) as
detailed in Appendix A. To probe the sensitivity of our analysis
to intrinsic galaxy properties, we conducted the analysis across a
range of half-light radii, R.[”] € {0.2,0.3,0.4,0.5,0.6,0.7}, and
Sérsic indices of n € {1, 2, 3}. These parameters were drawn from
a random uniform distribution within these ranges, ensuring an
even sampling of galaxy sizes and Sérsic profiles.

We assigned the intrinsic ellipticity components €, and e
drawn from a Gaussian distribution with zero mean and dis-
persion o = 0.3 to the galaxies; however, we excluded galax-
ies with very high ellipticities |¢] > 0.7. We then applied a
random shift to the galaxy position with a uniform distribu-
tion from —0705 to 0”705 in both axes to have a small ran-
dom displacement with respect to the pixel centre (e.g. half
the fiducial Euclid pixel scale), as is the case for real data.
Then, for each galaxy, we created a second galaxy, which is
identical but orthogonally oriented, to mitigate the intrinsic
shape noise (Nakajima & Bernstein 2007; Massey et al. 2007;
Mandelbaum et al. 2014).

At this point, two versions of the same mock galaxy were
drawn to be simulated as ’direct Euclid-like observations’ (here-
after, D) and Euclidised image (hereafter, E), as shown in Fig. 1
(top and bottom, respectively). The following steps detail this
process.

Direct Euclid-like. The input galaxy pair is sheared by a value
taken from a discrete uniform distribution in the range from
—0.06 to 0.06 with a step of 0.004, using the GalSim function
galsim.lens without magnification. Sheared galaxy images
are then convolved with the Euclid-like PSF. We employed
a model of the VIS PSF, which was computed with the
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PSFToolkit (Duncan et al., in prep.) from a realistic simulation
of galaxy SEDs using the Empirical Galaxy Generator (EGG;
Schreiber et al. 2017), at the centre of the field of view, assum-
ing a physical model of the telescope. This PSF model is sam-
pled on a grid of 0702 pixel ™!, which is five times finer than the
native VIS pixel grid. The flux of the galaxy is then empirically
rescaled so that its measured S/N (see Appendix A) statistically
reaches the desired value, given the simulated Euclid conditions.
We applied noise in our simulations using the GalSim function
CCDNoise. It includes Poisson shot noise from the source and
the sky background, and Gaussian read-out noise. A new random
seed was drawn for each pair of orthogonally oriented galaxies
to match the noise between them. We assumed a sky brightness
of mgy = 22.35mag in one square arcsecond (Refregier et al.
2010). Following Tewes et al. (2019), we can compute the cor-
responding sky level as

fexp [8]

—0.4(mguy—2p) (7 7712
gain [e‘/ADU]lO ars

Fsky [ADU] = (5)
where we assume an exposure time fex, for Euclid of 1695,
corresponding to the co-addition of three single exposures of
565s each (Laureijs et al. 2011). While Euclid typically takes
four exposures at each pointing position, a large fraction of
the survey will only be covered by three exposures due to
chip gaps (Euclid Collaboration: Scaramella et al. 2022), justi-
fying this assumption. We assume a CCD gain of 3.1e~ ADU™!
(Niemi et al. 2015), a read-out noise (see Appendix A) of 4.2 e~
(Cropper et al. 2016). We adopted an instrumental zero-point
of 24.6 mag (Tewes et al. 2019) and a pixel size of [ = 0”1
(Laureijs et al. 2011). Once the noise is applied, we can obtain
the ‘direct Euclid-like’ image (D).

The bottom branch of the diagram in Fig. 1 illustrates how
the Euclidised image was obtained:
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HST-like. The same input galaxy pair is then convolved with the
HST PSF created with TinyTim (see Sect. 6 and Appendix B for
a detailed analysis). The flux is rescaled to take into account the
properties of the HST and, finally, CCD noise is added in order to
create HST-like images. For the HST observations, we assumed
an exposure time of 1000 s and a S/N that is twice the value of
the direct Euclid-like galaxy to represent the difference in the
mirror size between the two telescopes. We adopted a CCD gain
of 2.0e"/ADU, a read-out noise of 5.0e”. We assumed a sky
background in one square arcsecond to have an average value
of mgy = 22.5mag and a zero-point of 25.9 mag for F814W°.
We also simulated HST observations in the F606W filter, with a
zero-point of 26.5 mag.

HST deconv. We then performed a ‘reconvolution’ pro-
cess. as described in Rowe et al. (2015). We deconvolved the
HST-like images by the HST PSF using the GalSim class
galsim.Deconvolution, which is based on a division in
Fourier space. To analyse the impact of HST PSF model uncer-
tainties, we may use a different PSF for this deconvolution step
than for the prior convolution (see Sect. 5.5 for details).

HST—Euclid-like. We added shear to the HST deconv images
and convolved them with the Euclid PSF.

Euclidised. The images resulting from the convolution with
the Euclid PSF carry correlated noise. The isotropisation (or
symmetrisation) of this noise enforces a four-fold symmetry,
introducing minimal extra noise through the GalSim function
symmetrizeImage. Then, after rescaling the flux, some extra
Gaussian noise with dispersion, o, is added to the stamp in
order to match the noise level of the “direct” branch. For sim-
plicity, in this step we did not add further Poisson noise from the
photon counts of the sources. However, we did include Poisson
noise when we generated HST-like images.

At this point, we obtained the Euclidised image, E, which
can be compared to the direct Euclid-like images, D, and anal-
ysed in exactly the same manner. Our test procedure does not
include detection and deblending steps, as we are simulating
images of isolated galaxies. As a result of this simplification, our
study does not suffer from the object detection bias discussed in
Sheldon et al. (2020) and Hoekstra et al. (2021). In the scope of
this paper, we only tested the Euclidisation of simple Sérsic pro-
file galaxies.

3.2. Simulation size and shape noise cancellation

To match the statistical precision of Euclid, systematic shear
measurement biases will need to be controlled to an accuracy
of |6u] < 2% 107 and |6¢| < 5 x 1073 (Cropper et al. 2013). For
this purpose, the sources of statistical uncertainty can be con-
strained by averaging over large numbers of galaxies given by
(e.g. Mandelbaum 2018; Fenech Conti et al. 2017):

1=\ 5
£ \Jouligl

where o = 0.3 is the dispersion of galaxy ellipticities and
lgl is the modulus of the shear applied to our simulations.
For a shear modulus of 0.03 on average, in principle, we
need 2.5 x 10° galaxies to constrain the multiplicative bias to
[ou| <2 x 1074,

(6)

6 This information is available on the “Advanced Camera for Surveys
Instrument Handbook™ (version 9.0) from https://www.stsci.edu/
itt/review/ihb_cy15/ACS/ACS_ihb.pdf

In order to reduce the required simulation size, we employed
shape noise cancellation (see Sect. 3), which we found empiri-
cally to reduce the sample size by a factor of approximately 4,
under the specific conditions and parameter settings of our sim-
ulation, compared to Eq. (6). We note that for our testing envi-
ronment shape noise cancellation not only reduces the required
simulation volume, but also minimises the impact that correla-
tions caused by the identical intrinsic shapes in the D and the E
images have on the bias analysis’.

We note that further approaches have been proposed to
reduce simulation volume in addition to shape noise cancel-
lation, such as measurements of the shear response for indi-
vidual galaxies (Pujol etal. 2018) and pixel noise cancella-
tion (Euclid Collaboration: Martinet et al. 2019). We refer to
Jansen et al. (2024) for a comparison of the efficiencies of these
different approaches.

For our simulation, we drew about 107 galaxy stamps for
each setting (including the rotated galaxies), which is sufficient
to reach a precision on the multiplicative bias of about 10~ (see
Sect. 5). Moreover, this allows us to recover a meaningful cor-
rection approximately at the level of the Euclid requirements.

4. Galaxy property measurements

In this section, we describe our galaxy shape and parameter mea-
surements on the direct Euclid-like and Euclidised images to
check the accuracy of the Euclidisation. As comparison metrics,
we use two approaches: measuring the biases in the shear recov-
ery using the moment-based KSB galaxy shape measurements
(see Sect. 4.1; also Kaiser et al. 1995; Luppino & Kaiser 1997;
Hoekstra et al. 1998) and estimating the galaxy parameters by
fitting a galaxy model (see Sect. 4.2).

4.1. KSB measurements

The  galaxy  shapes are  measured using  the
galsim.hsm.EstimateShear® function with KSB as desired
method for PSF correction. This implementation requires the
PSF and galaxy images to have the same pixel scale. However,
the Euclid PSF is actually created with a pixel scale of 0702,
namely, it is over-sampled by a factor of 5 with respect to the
native pixel scale, so as to avoid losing relevant details. To use
this method, in the tests described in Sect. 5, we chose either
to over-sample the galaxy image to 0”702 or use a pixel scale
of 0”704 (i.e. matching the HST/UVIS pixel scale) for each step
of the procedure, depending on what we want to investigate.
When we over-sample, the estimates of the second moments of
an image are evaluated on a finer grid, but the intensity is taken
constant over the sub-pixels and not interpolated. Furthermore,
in the cases where we over-sample the galaxy images from the
Euclid pixel scale of 0”/1 to 0”702 before running KSB, we also
convolve the Euclid PSF model with a 2D top-hat profile of
071 x 0”71. This is because observations done with large pixels
lead to a loss of resolution. If we artificially over-sample an
image with pixels 0”/1 to 0”702 we do not recover that loss in
resolution. When applying the KSB method, the specified PSF

7 We cross-checked whether the remaining correlation has an impact
by estimating the difference of the measured shears between the two
outputs directly. This led to results that are consistent within the errors
with what we obtain when fitting the two outputs separately and then
calculating the bias differences (see Sect.4.1).

8 The GalSim KSB algorithm is a specific implementation of the KSB
method (Kaiser et al. 1995; Luppino & Kaiser 1997), as described in
Appendix C of Hirata & Seljak (2003).
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must contain all the convolutive effects that were applied to
the galaxy image after being sheared. This includes the loss
of resolution from diffraction by the telescope optics (which
is captured by an over-sampled PSF model), but also the loss
of resolution due to the pixellation by the detector array, in the
present case not captured by the over-sampled PSF model. One
way to take this into account is to include a pixel convolution
before applying the KSB method, thus avoiding propagating
errors to the KSB shape measurements.

The KSB method measures the moments of the surface-
brightness distribution of stars and galaxies to infer PSF-
corrected estimates of galaxy ellipticities. It parametrises galax-
ies according to their weighted quadrupole moments and
describes the PSF as a small but highly anisotropic distortion
convolved with a large circularly symmetric function. Further-
more, all the tests we present in Sect. 5 use unit shear weights.
With these assumptions, the KSB method returns a per-object
estimate of the shear components &, and &.

We used the weighted least square (WLS) fit of the model
described in Eq. (2) to measure the shear bias. The weights were
determined as the reciprocals of the shear variance. We recov-

ered the multiplicative bias term, y/, and additive bias term, ¢/,
for both components, i € {1,2}, of the shear and both images
J € {E, D}, as the slope and the intercept of the fitting between
the ellipticity and the input shear and their corresponding stan-
dard deviation (SD). We also calculate the differences uf —
and c? - cf‘, and we adopt the standard error of the mean as the
error, using Gaussian error propagation.

The KSB method is computationally fast but, in some cases,
its implementation fails to compute the shapes, or returns ellip-
ticity estimates with an absolute value larger than 1. This occurs
because the algorithm is not sufficiently robust when handling
highly elliptical or small galaxies, resulting in situations where
the iterative process fails to converge to a solution. In our analy-
sis, this occurs especially at lower S/N or for large input elliptic-
ities |e| 2 0.7. For this reason, we reject galaxies with estimates
|é] > 1. For the different tests we performed, this results in the
removal of a small fraction of galaxies from our initial sample,
see Table 1. For more details, we refer to Sect. 5. It is worth
noting that the objective of this study is not to obtain a tight
absolute calibration of this algorithm. We rather want to test the
Euclidisation procedure by investigating the relative bias differ-
ence between the two branches and estimate the correction to
apply to real data in shear measurement analyses.

4.2. Galaxy model fit

To obtain an alternative comparison metric, we fit two-
dimensional elliptical Sérsic models to the PSF-convolved
output galaxy images D and E. Employing the Astropy
EllipSersic2D model’, galaxies are modelled with a single
Sérsic profile, where the centroid position, the ellipticity, the
total flux, F, the half-light radius, R., and the Sérsic index, n, are
estimated directly from the galaxy postage stamp. We note that
this model intentionally ignores the PSF. The purpose of this fit
is solely to compare the observed shape of galaxies as simulated
in the D and E images.

We set the postage stamp dimensions to 512 x 512 pixels, a
large enough image size to include the flux without encountering
any image edge effects in the measurements of galaxy proper-

® We adjusted the default major and minor axis as follows: a =

R./\(1—g)/(1+g) and b = R.+/(1 —g)/(1 +g) in order to have a

match between the different definitions in Astropy and GalSim.
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ties. However, the fit to estimate the galaxy parameters was per-
formed using the Levenberg-Marquardt algorithm (LMA) within
a smaller region, computed following the procedure described in
Appendix A, containing an elliptical aperture that extends out
to three half-light radii of the galaxy. This saves computational
time because the effective postage stamp will be much smaller
than the original 512 x 512 pixels.

In our analysis, we discarded unreliable fit results (e.g. no
convergence or a Sérsic index n outside the range [0.1, 6.0]). To
further reduce the run-time, we performed the fit only on a sub-
sample of galaxies and in some configurations of our pipeline.
This is discussed further in the next section.

5. Tests and results

In this section we evaluate the accuracy of our Euclidisation pro-
cedure (and its variants) under different conditions. Our goal is
to minimise the potential impact of the Euclidisation procedure
on shear bias. An overview of the different tests conducted is
provided in Table 1.

5.1. Use of native HST/ACS and Euclid/VIS pixel scales

In the first test, referred to as ‘test I, starting with an input galaxy
with a pixel scale of 0702. We employ the testing environment
using the native pixel scales of 0”705 and 0”1 for the simulated
HST/ACS and Euclid/VIS images, respectively. This approach is
illustrated in Fig. 1. Hence, the two output images D and E were
drawn with the native Euclid/VIS pixel scale of 0”/1. However,
for the computation of galaxy shapes using the KSB method,
the two galaxies were over-sampled by a factor of 5 to com-
pute the KSB moments consistently from the PSF image and
galaxy postage stamp with a fine pixel scale of 0702. We used
the quintic image interpolation scheme to specify how inter-
polation should be done at locations in between the integer pixel
centres, which is the default option in GalSim. The number of
galaxies, Ng,, for each sample of D and E galaxies and for each
S/N we employed in our tests, the KSB failure rates, and the
interpolation kernel are reported in Table 1.

Figure 2 (purple symbols) shows the multiplicative and
additive bias differences (Au and Ac) between the two out-
puts, for four different values of S/N. The data points show
the bias obtained from the fit with error bars indicating the
1 o standard error of the mean. The Ay is larger for small
galaxy S/N, evolving from 0.040 at S/N =10 to 0.0107 at
S/N = 40, averaging over both shear components. While the
difference of the additive biases for the second component is
consistent with zero for some of the S/N values, the first com-
ponent decreases toward zero only at higher S/N, minimally
increasing again at S/N = 40. The difference in additive bias
components is primarily driven by differences in the elliptic-
ity components of the Euclid PSF model. We expect that the
observed bias difference depends on the shape measurement
method (Euclid Collaboration: Congedo et al. 2024). Therefore,
it is essential to establish a correction based on the specific shape
measurement method utilised in the actual Euclid analysis. In
general, the Ac is of the order of 10~*. This is also the case for
some of the other scenarios we explore. Therefore, we will focus
on discussing Ac only when we detect notable variations in addi-
tive bi;is differences, indicating deviations from the typical order
of 107°.

Clearly, the significant percent-level bias in the Ay differ-
ences obtained with this first configuration are beyond any accu-
racy requirements on the Euclidisation procedure. To test if the
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Table 1. Tests presented in Sect. 5.

. o . ” .
Test Na [1 0] }i;nlure ralg [%] Pixel [s);;le "] Intekrgronlzlnon Description

1 24.1 49 4.6 0.1 quintic HST/ACS and Euclid native pixel scales

I with Gauss. PSF 24.1 4.4 4.1 0.1 quintic Similar to I, but with Gaussian PSF

I with 10 X S/Nyst 37.0 4.4 4.0 0.1 quintic Similar to I, but with higher S/Nyst

Ic 1.4 49 3.4 0.1 lanczos15 Similar to I, but with correction for noise correlation

Ic withog =2.5 8.9 4.9 34 0.1 quintic Testing sensitivity to noise scaling with o = 2.5

Ic with g = 2.7 8.9 49 34 0.1 quintic Testing sensitivity to noise scaling with og = 2.7

Ic with PSF stack 18.3 4.9 4.7 0.1 lanczos15 Similar to Test Ic, but with HST average star stack and average model stack PSFs
I 338 59 6.4 0.04 quintic Similar to I but, testing finer pixel scale

1T 24.7 4.7 5.1 0.04 quintic Similar to Test II, but using HST PSFs with different centre positions and focus
IIT with rotat. 24.7 4.7 5.1 0.04 quintic  Similar to Test III, but adding ‘post-deconvolution isotropisation” of HST images
IV withn =1 77.0 5.6 5.8 0.04 quintic Similar to IT but, testing the impact of Ry for galaxies withn =1

IV withn =2 77.0 2.2 2.2 0.04 quintic Similar to IV with n = 1, but for galaxies withn =2

IV withn=3 77.0 1.6 1.5 0.04 quintic Similar to IV with n = 1, but for galaxies with n =3

Notes. We report the number of galaxies N,, for each S/N, the average failure rate of the KSB method over the four S/N levels, the pixel scales,
the interpolation kernel used for both output images D and E, and a brief description of each test.

Euclid PSF shape (but not the size) can have an impact on the
bias difference, we repeat the analysis with a circular Gaussian
PSF. The width of this Gaussian is set to o = 0”707, correspond-
ing to the best fit to the detailed Euclid PSF. This Gaussian PSF
is sampled with a pixel scale of 0702, as before. The results for
‘test I with a Gaussian PSF’ are shown in Fig. 2 as well. The
multiplicative bias difference is slightly increased, by 0.01 on
average over the S/N. There is no significant difference for the
additive bias, which remains consistent within the error with the
default set-up for most of the S/N bins.

In Fig. 3, we present the results of the fit of the galaxy model,
namely: the half-light radius Re g, the flux Fg., and the Sefsic
index ng, as functions of the input half-light radius, for three
different values of the S/N. We find a good agreement between
D and E for the half-light radius and the flux. This is not the case
for ng, for which we obtain slightly lower estimates in E than
D, consistently over all R.. This suggests that the Euclidised
galaxy images, E, are slightly less centrally peaked than the
direct Euclid-like images, D, likely contributing to the multi-
plicative bias difference. We note that it is not surprising that
the recovered ng, are generally lower than the input n given that
the fitted model does not correct for the smoothing impact of the
PSE.

To identify the origin of the multiplicative bias difference
(see Fig. 2) and of the shift in the recovered Sérsic index, we
then tested whether these discrepancies are related to the noise
level of the HST images, as part of ‘test I with 10 X S/Nyst’. We
increased the S/N of the emulated HST galaxy images by a fac-
tor of 10, representing the use of much deeper HST data for the
Euclidisation!?. This increase in S/N leads to a reduction of the
(averaged) bias difference compared to test I, as shown in Fig. 4.
The multiplicative bias difference does not vanish completely,
but it remains approximately constant for all the S/N. In addi-
tion, as the following sections show, an increase of HST depth
is not a guarantee for a bias-free Euclidisation. The additive bias
difference is below 2 x 10~ for both components.

5.2. Correcting the S/N for the impact of correlated noise

The noise model for a CCD image is typically a combination
of Poisson noise on the pixel counts and Gaussian read noise.

10 We note that despite using deeper HST data, we would continue to
limit galaxies to the same criterion, specifically the I; < 24.5 mag selec-
tion, without including additional fainter sources.

Test I and test I with Gaussian PSF
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Fig. 2. Comparing bias estimates when using a Euclid PSF versus
a Gaussian PSF. Multiplicative (left panel) and additive (right panel)
shear bias differences obtained employing a Euclid/VIS pixel scale of
0”1 and a quintic interpolation kernel, as described in Sect. 5.1, with-
out the correction for the impact of noise correlations on S/N estimates
described in Sect. 5.2. The data points show the bias obtained from the
fit with the error bars indicating 10 uncertainties for a number of galax-
ies Ngy ~ 24.1 x 10° for each S/N.

In WL measurements, this noise is commonly modelled as sta-
tionary on the scale of galaxy images, with the same variance
for each pixel. This holds true when the Poisson noise on the
sky level dominates and when the sky level does not vary much
across each galaxy. In an idealised unprocessed image, the noise
is largely uncorrelated between pixels, with the dispersion of
the sum over N pixel values scaling as the dispersion computed
from single pixel values multiplied by VN. However, signifi-
cant correlations between the noise in different pixels can be
induced via processes such as correction for charge transfer inef-
ficiency (CTI; Massey 2010), convolutions (Hartlap et al. 2009),
and image resampling (Fruchter 2011; Rowe et al. 2011), partic-
ularly if the images are resampled to smaller pixels than those
on the original detector (Gurvich & Mandelbaum 2016). In the
presence of correlated noise, a naive estimation of noise based
on the dispersion of single pixel values would underestimate the
amount of noise in an aperture of interest (Casertano et al. 2000).
This would lead to an overestimation of the S/N of a source.

In order to estimate the effective influence of the noise
correlations on the test environment, in particular for the
E images, we use the approach of Hartlap et al. (2009). We cre-
ate 2000 pure noise images (no galaxy within them) of a size
of 512 x 512 pixels, which are processed in the same manner as
the galaxy images (see Sect. 3). We add different amounts of
extra Gaussian noise to the images, with dispersions og [ADU]
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Fig. 3. Results from the galaxy model fits for test I using the native HST/ACS and Euclid/VIS pixel scales, for a number of galaxies Ngy = 10%,
as described in Sect. 5.1. The fitted parameters R. g [’], Fi [mag], and ng, are shown as a function of the input R, in arcsec for both the output
galaxies D and E and for three values of the S/N. The data points are the average over the number of galaxies in each sample. The error bars,
representing the 1o~ uncertainty on the mean, are smaller than the size of the points and, thus, they are not visible.

ranging from 1.0 to 6.0 with a step of 0.2, and we run the testing
environment for each of these values. For each run, we estimate
the 7 factor defined as

r (M) =< @)

measure
On,i >
,
i

M2 o_measure
1,1

where o7y is the SD of the pixel sum measured in indepen-
dent quadratic sub-regions within noise image i with side length
M = VN € {1,2,4,8,16,32,64} pixels, and 0" is mea-
sured on single pixel values, averaging over all the pure noise
fields. In the absence of correlated noise, the 7 factor would be
equal to 1 for all N. However, in the presence of noise cor-
relations and for large N, the 7 factor converges to the value
by which o"**"*¢ under-estimates the uncorrelated dispersion
in a single pixel. Figure 5 shows an example of the measured
7 (M) for test I. In this case, the ordinary noise measure based
on the single pixel dispersion, which ignores the noise correla-
tion, will overestimate the S/N of the E galaxies by a factor of
r = 1.32. We note that this convergence is expected since the
size of the quadratic regions considered becomes much larger
for large N = M? than the scale on which the noise correlation
occurs. This results in asymptotically uncorrelated estimates of
the dispersions, oy***, which represents the asymptotic value
of Ur]{]lﬁasured.

The bias of a shear measurement algorithm is sensitive to the
S/N of a source. To make measurements on the E and D images
comparable, while acknowledging that the E images contain cor-
related noise, we tried tuning the Euclidisation procedure so that
the galaxies share the same true S/N in E and D. Given the corre-
lated noise, this is not achieved when E and D have the same flux
and the same 0. Instead, we adjusted the amount of additional
white noise o g added to E so as to match oy between E and
D. This is achieved when the ratio o-p /o1 reaches the value of
7 obtained from Eq. (7). In practice, we determine oG so as to
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Fig. 4. Impact of using deeper HST/ACS images. Multiplicative (left
panel) and additive (right panel) shear bias differences obtained employ-
ing a Euclid/VIS pixel scale of 0”1, a quintic interpolation kernel
(test 1), and increasing the S/N of the HST-like images by a factor of
10 (test I with 10 x S/Nysr), as described in Sect. 5.1. The data points
show the bias obtained from the fit with the error bars indicating 1o
uncertainties for a number of galaxies Ngy =~ 37.0 X 10° for each S/N.

obtain 7 =7, as illustrated in Fig. 6, with

—~ 01D
r=—,
T1E

®)

where op and o g are the single-pixel dispersions in the
images. The intersection between the two curves, representing
fits to the estimates defined in Eqgs. (7) and (8), will provide the
best estimate for the r factor, for instance, '™, along with the
o value that we will use in the noise correlation correction of
the testing environment. Figure 6 provides a visual example of
this intersection, indicating how we estimate r"*° for test I.

The results for test I, which have been adjusted to account
for the influence of correlated noise, are depicted in Fig. 7 (here-
inafter referred to as ‘test Ic’, with ‘c’ indicating the noise cor-
rection). Furthermore, in accordance with the approach outlined
by Kannawadi et al. (2021), for this test, we opted to employ
the lanczosN interpolation scheme with the parameter N set
to 15, as opposed to the default quintic option provided by
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Fig. 5. Estimate of the effective influence of the noise correlations for
the E noise images for test Ic and S/N =~ 30. The 7 factor is plotted as
a function of the side length M of the sub-regions of 2000 noise images
and the error bars are the standard error of the mean. In this case, the
value of 7 = 1.32 for large values of M gives the factor by which the
S/N is overestimated when ignoring the noise correlations.

1.55 | L 8 — = Ffrom empty E images |
' \\\ - =10
\\ O1e
N @ r°=144,05=2.45
1.50 | '~\\ AN
S~
RER N
1.45 ¢« ]
*\\\
w \\\\\
<0~
1.40 S N .
SN S~<
\\
i\\ e
135 ~ ]
N
~
N
N
1.30 | S ]
A J
2.2 2.3 2.4 2.5 2.6 2.7 2.8
OG [ADU]

Fig. 6. Estimate of the r factor corresponding to the actual value of
o we need to use in the testing environment to both account for the
noise correlation and match the noise properties of the E images with
the D images. The blue and the black dotted curves show the linear fits
to the quantities defined in Eqgs. (7) and (8), which were then used in
test Ic. Their intersection defines the estimated value for r'™¢ and the
corresponding oG (red dot).

GalSim. The rationale behind this choice is that the lanczos15
scheme enhances accuracy without significantly slowing down
the process of Euclidisation. We find that 1anczosN with N=15
strikes an optimal balance between speed and precision. In Fig. 7
we observe a reduction in the multiplicative bias difference
to less than 1%. For reference, the shaded area represents the
requirements on uncertainty on the u and c biases arising from
the total shear measurement process for an Euclid-like survey
(Cropper et al. 2013). This reduction in bias can be ascribed
to two factors: the noise correction and the Lanczos15-kernel,
which possess a support region significantly smaller than the
usual postage stamp sizes we encounter. In addition, with this
attempt to mitigate the effect of the correlated noise, the trend
for Au becomes flatter at lower S/N. We also observe a minor
reduction in the difference in additive bias. We identify a factor
that likely contributes to the observed non-zero value of |Ay|. It

Test Ic
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- ppuf —& opf
003 —o— pBus 0.0015 - —— 2§
[6ul=2x 1073 [6c|=3x 104
0.02
0.0010 |
wl + WU
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Fig. 7. Correction for the noise correlation and interpolation ker-
nel. Multiplicative (left panels) and additive (right panels) shear bias
differences obtained employing a Euclid/VIS pixel scale of 071, a
lanczos15 interpolation kernel, when we account for the impact of
noise correlations in the S/N matching between the D and E images (test
Ic), as described in Sect. 5.2. The data points show the bias obtained
from the fit with the error bars indicating 1o uncertainties for a number
of galaxies Ny =~ 1.4 X 108 for each S/N. For comparison, the shaded
area indicates the requirements on uncertainty on the i and c biases aris-
ing from the total shear measurement process for an Euclid-like survey
(Cropper et al. 2013).

is linked to the sensitivity of |Au| to the og value, which will
be discussed further in Sect. 5.3. We used a fit of the galaxy
model to estimate the S/N of the D and Eypcorrectea images. For
the E images, we also derived a ‘corrected’ S/N (labelled as
Ecorrectea 1n Fig. 9), which takes into account the correlation of
the pixel noise, by scaling the noise by an r factor, as shown in
Eq. (8). Figure 9 shows the comparison of the mean values over
Ngal = 10* galaxies for the measured S/Ng, (which is biased in
the presence of correlated noise) as a function of the input half-
light radius R.. As expected, the S/Ng; for the Ecqrrecteq images is
lower after accounting for the noise correction compared to the
S/N value in the Eypcorrected images prior to the correction and it
is compatible with the S/Njy; for D.

For this test, we also inspected the multiplicative and additive
bias as a function of R, and n for the highest S/N case, represen-
tative of other S/N levels. Figure 8 (left panel) shows u; and u;
across the bins, indicating that the biases generally remain close
to zero, with deviations between the two multiplicative bias com-
ponents within error bars, suggesting that the measurements are
consistent across a range of galaxy properties. However, there
are a few bins where the deviations increase slightly, which could
indicate areas requiring further investigation. The bottom panel
of Fig. 8 presents the additive bias components, as a function of
the same properties. The additive bias also remains around zero,
consistent with no significant systematic offset. The scatter and
error bars suggest the presence of minor fluctuations, but overall,
there is no clear trend indicating a significant dependence on R,
or n.

5.3. Sensitivity to og

The uncertainty in determining og propagates into the uncer-
tainty of Au. To estimate this dependency, we test the influence
of uncertainties in og on the differences in multiplicative and
additive biases by varying its value from 2.5 to 2.7 (i.e. of about
10%) for test Ic. These are denoted as ‘test Ic with og = 2.5” and
‘test Ic with og = 2.7’. In these cases, we employed the default
quintic interpolation kernel.

As shown in Fig. 10, this change in oG can lead to a percent-
level difference in Au. From Fig. 6, we can estimate the actual
uncertainty on our determination of oG to be on the order of a
few percent. We conclude that the uncertainty on Au from this
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and E images (test Ic), as detailed in Sect. 5.2. The data points show the bias obtained from the fit with the error bars indicating 10~ uncertainties

for a number of galaxies Ny, for S/N = 40.
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Fig. 9. Results from the galaxy model fits using the native HST/ACS
and Euclid/VIS pixel scales, for a number of galaxies Ngy = 10%, as
described in Sect. 5.2 (test Ic). The fitted parameter S/Ng, (which is
biased in the presence of correlated noise) is shown as a function of the
input R, for both the output galaxies D, Eyycorrected, and for the Ecoprectea
images accounting for the noise correlation, for three values of the S/N.
The data points are the average over the number of galaxies in each
sample. The corresponding 10 uncertainties are smaller than the size of
the points.

determination of oG alone is of the order of a few tenths of a per-
cent. Given these promising results, it will be necessary to care-
fully investigate the inference of oG (as emphasised in Sect. 5.2)
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Fig. 10. Sensitivity test to 0. Multiplicative (left panel) and additive
(right panel) shear bias differences obtained employing a Euclid/VIS
pixel scale of 0”1 and a quintic interpolation kernel, as described in
Sect. 5.3, when we use extra Gaussian noise with og = 2.5 ADU (test I
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The data points show the bias obtained from the fit with the error bars
indicating 1o~ uncertainties for a number of galaxies Ny ~ 8.9% 106 for
each S/N value. For comparison, the shaded area indicates the require-
ments on uncertainty on the u and c¢ biases arising from the total shear
measurement process for an Euclid-like survey (Cropper et al. 2013).

in the case where such an approach is taken to mitigate the effect
of noise correlation in the Euclidisation.

5.4. Use of a finer pixel scale

In order to analyse the impact of sampling on the Euclidisa-
tion, we perform an experiment referred to as ‘test II’, where
we deliberately set both the HST and the Euclid/VIS pixel scale
to 0704, instead of the native values. This value is close to the
native HST/ACS pixel scale but a bit finer (e.g. matching the
sampling of HST/UVIS). We therefore need to over-sample the
output galaxies by a factor of 2 prior to running KSB, to match
the sampling of the PSF, and also convolve this PSF by a 0”704-
wide top-hat pixel profile. For this test we employ the default
GalSim quintic interpolation kernel.

As shown in Fig. 11 (left panel), we find that the finer sam-
pling strongly reduces the u bias at higher VIS S/N (>20), reach-
ing Au of the order of 10~% at S/N ~40. This is an important
result of our analysis since the multiplicative bias difference
converges to zero at high S/N, where noise-related biases are
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Fig. 12. Impact of PSF model errors. Multiplicative (left panel) and
additive (right panel) shear bias differences obtained employing a
Euclid/VIS pixel scale of 0”1 (test Ic with PSF stack). For the analysis
shown here we have employed a star stack as PSF model for the convo-
lution and a model stack for the deconvolution, as described in Sect. 5.5.
The data points show the bias obtained from the fit with the error bars
indicating 1o~ uncertainties employing Ngy =~ 18.3 X 10° galaxies for
each S/N value.

expected to be small. However, we suspect that a higher noise
value at S/N =~ 10 is also responsible for the increase in the mul-
tiplicative bias difference. Thus, the combination of finer sam-
pling and deeper HST images could be an alternative solution
(see Sect. 5.2) to recover the accuracy on the y bias we desire.
While for the ¢ bias difference, Fig. 11 (right panel), there is
no impact and they are in agreement with what we have found
in the previous test. We also perform the galaxy model fits on
samples of around 10* galaxies for each S/N. We find a good
agreement in size and flux between the D and E galaxies. How-
ever, for ng, the fitted values reveal discrepancies comparable to
those of Fig. 3 see Sect. 5.1.

When using the finer pixel scale, the compensation for noise
correlation as described in Sect. 5.2 cannot be applied, as the
pixel noise after its isotropisation is already higher than the noise
in the direct branch.

5.5. Different HST PSF models

In order to evaluate the impact of the HST PSF model uncertain-
ties on the use of HST images, we analyse a set-up where we
employ moderately different HST PSF models for the convolu-
tion and the deconvolution in the bottom branch of Fig. 1. We
probe the sensitivity to PSF uncertainties in two set-ups.

In the first set-up, to which we refer to as ‘test Ic with PSF
stack’, for the convolution and the deconvolution (see the bot-
tom of Fig. 1), we used an average star stack and an average
model stack, respectively, as PSF models. We obtained these from
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Fig. 13. Effect of HST PSF error and post-deconvolution isotropisation.
Multiplicative (left panel) and additive (right panel) shear bias differ-
ences obtained when using two different HST TinyTim PSF models for
HST conv and HST deconv and a pixel scale of 0704 (upper panels,
test III), as described in Sect. 5.5. The lower panels show the results
applying an extra rotation after the deconvolution (test III with rotat.).
The data points show the bias obtained from the fit with the error bars
indicating 1o~ uncertainties for a number of galaxies Ny =~ 24.7 X 106
for each S/N value.

the pipeline presented in Gillis et al. (2020) that we adapted for
our scope in Sect. 6.1. In this set-up, we employed the native
Euclid/VIS and HST/ACS pixel scales, the lanczos15 interpola-
tion kernel. We then implemented the noise correlation correction.

Figure 12 (compare to Fig. 7) shows that the multiplicative
bias difference is in agreement with what we found in test Ic
(see details in Sect. 5.2), although the Ay becomes negative at
S/N = 10. The residuals between the model and the star stacks (see
Sect. 6.1) seem to affect the galaxy measurements especially at
lower S/N. The additive bias difference is consistent with Fig. 7.

In the second set-up, which we refer to as ‘test III’, we con-
sidered two TinyTim PSF models in filter F814W, which we
created at different centre positions (x, y) = (1088, 488) and (64,
64), and foci of 3.1 and 1.5 um. The difference between these
models is at a level similar to typical systematic uncertainties
of the PSF model (see Sect. 6). Therefore, their use allows us
to gauge the approximate level of the impact of systematic HST
PSF model errors on the Euclidisation set-up.

In this test, we employed a finer pixel scale of 0’704 for each
step of the procedure and the Euclid PSF being directly passed
to the KSB method with a pixel scale of 0704. In addition, we
employed the quintic interpolation kernel. The results now
show a substantial ¢ bias difference between D and E (see the
top right panel of Fig. 13). The u bias difference behaves simi-
larly as in Fig. 11 (see Sect. 5.4). This test suggests that typical
ACS PSF model uncertainties have little impact on the u bias
calibration, but could significantly affect the ¢ bias calibration,
in agreement with Semboloni et al. (2013).

To avoid this ¢ bias issue, we propose a ‘post-deconvolution
isotropisation’ (PDI) of the HST images, ‘test III with rotat.’. It
consists of adding an extra random rotation within the Euclidi-
sation procedure, after the deconvolution by the HST PSF and
prior to the application of the shear. This rotation helps cancel
the additive bias induced by the anisotropy of PSF. In order to
keep the shape noise cancellation, the Input galaxy pair must
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Fig. 14. Analysis of the impact of introducing a truncation radius for
input galaxies. Multiplicative (left panel) and additive (right panel)
shear bias differences obtained when using a truncation radius for the
input galaxies, a pixel scale of 0704, and a quintic interpolation ker-
nel (test IV with n = 1, 2, 3), as described in Sect. 5.6. In each row, the
results for a specified Sérsic index n are shown. The data points show
the bias obtained from the fit with the error bars indicating 1o~ uncer-
tainties for a number of galaxies Ngy =~ 77.0 X 10° for S/N = 30.

be rotated by the same random rotation angle, drawn from a
uniform distribution of values between 0 and 180 degrees. As
shown in the bottom panels of Fig. 13, this indeed sufficiently
suppresses the ¢ bias difference, thereby resolving the issue. It
is worth bearing in mind that, when we use real HST data, the
input galaxies for the Euclidisation set-up correspond to the HST
conv images of Fig. 1. In this case, the PDI is included not only
to decorrelate the analysis from the HST PSF anisotropy resid-
uals, but also because we have a finite number of HST galaxies.
Indeed, for each galaxy we want to be able to generate output
galaxies with all kinds of rotations as is usually done in WL
image simulations (e.g. Mandelbaum 2018).

Furthermore, as the influence of sampling might be related to
the PSF size, which can smooth the galaxy differently, we repeat
the experiment using a different and slightly narrower HST PSF
from the F606W filter instead of from the F814W filter. In this
case, both the convolution and the deconvolution in the bottom
branch of Fig. 1 are performed with the same F606W filter PSE.
We find that the use of different filters for the HST PSF does
not affects the results, with both components of Ay and Ac are
consistent with each other at each S/N.

5.6. Truncation radius for the input galaxies

Background noise makes the faint outer parts of galaxy bright-
ness profiles undetectable. As shown by Hoekstra et al. (2021),
shape measurement biases may depend on the external regions of
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Fig. 15. Statistical parameter x> (left panels) and the quality-of-fit
parameter X? (right panels) for each filter and chip plotted against the
best-fit focus value of each of 205 star fields in the F606W filter and
645 star fields in the F814W filter.

a galaxy. For example, a potential outer truncation of the bright-
ness profiles would affect shape calibrations at a level relevant
for experiments such as Euclid. Given the presence of noise, it is
difficult to quantify such a potential outer truncation radius accu-
rately. This introduces systematic uncertainties in shear calibra-
tions that use model galaxies described by analytic brightness
profiles, or that rely on simulated galaxy images in some way.

In this subsection, we investigate whether calibration simula-
tions based on HST postage stamps (rather than analytic galaxy
models) can help to avoid this issue. For this, we employed the
testing environment, using simulated input galaxies that have
different truncation indices, defined as Nyune = Riunc/Re, Which
we varied in the range [3, 10] in one unit increments. For ‘test
IV (n € {1,2,3})’, as we labelled it, we restricted our analysis
to R[] € {0.3,0.4,0.5,0.6,0.7} and |g;| < 0.04, with i = 1,2.
The whole testing environment uses a pixel scale of 0”704 and
the default GalSim interpolation scheme.

Figure 14 illustrates that multiplicative bias differences are
indeed independent of Nyync. Thus, the Euclidisation set-up
yields an accurate multiplicative bias calibration independent of
what the true galaxy truncation radius may be. In the same figure
(Fig. 14), we also see a disagreement between the additive bias
components for some Nnc, Which is worth being further inves-
tigated. Nevertheless, no clear trend or significant dependence
on Ny 18 detected overall.

6. Analysis of the accuracy of the TinyTim PSF
model for the Hubble Space Telescope

Accurate estimation of WL shear relies on correcting obser-
vational and instrumental effects to ensure unbiased measure-
ments of galaxy ellipticities. These corrections encompass var-
ious factors, including the convolution of images with the PSF
of the telescope, geometric distortion, particularly significant
in the ACS camera due to its off-axis position on the HST,
and charge transfer inefficiency (CTI) during CCD readout
(Massey 2010). Additionally, temporal variations in the ACS
PSF, caused by thermal fluctuations during the telescope’s
orbit, further complicate correction efforts (Lallo et al. 2006;
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Rhodes et al. 2007; Schrabback et al. 2007). Ensuring accurate
corrections necessitates reliable PSF models. Building on pre-
vious research (Rhodes et al. 2007; Gillis et al. 2020), we inves-
tigate the accuracy of HST/ACS PSF models generated using
TinyTim (Krist et al. 2011). These models are crucial not only
for direct WL measurements based on HST observations but also
for WL image simulations utilising HST galaxy observations as
input. Deconvolution of observed galaxy shapes from the PSF
in the Euclidisation process requires precise knowledge of the
PSF shape and its evolution over time, given the cyclical expan-
sion and contraction of the HST telescope barrel during orbit
(Lallo et al. 2006; Rhodes et al. 2007). These fluctuations, due
to the telescope’s slow breathing, alter the distance between pri-
mary and secondary mirrors, affecting focus and subsequently,
the PSF size and shape. As a result, the evolving PSF character-
istics impact observed galaxy ellipticities.

Generally speaking, errors in the size of the PSF model intro-
duce both multiplicative and additive biases, while errors in the
PSF model shape and anisotropy also introduce additive biases
(Paulin-Henriksson et al. 2008). In Sect. 6.1, we focus on gen-
erating and investigating the accuracy of TinyTim PSF models
for the HST/ACS. This analysis involves dense stellar fields in
the F814W filter, as well as the F606W filter images, which were
already investigated in Gillis et al. (2020). The aim is to quantify
the impact on the testing environment results. Additional anal-
yses on the TinyTim PSF models in the regime of low stellar
densities, as in the galaxy fields, are reported in Sect. 6.2. In
addition, in Appendix B.2 we compare TinyTim-based esti-
mates of the HST telescope focus in stellar fields to the first coef-
ficient in the Principal Component Analysis (PCA) of ACS PSF
variations by Schrabback et al. (2010, 2018).

6.1. Generation and analysis of TinyTim PSF models

To generate HST/ACS PSF models, we used TinyTim (Krist et al.
2011), a standard tool for generating PSF models for the HST.
Gillis et al. (2020) conducted an in-depth analysis of the accu-
racy of TinyTim PSF models for HST/ACS images taken in the
F606W filter by comparing them to stellar images in observations
of star fields. While accounting for the PSF dependence on posi-
tion and telescope focus, this analysis revealed significant resid-
ual differences between the models and stars. They therefore com-
puted an updated set of HST PSF Zernike coefficients from the star
field observations, which allowed them to reduce, but not com-
pletely remove, these residuals. Along the same line, we extend
the wavelength analysis to images in filter F§14W.

The methodology of Gillis et al. (2020) is computationally
expensive, as it creates an individual TinyTim PSF model for
every star of the analysis. In the present paper, we chose instead
to pre-compute TinyTim models on a grid of positions and focus
parameters and query this database for the nearest pre-computed
neighbor to every observed star. We subdivided the images of
each chip (4096 x 2048 pixels) into cells of 128 x 128 pixels in
size and computed them in the focus range —10um to 8.5 um
(exceeding the range of expected variations, see Gillis et al.
2020) in steps of 0.1 wum. TinyTim generates finely over-sampled
models with a subsampling factor of 8, not accounting for the
convolution with a charge diffusion kernel. This factor is large
enough to allow us to shift the PSF model to optimally'' match
the proper subpixel centre for any star.

Since the TinyTim PSF models using the default parame-
ters fail to adequately characterise the observed PSF, we used

' A greater sub-sampling factor was found to have negligible benefit,
see Gillis et al. (2020).

the refined best-fit estimates of higher-order Zernike coefficients
from Gillis et al. (2020). These coefficients characterise the optics
of the telescope, for instance, the focus offset corresponds to
the fourth Zernike polynomial’s coefficient. For this analysis, we
fit our gridded pre-computed PSF models to stars in a set of
HST/ACS star fields described in Schrabback et al. (2018), which
comprise 205 star fields exposures observed in F606W and 645
star fields exposures observed in F§14W. Compared to the com-
putation of a PSF model for each individual star, the computa-
tion of PSF models on a grid yields a substantial speed-up, while
yielding consistent focus estimates (with a difference of the order
of 10~ um). Each observed star is compared to the models from
the corresponding cell, in terms of a quality-of-fit statistic, X2, of
the fitting residuals (see Appendix B.1). The X? is a chi-squared-
like combination of a heterogeneous set of statistics, weighted in
accordance with their expected impact on shear estimation bias,
with a lower X? corresponding to less bias in shear estimates. This
statistic is based on high-order moments of the PSF fitting resid-
uals, which explicitly summarises the effect of PSF model mis-
match on shear measurements (for details see Gillis et al. 2020).
Thus, the best-fit focus corresponds to the value which minimises
the X2. In addition, we also computed a x> value based on the
quadrupole moments of the brightness distribution of the PSF, as
detailed in Gillis et al. (2020).

We show the resulting y* and X? for all star fields as a func-
tion of the best-fit focus in Fig. 15. Overall, the range of > and
X2 is similar in both filters, suggesting that the refined Zernike
coefficients from Gillis et al. (2020) perform similarly well for
F606W (on which they were calibrated) and F814W. However,
we note that the F6O6W observations show a broader scatter in
the recovered best-fit focus. We suspect that this mostly reflects
a different range in typical observing conditions of the F§14W
and F606W star fields. A similar behavior was also observed in
Gillis et al. (2020). They conducted tests on PSF fitting using sim-
ulated fields under various conditions. Their findings indicate that
among the effects tested, only the addition of unresolved bina-
ries has a noticeable impact. Specifically, it biases the fitted focus
value by up to about 1 um away from the best-fit focus, which is
close to —3 wm. This occurs because binaries are randomly ori-
ented, resulting in these stars appearing larger collectively. The
PSF fitting method cannot fully accommodate this phenomenon,
but it must adjust somehow, typically by modifying the parameter
that best approximates this effect. Consequently, a biased focus
offset value is fitted, and adjusting this value does not precisely
account for the presence of binary stars. Including the influence of
binary stars in the fitting procedure will be pursued in future inves-
tigations. Furthermore, Gillis et al. (2020) assessed the impact
that size errors are likely to have on shear bias measurements,
and found that they are more than an order of magnitude below
the level which would cause issues for the Euclid mission (see
their Fig. 7, which shows the fit statistics for their Qs parameter,
a proxy for size, in the centre-right and bottom-right panels). We
thus conclude that this factor is unlikely to be of concern here. For
illustration, in Fig. 16 we show the stacks of the observed stars,
of the model PSF for a star field in the F6O6W and F814W filters.
For both filters, the residuals are at a moderate level, but detected
with high significance.

6.2. Low stellar density regime

To investigate the dependency of the precision of the inferred
telescope focus on the number of available stars in a galaxy
field, we create random subsamples of stars in the star fields,
from which the focus is refitted. For each star field and for a
range of numbers of stars within [5, 90], we employ 30 indepen-
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F606W

F814W

Star stack

0.0072 0.031 0.078 0.7
Model stack

0.0095 0.034 0.083 0.18

036 073 15 3 6

037 076 15 3.1 6.1

Residual stack

-0.035 -0.027 -0.19 -0.011 -0.003 0.0049 0.013 0.021 0.029

Fig. 16. TinyTim star stack, model stack, and residual stack for a star
field in F6O6W (left panel) and in F814W (right panel) filter with a size
of 21 x 21 pixels.

dent random subsamples. The stars selected have magnitudes in
the range [22, 25], size in pixels in the range [0.8, 5.0], and a
minimum value for the S/N of 50. In addition, the objects have
to be separated from each other by 1 arcsec and have as mini-
mum value for the SExtractor (Bertin & Arnouts 1996) parame-
ter CLASS_STAR 0.95 (with O for a galaxy and 1 for a star).
Figure 17 shows the trend of the standard deviation (oaf)
of the difference between the recovered focus using the boot-
strapped star subsample and the estimated focus using the full
sample of stars, for different sizes of the bootstrap sample for
F606W and F814W and for both chips 1 and 2. In this analy-
sis, we consider star fields having at least 90 stars in order to
be able to include the same number of fields'? in each subsam-

12 The original sets of 645 star fields in F814W and 245 star fields in
F606W are reduced by 33% for F814W chip 1, 11% for F814W chip 2,
and 3.4% for F606W chip 1 and 6.3% for chip 2, such as the final sam-
ples we plot in Fig. 17 consists of 434, 573, 198, and 192 star fields,
respectively.
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Fig. 17. Standard deviation (o) of the difference between the recov-
ered focus using bootstrapped star subsamples containing N, stars and
the focus estimated using the full sample, for different sizes of the boot-
strap sample for F6O6W and F814W and for both chips 1 and 2.

ple. In Table 2 we report the mean focus offset as the difference
between the mean focus value, obtained by considering a sub-
sample of Ngy,rs and the focus accounting for the full sample of
stars in the star fields and the SD of this difference.

As we expect, the greater the number of stars considered, the
smaller the error in the focus estimation. The large residual in the
model increases the scatter when we consider small subsamples
of stars. In particular, the F6O6W PSF models do not fit either the
core or the wings well, resulting in inaccurate focus values, with
amaximum oAy of ~3 um. The problem could be due to the pres-
ence of unresolved binary stars in our sample. Indeed, this should
increase the observed size of the PSF, biasing the model to a focus
value which provides a larger size, meaning the best-fit focus will
be pulled away from a correct value. The same behaviour is also
found in Gillis et al. (2020), where it is shown that, for F606W
star fields, the algorithm generally finds the best solution to the
focus at larger focus offset values. Additionally, in crowded fields
such as star clusters, the close proximity of stars can cause the
detection of a single, but larger, star. From the visual inspection
of the star fields, we note that many images are crowded star
fields, especially for the F606W filter, while some observations in
F814W include star fields with globular clusters. Those fields are
the same which avoid the region of —8 to —2 wm in the comparison
between the focus values and the principal component coefficients
in Appendix B.2. We plan to investigate these hypotheses further
in future analyses. We note that by combining the two chips for
F606W (even if we consider N,s = 90 stars), we can recover the
focus value with a scatter of oay ~ 1.4 um only. For the F814W
filter, we can obtain the focus value with less than 1 umuncertainty
with Ngars = S stars only.

7. Summary and conclusions

Next-generation surveys such as Euclid offer a chance to revolu-
tionise our understanding of dark matter and dark energy using
WL measurements thanks to the large sky coverage, large wave-
length range, and high spatial resolution. Before exploiting real
data, simulations are of paramount importance to investigate the
impact of systematic effects and to mitigate them.

In this paper, we present the preparation of a testing envi-
ronment, used to quantify the impact of uncertainties regarding
the use of HST data for the generation of Euclid WL calibra-
tion image simulations. Using simulated data, in the simplified
environment we present here, we show that the tested Euclidisa-
tion procedure can provide accurate shear calibrations if one uses
either a S/N accounting for the noise correlation in the images in
combination with the lanczos15 interpolation kernel or a finer
pixel scale in combination with deeper HST data. Moreover, we
carried out an analysis of the accuracy of the TinyTim PSF mod-
els for HST/ACS, investigating also star fields with lower stellar
density.
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Table 2. Mean focus offset and standard deviation (SD) across star subsamples in F6O6W and F814W filters.

S = fran sample £ O F_fi o [wm]

stars

F606W chip I F606W chip2 F814W chip 1  F814W chip 2
5 006+1.80  —0.15+2.92 0.01 +0.45 0.22+0.93
10 023+£158  —0.05+£259 —0.007+0.380  0.11+0.76
20 0.23 +1.48 002+224  —-0.03+0.35 0.06 +0.63
40 0.17+1.24 0.15£2.08  —0.03+0.28 0.01+0.53
70 0.11£1.10 017173  —-0.01+022  —0.004 +0.437
90 0.12+1.02 0.12+1.64 —0.007+0.162 —0.01+0.32

Notes. The mean focus offset is calculated as the difference between the mean focus value obtained using a subsample of N (first column) and
the focus value from the full sample of stars in the star fields. The SD of the difference is also provided, for the filters F6O6W and F814W, across

both chips 1 and 2 (columns 2-5).

Our main findings and conclusions can be summarised as
follows.

— When using the native Euclid/VIS and HST/ACS pixel scales
in the Euclidisation set-up and no correction for the impact of
noise correlations on S/N estimates, the multiplicative bias
difference between outputs D and E has a decreasing trend
toward higher S/N, as shown in Fig. 2. In addition, we have
shown in Fig. 3 that the galaxy model fits retrieve consistent
estimates for the half-light radii and for the fluxes for the
samples of galaxies in the D and E outputs but not for the
Sérsic indices. If we use a Gaussian PSF instead of a real-
istic Euclid PSF model, the averaged multiplicative bias dif-
ference increases by 0.01 on average. Furthermore, we found
that increasing the HST S/N ratio by a factor of 10, the mul-
tiplicative bias difference has a minimal dependence on S/N,
as illustrated in Fig. 4.

We attempted to compensate for the correlated noise intro-
duced by the Euclidisation by adapting the latter so that
galaxies in E and D are compared at equal correlation-
aware S/N (see Fig. 9). We find that the combination of
this noise correlation correction with a lanczos15 interpo-
lation kernel can effectively mitigate Au, as demonstrated in
Fig. 7. This approach lowers the observed multiplicative
shear bias difference below one percent. Furthermore, we
have identified that the uncertainties associated with the dis-
persion of the added Gaussian noise og have a 1% impact
on the observed multiplicative bias differences, as illustrated
in Fig. 10.

When employing the default interpolation kernel (quintic),
the use of a finer pixel scale decreases the multiplicative
bias difference, converging toward zero to higher S/N, as
illustrated in Fig. 11. This shows that the sampling signifi-
cantly affects the Euclidisation procedure. Also in this case,
the galaxy model fit provides a good agreement between the
parameters of D and E galaxies, but not for the Sérsic index
n.
The use of an average star stack and an average model
stack in the convolution and deconvolution steps within the
Euclidisation set-up does not affect the shear bias measure-
ments, at least at S/N higher than 10. This shows that fur-
ther HST PSF model uncertainties will likely not affect
the Euclidisation procedure significantly (see Fig. 12). In
addition, we have demonstrated that the resulting additive
shape measurement bias differences can be mitigated via the
introduction of an additional random rotation of the galaxy
images after applying the deconvolution for the ACS PSF, as
shown in Fig. 13.

— The accuracy of the Euclidisation set-up is not degraded if
input galaxies with truncated brightness profiles are used.
Weak-lensing image simulations that use actual galaxy
postage stamps as input should therefore yield accurate bias
calibrations that are independent of the true truncation radii
of galaxy brightness profiles, as illustrated in Fig. 14.
We extended the work from Gillis et al. (2020), who recal-
ibrated TinyTim PSF models for HST/ACS in the F606W
filter and tested their accuracy, to an analysis of star field
observations in the F814W filter, finding a similar level of
accuracy for the models. We have found that the F6O6W
images show a broader scatter in the recovered best-fit focus
compared to the images in the F814W filter, as depicted in
Fig. 15. Such additional F§814W PSF models will be needed
in future applications of the Euclidisation set-up that aim to
also emulate colour-dependent effects from the combination
of F606W and F814W observations. Moreover, (as detailed
in Sect. 6.2), we tested the TinyTim PSF model recovery in
scenarios where only a few stars were available to constrain
the focus. We have found that for the F606W filter even with
90 stars, the focus value has substantial statistical uncertain-
ties (Af = 0.12+1.02 um for chip 1 and Af ~ 0.12+1.64 um
for chip 2), while for the F814W filter, we were able to obtain
aoaf < 1 um using just five stars.
In Fig. B.2, we compare TinyTim focus estimates to the
leading coefficient in the PSF principal component analy-
sis from Schrabback et al. (2010, 2018), finding an approx-
imately linear relation in most of the coefficient range,
along with strong deviations at extreme focus values (see
Appendix B.2).
The testing environment has shown that shear biases aris-
ing from Euclidisation can be mitigated under the simplifying
assumptions of this study, with isolated Sérsic galaxies. We have
identified the noise of the HST images (which gets correlated by
the Euclidisation), as well as the spatial sampling from HST, as
key challenges to an accurate Euclidisation. Further studies, par-
ticularly those with more realistic morphologies, will be required
before the Euclidisation can be used to generate calibration data
satisfying the stringent requirements of Euclid. We anticipate
that forthcoming investigations will expand upon this approach
to handle more realistic galaxy shapes, potentially leveraging
generative models (Scognamiglio et al., in preparation). Using
the Euclidisation procedure to estimate calibration bias for the
Euclid WL analysis requires further analysis on the impact of
the correlated noise.

In the future, the same approach can be used to propagate the
impact of other potential inaccuracies in the HST and data pro-
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cessing, such as residuals from the correction for charge trans-
fer inefficiency (Massey 2010; Massey et al. 2014). However, we
expect that their impact is small compared to the PSF model
uncertainties and could therefore likely be neglected. Beyond the
scope of this paper, there are other remaining issues of significant
concern. These include biases resulting from shear estimation for
low-resolution and/or low-S/N (<10) galaxies, object detection,
selection, colour gradient, and deblending.
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Appendix A: Signal-to-noise ratio estimation

Given an initial value for the flux of the Input galaxy pair, we
tune each step of the testing environment such that the out-
put galaxies have certain measured S/N values, according to the
CCD equation (Howell 1989):

Fle
S/N = le] (A
_ R )2 _ _

\/F [e"1+ a7 (%) (Fuy [e"] + (ron [e])%)
where F [e7] is the flux of the galaxy, a is a multiplicative

factor related to the aperture, R. /! is the dimensionless half-light
radius, Fy [e7] is the sky background level, and ron [¢”] is the
read-out noise. In particular, since we want to emulate direct
Euclid-like and Euclidised images, we use parameter values that
match expectations for Euclid, as reported in Sect. 3. We con-
sider in our analysis the following input values of S/N = 10, 20,
30, and 40.

To estimate the S/N, we choose an elliptical aperture with a
radius three times (a = 3) the mock half-light radius of the Input
galaxy, R.. The factor of 3 was chosen as a compromise between
obtaining a ‘true’ total magnitude and precision (Kaiser et al.
1995). Once all the steps of the procedure are taken, we calculate
the output S/Nyeasurea Using two different methods:

— Photutils Aperture. Using the Astropy Photutils package
(Bradley et al. 2020), we consider an optimal elliptical
aperture and calculate the S/Npeasurea Within it as the ratio
kron_flux/kron_fluxerr. This method overestimates
the lowest S/N and underestimates the highest S/N. Fur-
thermore, the estimates of the S/Njeaured have a strong
dependency on the half-light radius R. and the Sérsic index
n. In particular, the S/Npeasured fOr galaxies with extreme
values of both parameters, e.g. R. =072 andn =3.0 or R, =
077 and n = 3.0, are far off the input S/Npeasured (s€€ €.2. the
bottom panels in Fig. A.1).

We verify also the impact of the dilatation of the input galaxy
due to the PSF after the convolutions. In this case, the radius

< PSF’ where R.psp =

0.085 arcsec, corresponding to half of the Full-Width-at-
Half-Maximum (FWHM) of the Euclid PSF (Cropper et al.
2016). We note that its maximum impact is about 4% for
R. = 072 and n = 2. The impact decreases to a minimum
value of about 0.4% for R, = 0”7 and n = 3, regardless of
the input S/N and the output E or D. Given the minor impact
we decided to not take R, psr into account in the CCD equa-
tion.

— Elliptical aperture. As a validation, we also estimate the S/N
creating a circular aperture with a radius of three times R,
and drawing it as an Image with GalSim. In order to trans-
form the circular aperture into an elliptical one, we first
interpolate the image using galsim.InterpolatedImage,
second we assign the two components for the ellipticity g,
and ¢g,, and then we randomly shift the centre position and
apply the shear, assigning the same values we give to the
Input galaxy. The S/Nyeasured 18 calculated within this aper-
ture, where the signal is the sum of the pixel values in the
aperture, and the noise is calculated in a stripe of one thou-
sand pixels near the bottom part of the image as the variance
in those pixels.

The results are shown in Fig. A.1, illustrating in the upper
panel the S/Npeasured USing a customised aperture and, in the

of the aperture iS Reapert = 3 4 /Rz + R?

bottom panel, the results for the S/Npeasured €Stimate from
Photutils, as a function of the half-light radius R., for D,
HST-like and E. We report the results only for the intermedi-
ate Sérsic index n = 2 for small (Ngy ~ 5.8 X 10%) samples
of galaxies with S/N =~ 30. We designed the HST-like obser-
vations to have a S/N that is approximately twice as high as
the S/N for the D and E images, consistent with the recovered
values. The S/Neasured €Stimates computed using the elliptical
apertures have a weaker dependence on R, (see Fig. A.1), which
is why we regard this method as our default approach for S/N
computation.

Appendix B: Considering the TinyTim PSF models

In this appendix, we describe additional details regarding the
analysis of the TinyTim PSF models.

B.1. Quality of the fit parameters for TinyTim PSF models

Gillis et al. (2020) defined and investigated different quantities
regarding the accuracy of PSF model fits for WL analyses. In
particular, they defined X as

=% (B.1)
k
which is the sum over the set of the following eight Z,f parame-
ters'?
= 4
2(-) ~
Z Z xstarz - Qx model z) ’
3 4
2(-) ~
Zy - Z (Qy star,i Qy model. z) ’
i=1
z 2
2() (£) (£)
Zy = Z (Q+,star,i - Q+,model,i) 4
i=1
3 2
2%) o @ @
ZX - Z (QX star,i Qx,model,i) ’
i=1
& 2
2+) o ® @
Z;7 = Z (Q.v,star,i Qs,model,i) ’ (B.2)

i=1

where the sums are computed over all stars used in the analy-
sis. The Q are different quality of fit parameters, each of them is
related a particular feature of the PSF and a linear combination
of the normalised weighted multipole moments of the surface
brightness distribution of a PSF. The relation of the Q parame-
ters to different image properties is briefly sketched in the fol-
lowing paragraphs. For a detailed technical description we refer
to Gillis et al. (2020).

To further investigate the PSF model imperfections, we plot
the dependence of the different Q parameters on the best focus

values in Fig. B.1. The top panels show Q( and Q( i Which

(+)
air and Q) g @

the diagonal terms of the moments matrix of the PSF, Q(X i and

dlff
are related to the position of the centroid. Q

'3 Here we use Z7 as a shorthand for the set of eight parameters.
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Fig. A.1. Comparison between the measured S/Npcasurea €Stimated within a customised aperture (upper panels) and with Photutils (bottom
panels) for D, HST-like, and E as a function of the half-light radius R, for an input S/N = 30. We report the results for n = 2 and n = 3. The data
points are the mean and the error bars show the 1 o uncertainty for a number of galaxies Ngy = 5.8 X 10*.

(=)
s,diff
and Q(;d)iff are related to the size estimator. The subscript ‘diff’
in each of these labels means that the variable expresses the dif-
ference between the value for the model and the data, averaged
over all stars. The superscript refers to whether it is the (+) or
(—) value, respectively, as given in Egs. (B.2). In Fig. B.1 we
show the results of images for both filters F§14W and F606W
and both chips 1 and 2.

In the case of perfectly calibrated PSF models, we would
expect that these parameters should only show some mild scatter
(due to noise) around zero. Instead, some of them show signif-
icant deviations from zero, in parts focus-dependent. This was
already shown by Gillis et al. (2020) for F606W, and is similarly
confirmed by our analysis for F§14W.

Q(;()ﬁff are the other two off-diagonal terms of the matrix, O
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In the second- and third-row panels of Fig. B.1 we notice
a gap between the values of the F606W chip 1 data versus the
F606W chip 2 data. The parameters O, and Qx are related to
the mean square contribution of the PSF shape inaccuracies to
the first additive component of the shear bias. This discrepancy
could be related to the temperature variations and gradients dis-
torting the image plane in ways that are not accounted for by the
TinyTim model. The difference between the two chips might
be considered to be due to the fact that there is a vertical offset
between them of about 0.5 um (Gillis et al. 2020). This effect
was also noticed by Cox & Niemi (2011), who attribute it to
most likely being due to differences in spherical aberration and
charge diffusion between the two chips. But we find this to likely
be an insufficient explanation. Further analysis conducted by
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Fig. B.1. Best-fit focus values plotted against each component of the quality-of-fit parameter Q for the filters F§14W and F606W and both chips
1 and 2. In the ideal case of a perfect PSF model we should see a flat trend around zero. Some parameters exhibit a clearly different behaviour
between chips 1 and 2 for the filter F6O6W.

Gillis et al. (2020) shows that sometimes the model PSFs match
the sizes of the observed PSF on average, but there is very large
scatter in this relationship. This suggests that a possible expla-

nation for these discrepancies might be that there is an addi-
tional spatial variation in the PSF that is not accounted for in the
model.
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Fig. B.2. Best-fit focus offset values plotted against the first principal component coefficients for 205 star fields in the F606W filter (left panel) and
640 star fields in the F814W filter (right panel) and for both chips 1 and 2. The dashed and the solid lines indicate the fit lines to the data points

for chip 1 and chip 2, respectively, which we also report in the legend.

B.2. Relation between principal component coefficients and
focus values

As an alternative approach to investigate the TinyTim PSF
model accuracy, we use the star fields to calibrate a relation
between the TinyTim focus estimates and the first coefficient in
the PCA of PSF variations from previous analyses of the same
star fields conducted by Schrabback et al. (2010; 2018).

Figure B.2 shows that these quantities correlate tightly in an
approximately linear relation within most of the range of the first
principal coefficient (PC), for both filters F6O6W and F814W.
However, the focus values deviate strongly for high (low) PC
values in F606W (F814W). For both filters, Fig. B.2 shows that
some strongly negative and positive focus values are clearly
off. This seems to be especially the case for fields where both
chips get very different focus estimates. These large discrepan-
cies indicate the limitation of the recalibrated TinyTim models
in this regime, since the focus value should be similar for both
chips. Depending on the required PSF model accuracy, it may
therefore be necessary to drop exposures with PSF uncertainties
in this regime. We also see that this problem occurs more often
for F606W than for F814W.
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