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Abstract: This publication presents difficulty indices for 34 texts and corresponding questions (Set_2) of the Heard 

Text Recall (HTR) paradigm as introduced by Schlittmeier et al. (2023). In the HTR, participants listen to short texts 

and answer nine open-ended questions after each text presentation, allowing for measuring comprehension and 

memory across various experimental conditions in a within-subject design. The questions are categorized into three 

types, asking for either names, family relationships, or other factual details. Data from 13 experiments involving 429 

participants were analyzed to determine difficulty indices for each text (with each text tested a different number of 

times), each question type, and individual questions. These difficulty indices enable researchers to ensure a balanced 

level of HTR-task difficulty, which is particularly important for drawing meaningful comparisons between different 

experimental conditions. This publication serves as an initial reference, and we encourage researchers to contribute 

further datasets. 

 

1 Introduction 
 

The Heard Text Recall (HTR) paradigm (Schlittmeier et 
al., 2023) provides a cognitive and experimental psycho-
logical approach for assessing a listener’s text compre-

hension and memory for coherent, running speech. In 
the HTR, participants are required to listen to brief texts 
and respond to nine open-ended questions following 

each text. The HTR enables a systematic within-subject 
examination of factors affecting comprehension and 

memory across varied experimental conditions—for ex-
ample, background noise versus quite listening condi-

tions, a speaker’s hoarse versus normal voice quality, 
and audio-only versus audiovisual presentation. 

Information on HTR-text difficulty is essential for design-

ing experiments that minimize confounding variables 
and enhance the validity of results. By grouping texts of 
comparable difficulty, researchers can create balanced 
experimental conditions, ensuring that participants are 
exposed to texts that are equally challenging across all 
conditions. This enables a valid attribution of differences 
in experimental outcomes between conditions to the ex-
perimental manipulations, rather than to inherent varia-

tions in text difficulty, strengthening the overall reliabil-
ity of the study’s conclusions. 

To achieve such balance in experimental design, stand-
ardized text materials with known difficulty indices are 

essential. The initial work by Schlittmeier et al. (2023) 
provided two sets (Set_1 and Set_2) of German texts with 
open-ended recall questions, standardized in terms of 

topic (family stories), length (120–131 words), and syn-
tactic structure (e.g., each text includes 10 sentences 
with no more than one subordinate clause per sentence). 
Despite these parallelization efforts, texts vary in diffi-
culty. Difficulty indices for Set_1 were already provided 
in the initial publication (Schlittmeier et al., 2023).  

In this publication, we provide difficulty indices for 

Set_2, which consists of 34 texts, each accompanied by 
nine open-ended questions. Background on the Heard 
Text Recall (HTR) and Read Text Recall (RTR) paradigms 
is provided for context (see Schlittmeier et al., 2023, for 

more detailed information). Each text describes a family, 
detailing family members, their relationships, and addi-
tional aspects like residence, hobbies, and occupations. 
To minimize learning effects, each text is based on a 
unique family structure with distinct names and details. 
Family narratives were selected as they allow for the 
creation of multiple, largely parallel texts—an approach 

that would be challenging with scientific or other topics. 

Additionally, standard family structures (grandparents, 
parents, children) offer minimal variation in partici-
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pants' prior knowledge and interest. In the HTR para-
digm, correct answers to open-ended questions often re-
quire the integration and processing of information 
across multiple sentences. This is primarily achieved 
through cross-sentence questions (termed indirect 

questions in the original database), which cannot be an-
swered based solely on information from a single sen-
tence. Further, the questions require free recall re-
sponses (1-2 words, avoiding yes or no answers). The 
open-ended questions ask for relationships and other 
factual details.  

The difficulty indices presented here for the 34 texts of 

Set_2 are based on data from 13 experiments (see Ehret 
et al., 2023, 2024, 2025, under review; Mohanathasan et 
al., 2024, 2025, under review; Schiller et al., 2023, 2024; 
unpublished data from bachelor thesis, 2022). They as-
sess difficulty at multiple levels: overall text difficulty 
(i.e., based on all nine questions), by question type 
(names, relationships, factual details), and at the level of 
individual questions.  

Please note that we consider the present difficulty indi-

ces as an initial step, with updates planned as additional 
experiments are currently running and more data will 
become available. This approach allows the difficulty in-
dices to become increasingly accurate and more in-

formative for diverse research needs, like adaptive test-
ing (cp. Section 3.2). 

 

2 Calculating Difficulty Indices  
 
The statistical analysis for calculating difficulty indices 
was conducted using R (version 4.1.2; R Core Team, 

2023). Data were sourced from experiments utilizing the 
texts and questions in Set_2, with all texts presented au-
ditorily and thus exclusively within the HTR paradigm. A 
total of 13 experiments contributed data to the difficulty 
analysis (see Ehret et al., 2023, 2024a, 2024b, 2025, un-
der review; Mohanathasan et al., 2024, 2025, under re-
view; Schiller et al., 2023, 2024; Mofti, 2022), with each 

experiment including a subset of the 34 texts from Set_2. 
The experiments used either audio recordings from the 
AuViST database (Ermert et al., 2023) or researcher-

generated recordings (Schiller et al., 2024).  

Table 1 in the appendix presents detailed information on 
participant numbers, descriptive results, texts used as 
well as descriptions and references for each experiment. 

In all experiments used for the difficulty analysis, each 
text was followed by a consistent set of nine open-ended 
questions. Each correct answer was coded as 1, while in-
correct answers or missing responses were coded as 0. 
The difficulty index represents the percentage of correct 
answers and was calculated as  

 

difficulty index =
𝑛𝑟

𝑛
 x 100    (1) 

 

where nr represents the number of correct answers and 
𝑛 is the total number of responses at the respective level 

of analysis (cf. Kelava & Moosbrugger, 2020).  
Since responses in the HTR paradigm are collected at 
multiple levels, difficulty indices were calculated sepa-
rately for  
(a) each text (based on all nine questions combined),  

(b) each question group (1 = names, 2 = relationships, 3 
= other facts), and  

(c) each individual question.  

As different experiments used different subsets of texts 
(see Table 1 in the appendix), the total number of re-
sponses 𝑛 varies across texts and questions. The result-
ing difficulty indices express the difficulty level as a per-
centage, with higher values indicating an easier task. As 
a proportion of correct responses, difficulty indices 

range from 0% (no correct answers) to 100% (all an-
swers correct). 

 

3 Selecting Texts Based on Difficulty In-

dices  
 

A key question in using difficulty indices is determining 
the most appropriate difficulty range for a performance 
test designed to compare experimental conditions, such 
as the HTR paradigm.  

Following classical test theory, we can expect an inverted 
U-shaped relationship between the difficulty of test 
items, such as the texts or the questions in the HTR, and 

their ability to differentiate between conditions. In tradi-
tional ability tests (e.g., school exams), medium-diffi-
culty items often best differentiate between individuals 

with high and low performance levels (cf. e.g., Schmidt-
Atzert, Krumm & Amelang, 2021). However, the goal of 
the HTR paradigm is not to assess individual ability, but 
to compare cognitive performance across different ex-

perimental conditions. This means that although one 
might assume that selecting texts (or question groups, or 
individual questions in the HTR) of medium difficulty 
(e.g., 50% ± 10%) is ideal, this is not always the case (see, 
e.g., Priebe, 2024), and specifically not in the HTR para-

digm. Here, several considerations justify a shifted selec-
tion strategy that favors a range of difficulty indices from 

50–70% or even 60–80%.  
The most important reason for recommending such a 
shift toward slightly easier texts is that even our student 
samples, who generally perform well in cognitive tests, 
report finding the HTR both challenging and mentally fa-
tiguing. If texts are too difficult (i.e., if correct recall rates, 
and thus difficulty indices, are very low), this can lead to 
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frustration, disengagement, guessing, and dropout ef-
fects as an experimental session continues, particularly 
under challenging testing conditions, like listening in 
noise. However, texts that are too easy pose problems re-
garding reliability. If a text is so simple that even under a 

challenging experimental condition (e.g., background 
noise), participants can still maintain (near-to) perfect 
performance, this leaves no room to detect differences 
between experimental conditions (ceiling effect). 

Thus, presenting challenging but not excessively difficult 
or easy texts is an effective way to enhance and sustain 
participant engagement, ensuring the reliable measure-

ment of actual performance (rather than, for example, 
frustration levels), and allowing for differences between 
conditions to be detected and meaningfully interpreted. 

It should be noted that very easy texts are particularly 
well suited for practice or concealed exercise trials (cf. 
Schlittmeier et al., 2023), where the primary goal is to 
familiarize participants with the task demands and re-

sponse format. 

 

4 Exemplary applications of difficulty 

indices in experiments employing the 

HTR paradigm 
 
The following section presents exemplary considera-
tions and uses cases for applying difficulty indices to re-
fine experimental design and improve text assignment 
across experimental conditions, participant groups, or 
individual participants within the HTR paradigm.  
 

1. Selecting texts for more than two within-subject 
conditions  

In the initial publication (Schlittmeier et al., 2023), a 

within-subject design was introduced as effective for 
capturing text comprehension and recall performance 
across conditions. This design included a practice block 

followed by two experimental blocks (A and B), each 
containing a concealed exercise text and six test texts 
(see Figure 1 in Schlittmeier et al., 2023). The inclusion 

of Set_2 and its difficulty indices enables precise match-
ing of text difficulty between blocks, allowing for refined 
comparisons. As previously recommended, the text se-
quence within each block should be balanced, and as-
signments to conditions counterbalanced across partic-
ipants. With the expanded Set_2 stimulus material, re-
searchers can now implement additional conditions 
within a within-subject design. 
Implementing more than two conditions, however, re-
quires careful planning to manage participant fatigue 
and ensure optimal measurement accuracy. Strategies 

to address participant fatigue include reducing the num-
ber of texts per block or condition, omitting the con-
cealed exercise text from each block, or scheduling par-
ticipants for multiple testing sessions. However, reduc-
ing the number of texts per condition may decrease reli-

ability due to fewer measurement points. Thus, balanc-
ing reliability (which improves with more texts) against 
potential fatigue is essential. Using multiple texts per 
condition is therefore recommended, as averaging per-
formance across texts per condition yields more stable 
measures and reduces fluctuations that might obscure 
experimental effects. 

 
Figure 1: Example of an experimental design assessing the im-
pact of two listening conditions (A and B) on memory perfor-
mance. A practice phase familiarizes participants with the task 
and the two listening conditions. Here, two texts with difficulty 
indices indicating “easy” texts were chosen. The two subsequent 
experimental blocks feature texts of moderate difficulty, i.e. 
“ideal” for detecting condition effects. Text order and block order 
are balanced across participants. 

 

2. Selecting texts for parallel or adaptive testing 
When a between-subject design is required, such as in 
studies comparing independent groups, difficulty indi-

ces enable the compilation of parallel test versions with 
comparable difficulty levels. In such designs, this ap-
proach also reduces the risk that observed differences 
are due to variations in text difficulty rather than to ex-
perimental manipulations. Additionally, difficulty indi-
ces support adaptive testing. At the group level, lower-
performing groups can receive easier texts to achieve 

comparable performance levels and accurately assess 
treatment effects. At the individual level, the assessment 
of comprehension and recall capacities can start with 
more difficult texts for higher-performing participants, 
reducing the number of texts needed. 
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5 Considerations and current data limi-

tations  
 
The following considerations are critical for interpreting 

the difficulty indices provided in this publication. They 
address limitations related to baseline conditions, data 
density, and potential modality effects, each of which 
should be considered when evaluating the reliability 
and generalizability of these indices. 

 

1. Inclusion of diverse experimental conditions 

Difficulty indices were derived from data collected un-
der a variety of auditory conditions and tasks (see Table 
1 in the appendix), including both typical and altered 
speakers’ voices (e.g., hoarseness) and, in some experi-
ments, concurrent secondary tasks to assess listening ef-
fort. These variations mean that some texts were tested 

under more demanding conditions, which may result in 
overestimating their difficulty compared to simpler ex-
perimental settings. However, we chose to include all 

available data to provide a comprehensive resource for 
varied experimental conditions. Consequently, each data 
point in the difficulty analysis is annotated with the spe-
cific experimental condition under which it was col-

lected, enabling researchers to perform custom diffi-
culty analyses as needed. While the difficulty indices 
provided here serve as general guidelines, they should 
be interpreted with the understanding that systematic 
shifts in difficulty indices may occur for specific texts de-
pending on their testing conditions. 

 

2. Data density across texts 

A limitation of the present difficulty indices is the varia-
bility in data density across texts. Differences in the 
number of data points per text, resulting from varied ex-

perimental usage, affect the stability and reliability of 
these values. Texts with fewer data points may yield less 
stable difficulty estimates, while frequently used texts 

provide more robust indices. To support informed text 
selection, the difficulty analysis includes the number of 

data points per text (𝑛), enabling researchers to assess 
the stability of difficulty estimates and make informed 

selection when precise estimations are critical.  

 

3. Generalizability of difficulty indices 

It is important to note that the present difficulty indices 
were derived from student samples, who typically per-
form well in cognitive tasks and may not represent other 
target populations. Consequently, these indices may not 
be fully generalizable to groups with different levels of 
familiarity with cognitive testing or varying cognitive or 
auditory-perceptive abilities. 

 

4. Modality effects and generalizing from HTR para-
digm 

The difficulty indices presented in this publication are 
based exclusively on experiments where texts were pre-
sented auditorily, utilizing the Heard Text Recall (HTR) 

paradigm. However, comprehension and recall out-
comes – and thus difficulty indices – may differ if texts 
are presented in the Read Text Recall (RTR) paradigm. 
Listening requires participants to process the text se-
quentially, within a time-limited, non-repeatable, and 
not self-paced format, relying on a single exposure to the 
material. In contrast, reading allows participants to ad-

just their pace and direct their gaze back to specific in-
formation as needed. Given these modality-specific pro-
cessing demands, caution is advised when applying the 
present difficulty indices to studies employing visual 
text presentation, since comprehension and recall out-
comes may differ by modality. 
 

6 Outlook 
 

Addressing the identified limitations in difficulty estima-
tion requires an ongoing, collaborative effort to expand 
and refine the dataset. To enhance data quality and reli-
ability, we plan to increase data density across all texts 

by systematically incorporating new experimental re-
sults. This will enhance the stability and reliability of dif-
ficulty indices, particularly for those texts that currently 
rely on limited data points. 
Furthermore, expanding difficulty analysis to include 
text recall data from both auditory (HTR) and visual 
(RTR) modalities would allow for a comprehensive com-

parison of modality-specific difficulty indices. Such ad-
ditions would support modality-based adjustments in 
text or question selection, if necessary, making the diffi-
culty analysis a more versatile resource for diverse ex-
perimental designs. 

To achieve these improvements, we invite researchers 
to contribute their data on text recall and comprehen-
sion, collected under various experimental conditions. 

Submitted datasets should adhere to a standardized for-
mat and include detailed information (see supplemen-

tary templates for guidance). By pooling data from dif-
ferent research groups, we can enhance the robustness 
and comprehensiveness of the database, ensuring relia-
ble difficulty indices for specific task demands, modality 
effects, and baseline conditions. This collective effort 
aims to provide difficulty indices across all texts and a 
wide variety of experimental conditions, facilitating ef-
fective use of Set_2 of the HTR paradigm (Schlittmeier et 
al., 2023) in a broad range of research contexts. 
We encourage researchers with relevant datasets to 

contact the corresponding author to contribute to the 

next DIF update. 
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7 Files 
 

The difficulty analysis for Set_2 of Schlittmeier et al. 
(2023) can be downloaded from 
https://doi.org/10.18154/RWTH-2025-05207 and in-
cludes: 

 
- A .txt file containing citation instructions (citation-

instruction.txt). 
- An .xlsx file showing difficulty indices, with difficulty 

levels highlighted: (a) for each text (Sheet 1), (b) for 
each text and question group (Sheet 2), and (c) for 
each text and individual question (Sheet 3; Set-2_dif-
ficulty-indices.xlsx). 

- An .xlsx file containing all collected and analyzed 

data (data.xlsx) and a .txt file explaining the data col-
umns (data_read_me.txt). 

- A .pdf file containing detailed information on the ex-
periment, including participant numbers, descrip-
tive results, texts used, and a description with refer-

ences for each experiment (Table 1.pdf). 
- The R script used for analysis, allowing for further 

examination (difficulty index.R).  
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