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Lindblad-like quantum tomography for
non-Markovian quantum dynamical maps
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We introduce Lindblad-like quantum tomography (LℓQT) as a quantum characterization technique of
time-correlated noise in quantum information processors. This approach enables the estimation of
time-local master equations, including their possible negative decay rates, by maximizing a likelihood
function subject to dynamical constraints. We discuss LℓQT for the dephasing dynamics of single
qubits in detail, which allows for a neat understanding of the importance of including multiple
snapshots of the quantum evolution in the likelihood function, and how these need to be distributed in
time depending on the noise characteristics. By a detailed comparative study employing both
frequentist and Bayesian approaches, we assess the accuracy and precision of LℓQT of a dephasing
quantum dynamical map that goes beyond the Lindblad limit, focusing on two different microscopic
noise models that can be realised in either trapped-ion or superconducting-circuit architectures. We
explore the optimization of the distribution of measurement times to minimize the estimation errors,
assessing the superiority of each learning schemeconditionedon thedegreeof non-Markovinity of the
noise, and setting the stage for future experimental designs of non-Markovian quantum tomography.

The field of quantum information processing has witnessed a remarkable
progress in the last years1–5, as evidenced by the key advances reported in6–18.
This progress lays the groundwork for the eventual demonstration of
practical quantum advantage in real-world applications19. Central to these
advancements and future breakthroughs is the exceptional level of isolation
and control achieved over quantum information processors (QIPs),
enabling the application and integration of various strategies to fight against
the accumulation of errors during quantum computations. These strategies
can be implemented either during the processing of quantum information
or, alternatively, post-measurement, falling into three distinct categories:
quantum error suppression (QES)20–23, quantum error mitigation
(QEM)24–27, and quantum error correction (QEC)28–30.

The development and optimization of these techniques for specific
architectures greatly benefits from a comprehensive understanding of the
underlying sources of noise, including a thorough quantum characteriza-
tion, verification and validation (QCVV) of the noise models31–33. By
addressing the noise characteristics, researchers can tailor their strategies to
suit the specific requirements of different platforms, thereby enhancing the
reliability andperformance ofQIPs. For instance, the presence of spatial and
temporal noise correlations is a critical consideration in some techniques of
QES, such as decoherence-free subspaces34–38 and dynamical
decoupling39–44, respectively. Likewise, in the context ofQEC, thepresenceof
spatial45–47 and temporal48–50 noise correlations must be carefully accounted

for when considering fault-tolerant quantum computation beyond the
idealized regime of independent and identically distributed errors. In this
work, we will focus on the characterization of qubit dynamics under tem-
porally correlated noise. This can actually lead to a non-Markovian quan-
tum evolution, which will require reconsidering some of the established
characterization tools for the dynamics of Markovian open quantum sys-
tems. Before delving into more specific details about the characterization of
non-Markovian quantum evolutions, we note that the degree of non-
Markovianity51–53 can play a role in the effectiveness ofQES54,55 andQEM56,57

techniques.
Within the set ofQCVVtechniques31–33, quantumprocess tomography

(QPT) aims at characterizing the most generic type of process that can
account for the evolution of a quantum system, solely constrained by the
laws of quantum mechanics58–62. For a specific evolution time, after pre-
paring and measuring the system in an informationally complete setting,
one can make an estimate of the completely-positive trace-preserving
(CPTP) quantum channel63,64 that determines a snapshot of the quantum
evolution. Therefore, QPT has been applied for the characterization of
quantumgates in various experimentalQIPs65–73, typically restricted to small
number of qubits. In addition to the inherent complexity of QPT as the
number of qubits increases, this characterization must be repeated for each
instant of time of interest, in order to obtain a coarse-grained reconstruction
of the full, i.e. a one-parameter family ofCPTPchannels74–76 that governs the
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time evolution of the quantum system. Although repeating QPT can allow
to characterisenon-Markovian evolutions, the associatedoverheadcan limit
the precision in architectures where the number of measurements shots
cannot be sufficiently large77.

A strategy to overcome this limitation is to focus on the estimation of
the generators of the noisy dynamics, rather than on the various coarse-
grained snapshots. For time-homogeneous quantum dynamical maps,
which form a semigroup, the time evolution can be described by the
exponential of a Lindblad super-operator74,78,79. Although one may expect
that the generators of this typeofMarkoviannoise canbeobtainedby simple
algebraicmanipulations of a single QPT snapshot at any arbitrary time, this
approach can lead to inconsistencies80–83 due to the branches of the complex
logarithm. Therefore, alternative QCVV techniques are required. One
possibility is use the Lindbladian generators for a parametrization of the
quantum evolution, which can then be inferred using different learning
strategies65,81,82,84–90. Lindblad learning aims to estimate the Hamiltonian
under which the system evolves and, additionally, the jump operators and
dissipation rates that govern the non-unitary part of the dynamics of the
noisy QIP. However, it is important to note that Lindblad learning is based
on the Lindblad master equation, valid only for Markovian system-
environment interactions, i.e., memoryless interactions in which informa-
tion flows from the system to the environment but never flows back.

However, noise in real QIPs does not always fall in this category, and
temporal correlations and even non-Markovianity can play an important
role, as alludedabove in connection toQES,QEMandQEC.Hence, itwould
be desirable to extend the Lindblad learning to encompass non-Markovian
noise scenarios, such that the quantum dynamical maps are no longer a
semigroup, nor can they be divided into the composition of sequential CP
channels at any intermediate time75,76. Several characterization techniques
for related problems have been developed in recent years. Quantum noise
spectroscopy protocols91,92 have evolved into characterization tools of non-
Markovian systems, as in ref. 93, where the authors develop a filter-function
formalism based on frames. A general non-Markovian quantum process
frameworkwas proposed by ref. 94 allowing to characterizenon-Markovian
quantum processes using process tensor tomography (PTT). This later led
to proposals of quantum non-Markovian process tomography95.
Reference96 introduced into this PTT frameworks the possibility ofmemory
effects within the system control itself and from undesirable interactions
between the control and the environment. This contrasts ref. 94 where
perfect gates were assumed. Reference97 characterizes certain type of non-
Markovian errors in quantum gates and98 proposes also characterization of
quantum gates but with a compressed approach that reduces the resources
needed in comparison to, for instance, ref. 96.

In general, any quantum evolution that results from the coupling of a
quantum system to a larger environment, or to a set of noisy controls
modeled by stochastic processes, can be expressed in terms of a time-local
master equation by using a time-convolutionless formulation99 of the
Nakajima-Zwanzig integro-differential equation74,100,101. These time-local
master equations generalize the aforementioned Lindblad master
equation78,79, and canbe expressed in a canonical form that connects directly
with the degree of non-Markovianity102. In essence, the characterization of
these time-local master equations would require a time-dependent para-
metrizationof theHamiltonian, jumpoperators anddissipation rates,which
can then be incorporated into a maximum-likelihood estimation that par-
allels the Markovian Lindblad limit87–90. In this work, we call this QCVV
technique Lindblad-like quantum tomography (LℓQT), and develop it in the
simplest possible scenario: the dephasing dynamics of a single qubit. We
present a detailed comparative study of this QCVV technique, considering
both a frequentist and a Bayesian approach for the statistical inference. We
consider minimal dephasing models, both semi-classical and fully quan-
tum-mechanical, in which the temporal correlations and degree of non-
Markovianity can be independently controlled. By making a careful con-
nection to the the theory of asymptotic inference and Bayesian estimation,
we quantify both the accuracy and precision of LℓQT. We discuss how the
amount of temporal correlations and the degree of non-Markovianity can

play a key role in deciding which of the two approaches is preferable when
learning the non-Lindblad qubit dephasing.

This article is organized as follows. In subsection “Learning time-local
master equations by maximum-likelihood estimation” we review the
techniques of Lindblad quantum tomography and present LℓQT, a gen-
eralization of Lindblad learning that allows us to characterize non-
Markovian noise. In subsections “Frequentist approach to non-Markovian
inference” and “Bayesian approach to non-Markovian inference” two
approaches to LℓQT are presented. Subsection “Lindblad-like quantum
tomography for non-Markovian dephasing” presents LℓQT applied to
dephasing noise. The frequentist and Bayesian approaches are later com-
pared in a performance analysis in subsections “Markovian semi-classical
dephasing” and “Non-Markovian quantum dephasing”, where we also
study how measurement times should be selected to reduce the number of
necessary measurements and the error in the estimation of noise
parameters.

Results
Learning time-local master equations by maximum-likelihood
estimation
TheLindbladmaster equation generalizes the Schrödinger equation to open
and noisy quantum systems74,78,79, and describes the non-unitary time
evolution of the density matrix of the system, defined as a positive-definite
unit-trace linear operator ρ 2 DðHSÞ � LðHSÞ in a Hilbert space of
dimension d ¼ dimHS

64. This master equation can be written in terms of
an infinitesimal generator dρ=dt ¼ LH;GðρÞ, namely

LH;GðρÞ ¼ �i H; ρ
� �þ Xd2�1

α;β¼1

Gαβ EαρE
y
β �

1
2

Ey
βEα; ρ

n o� �
; ð1Þ

where the Hamiltonian H 2 HermðHSÞ is a Hermitian operator, and we
have introduced the so-called dissipation Lindblad matrix, a positive
semidefinite matrix G 2 PosðCd2�1Þ. Here, B ¼ fE0 ¼ 1d; Eα : α 2
f1; � � � ; d2 � 1gg forms an operator basis LðHSÞ ¼ spanfBg and, together
with the Lindbladmatrix, determines the dissipative non-unitary dynamics
of the system. Diagonalizing the Lindblad matrix, we obtain

LH;GðρÞ ¼ �i H; ρ
� �þXd2�1

n¼1

γn LnρL
y
n �

1
2

LynLn; ρ
� �� �

; ð2Þ

where fLn : n 2 f1; � � � ; d2 � 1gg 2 LðHSÞ are the jump operators
responsible of generating the different noise processeswith dissipative decay
rates γn 2 Rþ. The goal of Lindblad learning is to estimate LH;G or,
equivalently the system Hamiltonian and the dissipation rates and jump
operators {H, γn, Ln}, using a finite number ofmeasurements65,81,82,84–89,103. In
particular, our work starts from a maximum-likelihood approach104 to
Lindbladian quantum tomography (LQT)87,89,90.

In the general case, LQT involves preparing an informationally com-
plete set of initial states s 2 S0, allowing the system to evolve over a set of
times i 2 It , and performingmeasurements in different basis b 2 Mb, with
corresponding outcomes mb 2 Mmb

(or more generally using a POVM).
These independent configurations, consisting of initial states, evolution
times, and measurement outcomes, provide the necessary data to estimate
theHamiltonian, dissipation rates, and jumpoperators, ensuring a complete
reconstruction of the Lindbladian dynamics. LQT makes use of a total of
Nshot measurement shots, also known as trials in the context of statistics,
which will be distributed among the different initial states, instants of time
and measurement basis Nshot = ∑s,i,bNs,i,b. Therefore, the total number of
measurement shots is a function of number of initial states, measurement
basis, measurement outcomes and measurement times, expressed as
NshotðjS0j; jMbj; jMmb

j; jIt jÞ, where jAj denotes the cardinality of the set
A, i.e., the number of elements in the set. In the experiment, one would
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count the number of timesNs;i;b;mb
that themb outcome is obtained for each

of the configurations, such that Ns;i;b ¼
P

mb
Ns;i;b;mb

. This provides a data

set D ¼ fNs;i;b;mb
g that can be understood as a random sample of the

corresponding random variable ~Ns;i;b;mb
obtained from Nshot experimental

measurements.We use tildes to refer to stochastic variables. In this case, the
probability of obtaining the outcomembwhenmeasuring in basis b is given

by ps;i;bðmbÞ ¼ Tr MμEti;t0
ðρ0;sÞ

n o
, where Mμ represents the correspond-

ing projector of the combination (b,mb).Et;t0
2 CðHSÞ is a one-parameter

family of completely-positive trace-preserving (CPTP) channels64 describ-
ing the actual time evolution of the noisy quantum system. Each mea-
surement configuration gives rise to an independent binomial distribution
with Ns,i,b trials.

The data set D can be used to estimate the Hamiltonian H and
Lindblad matrixG bymaximizing the likelihood function, which is defined
as the probability distribution of the combination of all the independent
binomials ps,i,b(mb). These binomials can be approximated by the Lind-
bladian of Eq. (1), namely ps;i;bðmbÞ7!pLs;i;bðmbÞ ¼ TrfMμe

ðti�t0ÞLH;G ðρ0;sÞg.
The larger this likelihood function is for a given pair H, G, the better the
Lindbladian description approximates the observed data104. Taking the
negative logarithm of the likelihood function we obtain a cost function

CLðH;GÞ ¼ �
X

s;i;b:mb

Ns;i;b;mb
log pLs;i;bðmbÞ; ð3Þ

with theminimum located in the sameplace as themaximumof the original
likelihood. The optimization problem is thus converted into a non-linear
minimization of this Lindbladian cost function. By minimizing this non-
convex estimator or, instead, a convex approximationbasedon linearization
and/or compressed sensing90, LQT provides an estimate of the generators
Ĥ; Ĝ that yield the bestmatchwith the observed data, wherewewill use hats
to refer to estimated quantities.We note that this minimization is subject to
constraints on Hamiltonian hermicity and Lindblad matrix semidefinite
positiveness.

In thiswork,wedescribeourfirst steps in thedevelopment of a learning
procedure for non-Markovian quantum dynamical maps that supersedes
the above LQT. In particular, we consider the statistical inference of the
generators of quantum dynamical maps that need not fulfill CP-divisibility,
the property of a quantumdynamicalmapwhere the evolution between any
two intermediate times can be described by a completely positive map51,105.
These maps ρðtÞ ¼ ETL

t;t0
ðρ0Þ no longer have the Lindbladian generator of

Eq. (1), but are instead governed by a time-local master equation that, when
expressed in a canonical form102, reads _ρ ¼ �i½HðtÞ; ρ� þDTLðρÞ with

DTLðρÞ ¼
X
n

γnðtÞ LnðtÞρLynðtÞ �
1
2
fLynðtÞLnðtÞ; ρg

� �
: ð4Þ

Here, the Hamiltonian H(t), as well as the dissipative rates and jump
operators γn(t), Ln(t), can be time dependent. It is important to note that the
‘rates’ are no longer required to be positive semidefinite. The possibility of
encountering negative rates is directly linked with the non-Markovianity of
the quantum evolution51,52,75. This time-local master equation can always be
written in the formofEq. (1) by lettingH↦H(t) andG↦G(t), such that the
corresponding quantum dynamical map will depend on the history of the
time-dependent generators ETL

t;t0
¼ ETL

t;t0
ðfHðt0Þ;Gðt0ÞgÞ for all t0 2 ½t; t0�.

Here, the t0 argument reflects the fact that now the dynamical map between
initial time t0 and time t depends on all intermediate times. We thus
formulate a Lindblad-like quantum tomography (LℓQT) by upgrading the
LQT cost function in Eq. (3) to a time-local one that can encompass non-
Markovian effects

CTL fHðt0Þ;Gðt0Þgð Þ ¼ �
X

s;i;b;mb

Ns;i;b;mb
log pTLs;i;bðmbÞ; ð5Þ

where the theoretical probabilities are calculated following

pTLs;i;bðmbÞ ¼ Tr Mb;mb
ETL
ti;t0

ðρ0;sÞ
n o

: ð6Þ

The above cost function must be minimized subject to dynamical
constraints

ĤðtÞ; ĜðtÞ� 	 ¼ argmin CTL fHðt0Þ;Gðt0Þgð Þ� �
; ð7Þ

subject to Hðt0Þ 2 HermðHSÞ;Gðt0Þ 2 HermðCd2�1Þ. Therefore, we see
that in addition to the time dependences, the dissipationmatrix is no longer
required to be semi-positive definite, but only Hermitian, and can thus
support negative decay rates and incorporate non-Markovian effects.

The crucial property that differentiates LQT from other learning
approaches such as quantum process tomography58–62 is that the estimator
includes jIt j different instants of time fti; i 2 Itg � T , instead of focusing
on a single snapshot of the quantum dynamical map. Although we have
shown in ref. 90 that, in certain regimes, an accurate LQTcanbe obtainedby
focusing on a single snapshot for Lindbladian evolution, this will not be the
case for time-correlated and non-Markovian quantum evolutions. In this
case, it will be crucial to include the information of various snapshots into
the cost function. In fact, we address in this work how many snapshots
would be required, and which particular instants of time would be optimal
in order to learn about the memory effects of a time-correlated or a non-
Markovian noisy quantumevolution.Wenote that a black-box approach to
LℓQT is a very complicated problem, as the parameters of the Hamiltonian
and dissipationmatrix can have any arbitrary time dependence. In order to
progress further, we instead look into physically-motivated models for
LℓQT, allowing us to restrict the search space, and start by focusing on a
simple and, yet, very relevant setting: a single qubit subject to time-
correlated dephasing noise, which can result in non-Markovian quantum
dynamics.Our techniques and conclusionsmaybe usefulwhen generalising
to more complicated non-Markovian dynamics, aiming at the character-
ization of non-Markovian noise in gate sets of QIPs to optimise a tomo-
graphic analysis77.

As stated inEq. (7)we can followa frequentist approach similarly to the
one inMarkovianLindbladquantum tomography87,89,90, but now taking into
account the time-dependence of the decay rates, which will require an a
priori selection of the evolution times at which the system is probed. In light
of the LℓQT estimation problem of Eq. (7), we do not need to consider
arbitrary time-dependent functions for the Hamiltonian and dissipation
matrix, but can actually find an effective parametrization that reduces
drastically the search space. Thismeans that theminimization in Eq. (7) can
be over the parameters θ of the Hamiltonian and dissipation matrix.
Although several intermediate times can be taken, a single time instant
actually suffices for an accurate learning in LQT90, which makes it simpler
and computationally lighter. As the noise becomes time correlated, recon-
structing the more complex time-dependent dynamics via LℓQT, demands
multiple time steps to achievehighaccuracies. LQThas inprinciple the same
number of parameters d2(d2 − 1) to be learnt as quantum process tomo-
graphy, and to do so requires at least d2(d2 − 1) measurement configura-
tions. For the general case, where arbitrary time-dependent rates need to be
estimated, a naive blind-search approach would require repeated LQT at
many time points, leading to high sample complexity. In contrast, LℓQT’s
use of a microscopic parameterization reduces the need for extensive
measurements by imposing physical constraints, which partially addresses
the sample complexity challenge andmakes it amore scalablemethod. Thus
in parameterized LℓQT we will need at least as many measurement con-
figurations as the number of parameters to estimate.

Alternatively to this frequentist approach, we can also consider a
Bayesian approach that exploits a physically-motivated prior knowledge
about these noise parameters, which can be represented by a certain
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probability distribution. After performing measurements on the system at
certain instants of time and certain measurement basis, we update this
probability distributionwith the new acquired information, a process that is
repeated until reaching a target accuracy for the parameter estimation. The
Bayesian approach has the advantage of choosing, at each step, the most
convenient subsequent time andmeasurement basis at which tomeasure by
maximizing the information one would gain. In principle, this can lead to a
reduction in the number of measurements required to reach a certain
accuracy with respect to those required by the frequentist approach. In
practice, however, the non-Markovianity of the quantum evolution can
modify this argument, as our probabilistic account of themodel parameters
can be affected by the actual time correlations of the underlying random
process.

Frequentist approach to non-Markovian inference
In this section, we focus on the frequentist approach, which builds on the
relative frequenciesof observedoutcomes.TheLℓQTcost functionofEq. (5)
can be rewritten as follows

CTLðθÞ ¼ �
X
s;i;b

Ns;i;b

X
mb

~f s;i;bðmb jθ?Þ log pTLs;i;bðmbjθÞ; ð8Þ

where ~f s;i;bðmb jθ?Þ ¼ Ns;i;b;mb
=Ns;i;b is the ratio of the number of mb

measurement outcomes observedNs;i;b;mb
to the total ofNs,i,b shots collected

at the instant of time i and initial state swhenmeasuring the systemwith the
POVM element b. Our notation remarks that these relative frequencies
carry information about the real noise parameters θ⋆ we aim at estimating.
In addition, the estimator depends on ps,i,b(mb∣θ) shown inEq. (6), wherewe
make explicit the dependence on the parametrized noise.

The minimization in Eq. (7) can explicitely written as a minimization
over the noise parameters. As a consequence, the frequentist approach can
be recast as a statistical problem of parameter point estimation104, namely

θ̂F ¼ argminθfCTLðθÞ : θ 2 Θ ¼ Rng: ð9Þ

Instead of the general LℓQT learning over d2(d2 − 1) parameters, which
increase exponentially d ¼ 2nq with the number of qubits nq and can
arbitrarily change in time, our procedure revolves around the estimation of
n noise parameters, which are independent of the system size and the
evolution times. On the other hand, the imprecision of our estimates will
indeed depend on our choice of the evolution times, forcing us to go beyond
the LQT single-time estimator90, and actually measure at optimal times,
initial states and measurement elements for which the estimation
imprecision can be minimized. Let us note that the conditions to minimise
this cost function are the same as those that minimize the Kullback-Leibler
divergence106,107, which is the following relative entropy

DKLð p1jj p2Þ ¼ �
X
k

p1;k log
p2;k
p1;k

 !
; ð10Þ

between the experimental p1;k 2 f~f s;i;bðmb jθ?Þg and parameterized theo-
retical p2;k 2 fpTLs;i;bðmb jθÞg probability distributions, provided one con-
siders variations with respect to the estimation parameters θ.

The above estimator depends on the data set D, and is thus also a
stochastic variable, which will be characterized by its mean E½θ̂F� and its
moments, such as the covariance matrix

½Covðθ̂FÞ�n1;n2 ¼ E θ̂n1 �E½θ̂n1 �

 �

θ̂n2 �E½θ̂n2 �

 �h i

: ð11Þ

Wenote that the expectation values are takenwith respect to the probability
distributions for the measurements of ps,i,b(mb) which, implicitly, also have
the stochastic average over the randomdephasing noise in the semi-classical
model, or a partial trace over the environment in the quantum-mechanical

one. The nice property of the maximum-likelihood estimator is that it is
asymptotically unbiased, such that Bθ?

ðθFÞ ¼ E½θ̂F� � θ? ! 0 for a
sufficiently largeNshot.Moreover, its asymptotic covariancematrix saturates
the Cramér-Rao bound108 relating the estimation precision to the Fisher
informationmatrix,whichquantifies the amountof information inD about
theunknownparameters. Ifwemomentarily assume that themeasurements
occur at a single instant of time t = ti, a single initial state and a single
measurement basis with outcomes that are independent and identically
distributed, the covariancematrix becomes Covðθ̂FÞ � ðNs;i;bIF;s;i;bðθ?ÞÞ�1,
where

½IF;s;i;bðθ?Þ�n1 ;n2 ¼ E
∂ log pTLs;i;bðmbjθÞ


 �
∂θn1

∂ log pTLs;i;bðmbjθÞ

 �
∂θn2

������
θ?

2
64

3
75: ð12Þ

In this work, we deal with the more general case in which we measure at
several times, therefore the random variables are not identically distributed,
and the total number of shots need not be the same for different mea-
surement configurations, i.e., instants of time, initial states and measure-
ment basis. In this case, we must take a linear combination of the Fisher
information matrices of each measurement configuration weighted by the
proportion of measurements taken at each one of these configurations109.
We thus obtain the asymptotic covariance matrix

Covðθ̂FÞ � Σθ̂ � Nshot

X
s;i;b

Ns;i;b

Nshot
IF;s;i;bðθ?Þ

" #�1

; ð13Þ

such that, the more the Ramsey estimator varies under changes of the noise
parameters, the bigger the amplification of the noise parameter is and, thus,
the smaller the imprecision one can achieve. As we can see, the imprecision
of the estimate will scale with 1=

ffiffiffiffiffiffiffiffiffiffi
Nshot

p
, such that the Ramsey estimator is

asymptotically consistent in the Nshot → ∞ asymptotic limit104. The
asymptotic statistics of the maximum-likelihood estimator is further
explained in the Methods section.

We also note that, in this limit, the observed relative frequencieswill be
normally distributed, such that one can consider minimizing a weighted
least-squares cost function. For instance, assuming a binary casewheremb∈
{0, 1}, corresponding to a qubit measurement, we have

CTLðθÞ �
X
s;i;b

~f s;i;bð0jθ?Þ � pTLs;i;bð0jθÞ

 �2

~σ2f s;i;b
; ð14Þ

where ~f s;i;bð0 jθ?Þ ¼ Ns;i;b;0=Ns;i;b is the ratio of the number of outcomes
observedNs,i,b,0 to the total of shotsNs,i,b collected at initial state s, the instant
of time ti and measurement element b. Here, ~σ2f s;i;b is the variance of these

measured samples. These ~f s;i;bð0 jθ?Þ follow a binomial proportion dis-

tributionwithmeangivenbypTLs;i;bð0jθ?Þ and, in the limit of a largeNs,i,b, they

can be approximated by a normal distribution with mean pTLs;i;bð0jθ?Þ and
variance σ2f s;i;b according to the central limit theorem. The expected variance

of the measurement configuration (s, i, b) is

σ2f s;i;b ¼
pTLs;i;bð0 jθÞ 1� pTLs;i;bð0 jθÞ


 �
Ns;i;b

; ð15Þ

since we are sampling from a binomial distribution. This approximation
allows us to use a simpler weighted least-squares algorithm, such as the
trust-region reflective algorithm implemented in SciPy, where we can
optionally set some bounds for the parameters to be estimated. The
computational complexity of the trust-region reflective algorithm is
dominated in each iteration by solving the trust-region subproblem, which
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is typically O(n3), with n the number of parameters. The number of
iterationsdependson the complexity of the cost function, the accuracyof the
initial guess, and the desired level of convergence. However, once the
algorithm gets close to the solution, the remaining convergence is rapid,
showing a quadratic rate,meaning the distance to the solution decreases at a
rate proportional to the square of the distance at the previous step.

Once the properties of the Ramsey frequentist estimate θ̂F have been
discussed, we can search for the optimal measurement times, initial states
andmeasurement elements that would lead to a Ramsey estimator with the
lowest possible imprecision for a given finite Nshot. Depending on which
parameter we are interested in, we may be interested in minimizing a par-
ticular component of the covariance matrix ½Σθ̂�n1;n1 in Eq. (13) or, alter-
natively, minimize its determinant as a whole. In the asymptotic limit in
which θ̂F follows a multivariate normal distribution, detΣθ̂ is proportional
to the volume enclosed by the covariance elliptical region, so it is a good
measure of the dispersion of the distribution, and a goodway to quantify the
accuracy of the estimation. Sometimes, we will also use detΣ1=2n

θ instead,
which can be more easily compared to the individual standard deviations
½Σθ̂�1=2n1 ;n1

, as bothquantities scalewith1=
ffiffiffiffiffiffiffiffiffiffi
Nshot

p
.MinimizingdetΣθ̂ has also

the advantage that the optimal measurement configurations obtained are
independentof theparameterswewant todetermine, assuming thedifferent
parametrizations have the same number of parameters and that a coordi-
nate transformation exists between parametrizations. In this case, the
determinants of the covariance matrices are related by detΣθ

¼ detΣθ0 det J
2, with J the Jacobian of the coordinate transformation

between both parametrizations, which does not depend on the measure-
ment configurations and therefore will have no influence in the mini-
mization. Before presenting these results, we discuss an approach based on
Bayesian inference104.

Bayesian approach to non-Markovian inference
Rather than considering the relative frequencies as approximations of the
underlying probability distribution with a certain fixed value of θ⋆, the idea
of Bayesian inference is to quantify statistically our knowledge about the
noise parameters, and how this knowledge gets updated as we collect more
information via measurements. Hence, the noise parameters become con-
tinuous stochastic variables themselves θ? 7!~θ that take values θ ∈ Θ
according to a prior probability density function (PDF) π0(θ). This prob-
ability distribution quantifies our uncertainty about the noise parameters
before making any measurementD0 ¼ ;. At each ℓ > 0 Bayesian step, we
measure the system enlarging the data set sequentially
D‘�1 7!D‘ ¼ D‘�1 ∪ δD‘, where δD‘ � D ¼ fNi;s;b;mb

g contains a
number of measurement outcomes ∣δNℓ∣ that is a fraction of the totalNshot.
These outcomes will be labeled as δD‘ ¼ fNi‘;s‘;b‘;mb‘

g. Themeasurements
in this data set are again binary Bernoulli trials, and can be described by a
joint distribution of independent binomials p~N ðδD‘Þ, defined in analogy to
the likelihood function, but only extended to the configurationsmeasured in
the particular Bayesian step. The prior (ℓ− 1)-th probability distribution is
then updated by using Bayes’ rule based on the parametrized probability
distributions pTL‘ ðδD‘jθÞ being understood as probabilities conditioned on
our statistical knowledge of the noise parameters

π‘ðθjD‘Þ ¼
1

pTL‘�1ðδD‘Þ
pTL‘ ðδD‘jθÞπ‘�1ðθÞ: ð16Þ

Here, pTL‘�1ðδD‘Þ ¼
R
Θd

nθ pTL‘ ðδD‘jθÞπ‘�1ðθÞ is a normalization constant
required to interpret π‘ðθjD‘Þ7!π‘ðθÞ as a probability distribution
describing our updated knowledge about the noise,whichwill be used as the
subsequent prior.

One of themain differences with respect to the frequentist approach is
that we have, at each step, a probability distribution from which one can

obtain a Bayesian estimate

θ̂B ¼ Eθ½θ� ¼
Z

Θ
dnθ π‘ðθÞθ: ð17Þ

We note that this Bayesian estimator θ̂B minimizes the Bayesian risk
associated to a squared error loss function over all possible estimators τ̂,
θ̂B ¼ argminfRTLðτ̂Þg104 with

RTLðτ̂Þ ¼
X

i‘;s‘;b‘;mb‘
2δD‘

Z
Θ
dnθ π‘ðθÞpTL‘ δD‘jθ

� 	ðτ̂ � θÞ2: ð18Þ

In addition to the expectation value in Eq. (17), since we have the updated
probability distributions, we can quantify how our uncertainty about the
noise parameters changes via the associated covariance matrix
½Covðθ̂BÞ�n1 ;n2 or any other statistics, regardless of the size of the Bayesian
data setD‘. This differs from our previous arguments for covariance of the
maximum likelihood estimate θ̂F in Eq. (13), which require working in the
asymptotic regime Nshot → ∞. In experimental situations in which this
regime cannot be reached,wenote that one coulduseMonteCarlo sampling
techniques to estimate precision of θ̂F

77,110,111, although these deal with the
estimator based on the full likelihood function.

Another crucial difference of the Bayesian approach is that, instead of
choosing a predefined set of evolution times, initial states andmeasurement
basis, we canfind the optimal time atwhichwe shouldmeasure tomaximize
the information gain at each Bayesian step. For each update, we thus solve
for

ði‘; s‘; b‘Þ ¼ argmaxi;s;b E DKL π‘ðθjD‘Þ ∣∣ π‘ðθÞ
� 	� �� �

; ð19Þ

where π‘ðθjD‘Þ is the posterior probability in Eq. (16) corresponding to the
measurement results onewould obtain bymeasuring at a time ti, initial state
s andmeasurement basis b, and enlarging the data set asD‘0 ¼ D‘ ∪ δD‘0 .
In the expression above, we are making use of the Kullback-Leibler
divergence of Eq. (10) between the posterior and the prior, searching for a
measurement configuration that maximizes the relative entropy between
the prior and any of the possible posteriors, such that one gains the
maximumamount of information at eachBayesian step.Therefore, not only
the data set is enlarged sequentiallyD‘ � D‘�1, but also the specific times
are chosen adaptively. In light of the fixed set of measurement times in the
frequentist approach fti : i 2 Itg, we note that the total set of updated times
afterNB Bayesian steps {tℓ, ℓ∈ {0,⋯ ,NB}} can be very different, and that is
the reasonwhywe use a different notation. Computing Eq. (19) can be quite
time-consuming, especially when dealing with a large number of
parameters. In practice, long computation times may lead to a reduction
in the frequency of experimental shots, which is undesirable. To avoid this,
we can take tens or hundreds of shots at each step before computing again
the optimal measurement configuration. This will not change the results
significantly, since a Bayesian update of a single shot does not change the
prior much and the optimal measurement time of next step remains very
similar to thepreviousone.Wenote that theBayesian approach is ultimately
related to the maximum-likelihood estimation in the asymptotic limit
Nshot → ∞. When the variance of the prior is small, the maxima of the
Kullback-Leibler divergence in Eq. (10) between prior and posterior are
localized at the optimal measurement configurations obtained by minimiz-
ing the asymptotic covariance matrix of the maximum likelihood-
estimation in Eq. (13). Additionally, if we make a single Bayesian update
in which we take a very big number of shots at several measurement
configurations, the likelihood function relating the posterior and the prior
will be a joint distribution of independent binomials. Given the big number
of shots taken in this single step, the posterior distribution will be mainly
shaped by the likelihood function, which contains most of the information
about the parameters. The position of the maximum of this PDF will be
located at the most likely value of the parameters, and therefore it is in
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agreement with the maximum-likelihood estimator that takes measure-
ments at thosemeasurement configurations. TheBayesian approachhas the
advantage that, at each step, we measure at the most convenient
configuration that maximizes the expected information gain, and this can
lead to anoverall reduction of thenumber ofmeasurements needed.Also, as
noted above, the final estimate relies on a probability distribution, so that we
can immediately derive confidence intervals without requiring any
asymptotic limit.

For the Bayesian approach, where we use sequential Monte Carlo112 to
implement it numerically, the computational complexity is dominated by
the computation of the bestmeasurement configuration. At each step in the
Bayesian approach, we need to compute the expected posterior of the
measurement configurations, and then select the measurement configura-
tion maximizing the Kullback-Leibler divergence between posterior and
prior. The complexity of this calculation depends on the number of particles
in the particle filter, Nfilter, the number of initial states, the number of
measurement bases, thenumber ofmeasurement outcomes and thenumber
of measurement times considered. Therefore, we have a complexity
OðN filter × jS0j× jMbj× jMmb

j× jItjÞ. At each one of these
N filter × jS0j× jMbj× jMmb

j× jItj operations we need to evaluate the

likelihood function pTL‘ ðδD‘jθÞ to compute the posterior weight. Therefore
if the posterior function is costly to compute we could think of pre-
computing it on a grid and then make linear interpolation to reduce the
computational cost, as the authors of ref. 113 do.Nfilter may need to increase
exponentially with the number of parameters, which makes the frequentist
approachmore suitable in the case of large number of parameters.However,
this can be moderated by the specific structure of the model and how
concentrated the posterior is.

Lindblad-like quantum tomography for non-Markovian
dephasing
Let us formulate the LℓQT for the time-local master equation of Eq. (4) for
the dephasing of a single qubit, including temporal correlations. As dis-
cussed in the Methods section, either in a semi-classical or quantum-
mechanical model of pure dephasing, the qubit dynamics can be described
by the time-local master equation in Eq. (4) with a simple Hamiltonian
HðtÞ ¼ 1

2ω0σz and a single jump operator L(t) = σz, both of which are time
independent

dρ
dt

¼ � i
2

ω0σz; ρ
� �þ γðtÞ σzρσz � ρ

� 	
: ð20Þ

On the contrary, the decay rate is time-dependent and contains memory
information about the noise fluctuations

γðtÞ ¼ 1
4

Z t

0
dt0 Cðt; t0Þ þ Cðt0; tÞð Þ: ð21Þ

In a semi-classical model, Cðt; t0Þ ¼ E½δ~ωðtÞδ~ωðt0Þ� is the auto-correlation
function of a stochastic process δ~ωðtÞ representing frequency fluctuations.
This master equation is the result of averaging over the stochastic process
ρðtÞ ¼ E½~ρðtÞ�, and is valid for a random process in a second-order
cumulant expansion known as the fast-fluctuation expansion or, alter-
natively, for a Gaussian random process with arbitrary correlation times τc,
as discussed in the Methods section. Alternatively, for a fully quantum-
mechanical dephasing model, Cðt; t0Þ ¼ 1

2 TrBfBIðtÞBIðt0ÞρssB g is the auto-
correlation function on the stationary state of the environment/bath ρssB ,
which induces fluctuations in the qubit frequency via the bath operators
BI(t). In this case, the time-local master equation is the result of tracing over
the bath degrees of freedom ρðtÞ ¼ TrBfρSBðtÞg, and is valid in a second-
order cumulant expansion also discussed in theMethods section. Assuming
wide-sense stationarity, i.e., the mean of the stochastic process is constant
and the auto-correlation function only depends on t0 � t, we can introduce

the power spectral density (PSD) of the noise

Cðt � t0Þ ¼
Z 1

�1

dω
2π

SðωÞ eiωðt�t0Þ: ð22Þ

Therefore, the time-dependent rate becomes

γðtÞ ¼ 1
2

Z 1

�1
dω SðωÞ f γðω; tÞ; ð23Þ

where we have introduced the following modulation function

f γðω; tÞ ¼
t
2π

sinc ðωtÞ: ð24Þ

It will be useful to define the symmetrized auto-correlation function and the
symmetrized PSD as �Cðt; t0Þ ¼ 1

2 ðCðt; t0Þ þ Cðt0; tÞÞ and �SðωÞ ¼ 1
2 ðSðωÞ

þSð�ωÞÞ, since for dephasing noise only the symmetric part of the auto-
correlation function and the symmetric part of the PSD influence the time
evolution, as shown in the Methods section.

As discussed in the previous sections, we focus on an effective
parametrization of the Hamiltonian and dissipation matrix that reduces
the search space. Considering the expression in Eq. (23), the dephasing
rate will depend on a certain number n of real-valued noise parameters
θ? 2 Θ ¼ Rn via the PSD Sθ? ðωÞ, where we have made explicit its
parametrization. Since the Hamiltonian of the qubit is very simple, and
only depends on the transition frequency ω0 that is known with a high
precision using spectroscopic methods, it need not be included in the
learning. Technically, this means that we can assume that the driving
used to initialize and measure the qubit is resonant with the transition
(see Fig. 1), and work in the rotating frame presented in the Methods
section. Likewise, we have only one possible jump operator L = σz, such
that the learning can focus directly on the estimation θ̂ of the actual noise
parameters θ⋆, which translate into the estimation of the dephasing rate
γ̂ðtÞ via Eq. (23). Therefore, LℓQT becomes a non-linear minimization
problem for the cost function in Eq. (5). Before givingmore details on this
problem, we discuss relevant properties of the dephasing quantum
dynamical map.

For a white-noise noisemodel with a vanishing correlation time τc = 0,
one has a flat PSD S(ω) = c and a constant dephasing rate γ(t) = c/2. This
leads to an exponential decay of the coherences pþ;i;xðmxÞ
¼ 1

2 1þ ð�1Þmxe�ti=T2
� 	

, where mx ∈ {0, 1} correspond to the projective
measurements on ∣þi; ∣�i, respectively, and we have introduced a deco-
herence timeT2 = 2/c. If the real system is affected bywhite dephasing noise,
there is thus a single noise parameter to learn θ⋆ = c⋆ or, alternatively, the
real decoherence time θ⋆ = T2⋆. We note that this procedure is in complete
agreement with the LQT based on the corresponding Lindblad master
equation inEq. (2).On theotherhand, for a time-correlateddephasingnoise
with a structured PSD, the coherence decay will generally differ from the
above exponential law, with the exception of the long-time regime ti ≫ τc,
where pþ;i;xðmxÞ � 1

2 1þ ð�1Þmxe�ti=T2
� 	

and one finds an effective
decoherence time controlled by the static part of the PSD T2 = 2/S(0). As ti
increases towards τc, the decay will no longer be a time-homogeneous
exponential, which can actually be a consequence of (but not a prerequisite
for) anon-Markovianquantumevolution. In thismore general situation,we
will have more noise parameters θ⋆ to learn.

Let us now connect to the formalism of filter functions40,41,43,44,114–117,
which appears naturally when considering the time evolution of the
coherences at any instant of time. This follows from the exact solution of the
time-local master equation in the rotating frame, which reads

pTLþ;i;xðmxÞ ¼
1
2

1þ ð�1Þmxe�ΓðtiÞ� 	 ¼: pTLi ðmxÞ; ð25Þ
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where we have introduced the time integral of the decay rates

ΓðtÞ ¼ 2
Z t

0
dt0γðt0Þ; ð26Þ

and simplified the notation by omitting the initial state and the measure-
ment basis, as they will be unique for the estimation of the dephasing map.
Using the Fourier transform in Eq. (22), this integral can be rewritten in
terms of the noise PSD as

ΓðtÞ ¼
Z 1

�1
dω SðωÞFΓðω; tÞ; FΓðω; tÞ ¼

Z t

0
dt0f γðω; t0Þ; ð27Þ

where we have introduced a filter function that reads

FΓðω; tÞ ¼
t
2
η2

t
ðωÞ: ð28Þ

Note that, by making use of the nascent Dirac delta

ηϵðxÞ ¼
ϵ

πx2
sin2

x
ϵ


 �
; ð29Þ

where ηϵ(x)→ δ(x) as ϵ→ 0+, and
R1
�1 dx ηϵðxÞ ¼ 1, one sees that in the

long-time limit ϵ = 2/t → 0+, ~f Γðω; tÞ � t
2 δðωÞ becomes a Dirac delta

distribution, such that Γ(t) ≈ tS(0)/2. This agrees with the above coarse-
grained prediction for a decoherence timeT2 = 2/S(0). Therefore, physically,
the conditions for the long-time limit to be accurate is that t≫ τc.

In this article, we are not interested in this Markovian limit, as we
aim at estimating the time-local master equation that depends on the
full decay rate γ(t), including situations in which non-Markovianity
becomes manifest. To quantify this, we note that the dephasing
quantum dynamical map

ETL
t;0 ðρ0Þ ¼ ð1� pðtÞÞρ0 þ pðtÞσz ρ0 σz ; ð30Þ

is non-Markovian when it is not CP-divisible. In Eq. (30), we have
introduced the following time-dependent probability for the occurrence of
phase-flip errors

pðtÞ ¼ 1
2

1� e�ΓðtÞ� 	
: ð31Þ

Following105, the degree of non-Markovianity of the quantum evolution can
be obtained by integrating over all times for which the rate of the time-local

ρ0,0 = | + ⟩⟨ + |

Initial state

ρ0
reference 

 state

ℋSE

ℋS

Time-evolved states Outcomes

TL({pk(θ), fk})
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Quantum
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−∇
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Time-evolved observables 

{pTL
+,i,x(mx |θ)}
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Sθ(ω)FΓ(ω, t)
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ℓ ↦ ℓ + 1, {ti,ℓ+1}

Fig. 1 | Scheme for LℓQT protocol of a dynamical dephasing map. In the case of
pure dephasing, the LℓQT scheme reduces to a problem of Ramsey estimation. In the
QIP, the qubit is initialized in a single state in the equator of Bloch’s sphere ρ0;0 ¼
∣þi þh ∣ by a resonant driving inducing a π/2 pulse on a reference state ρ0 ¼ ∣0i 0h ∣.
The qubit then evolves for different times ti : i 2 It , after which it is subjected to
another resonant π/2 pulse, which effectively rotates to the Pauli measurement basis
x. As a consequence of the device dephasing noise with actual noise θ⋆ parameters,
the mx ∈ {0, 1} outcomes are collected as relative frequencies {f+,i,x(mx∣θ⋆)} which
will decay in time. This data can be collected by distributing the measurement shots
among pre-fixed evolution times, connecting to the frequentist estimation protocol.
Alternatively, in a Bayesian approach, one collects the data by successive ℓ-update
steps δD‘ ¼ fNþ;i‘ ;x;mx;‘

ðθ?Þg. In the lower half, we show the classical part of the
estimation, which starts by solving the time-local master equation for a particular

parametrized power spectral density Sθ(ω) and filter function. This leads to the
theoretically predicted probabilities fpTLþ;iðmxjθÞg. These probabilities and the rela-
tive frequencies are either fed into a log-likelihood cost functionCTLðθÞ that must be
minimized in order to obtain the frequentist estimate θF, or used in a Bayesian step to
update our prior knowledge of the noise parameters π‘ðθjD‘Þ, converging to the
final Bayesian estimate θB. In the frequentist approach, by calculating the covariance
matrix, we can estimate the precision and find the optimal measurement times,
whichwill depend on howmany noise parameters we aim at estimating, and changes
with their specific values. In the Bayesian approach, knowledge about the noise
parameters is updated sequentially by selecting evolution times that are expected to
yield the greatest information gain at each step, thereby implementing feedback and
adaptive data acquisition from the quantum device.

https://doi.org/10.1038/s41534-025-01044-7 Article

npj Quantum Information |           (2025) 11:96 7

www.nature.com/npjqi


master equation is negative

NCP ¼
Z

dt jγðtÞj � γðtÞ� 	
: ð32Þ

Analternativelymeasure of non-Markovianity is basedon the tracedistance
of two arbitrary initial states52,118, whichwill decreasewith timewhen there is
a flow of information from the system into the noisy environment. When
this information flows back, the trace distance increases, and the qubit can
recohere for a finite lapse of time, such that one gets a non-Markovian
quantumevolution.The instantaneous variationof trace distance is givenby
σðtÞ ¼ d

dt DðETL
t;0ðρ0Þ;ETL

t;0ðρ00ÞÞ, with D being the trace distance1, and a
positive σ(t) is thus ameasure of non-Markovianity, which can be expressed
in terms of the time intervals in which the phase-flip error probability
decreases infinitesimally with time

NTD ¼ max
ρ0;ρ

0
0

Z
σðtÞ > 0

dt σðtÞ ¼ �
Z

γðtÞ < 0
dt _pðtÞ: ð33Þ

Here, we have rewritten this measure in terms of the error probability of the
phase-flip channel of Eq. (31), which changes infinitesimally with
_pðtÞ ¼ γðtÞe�ΓðtÞ. Hence, the non-Markovianity condition translates into a
dynamical situation inwhichphase-flip errors donot increasemonotonically
during the whole evolution.When the dephasing rate attains negative values,
thephase-flip error probability candecrease, such that the qubitmomentarily
recoheres (see the orange lines in Fig. 1). In this simple case of pure dephasing
noise, we see that both measures of non-Markovianity in Eqs. (32) and (33)
dependon the rateγ(t) attainingnegative values, andboth are equal to 0 ifγ(t)
is always positive. We define and detect non-Markovianity in this case using
Eqs. (32) and (33). However, it is important to note that these measures
provide sufficient, but not necessary, conditions for detecting all possible
forms of non-Markovian behavior. For instance, certain non-Markovian
dynamics may not yield an increase in trace distance.

Once these additional properties of the dephasing quantumdynamical
map have been discussed, we can move back to the estimation LℓQT pro-
tocol of Eq. (7), andhow it can be simplified even further. As noted above, in
contrast to the informationally-complete set of initial states an measure-
ments that must be considered for the general cost function of LℓQT in Eq.
(5), we can work with a smaller number of configurations by noting that all
information of the dephasing map can be extracted by preparing a single
initial state ρ0 ¼ ∣þi þh ∣, and measuring in a single basisMx,± (see Fig. 1).
Indeed, this combination of initial state and measurement basis yields the
expected value pTLþ;i;xðmxÞ ¼ 1

2 ð1þ ð�1Þmxe�ΓðtiÞÞ. Similarly, if we chose
ρ0 ¼ ∣þ ii þih ∣ and My,±, we would obtain pTLþi;i;yðmyÞ
¼ 1

2 ð1þ ð�1Þmye�ΓðtiÞÞ, which yields the same information. The rest of
combinations of initial states and measurement bases yield constant values
and do not provide any information about the decay rates.

As advanced in the introduction, we would like to know how many
snapshots jItj are required, at which the system is measured after evolving
for fti : i 2 Itg and, moreover, which are the optimal times of those
snapshots in terms of the specific details of the noise. We take here two
different routes: the frequentist and the Bayesian approach. In the fre-
quentist case, for pure dephasing we have the cost function

C
pd
TLðθÞ ¼ �

X
i

Ni

X
mx

~f iðmx jθ?Þ log pTLi ðmxjθÞ; ð34Þ

which is greatly simplified with respect to the general case in Eq. (8), as we
only have a single initial state and a single measurement basis. Since we are
monitoring the coherence of the qubit, this cost function corresponds to a
Ramsey-type estimator, where ~f ið0 jθ?Þ ¼ Ni;0=Ni ð~f ið1 jθ?Þ ¼ Ni;1=NiÞ is
the ratio of the number of outcomes observed Ni,0 (Ni,1 = Ni − Ni,0) to the
total ofNi shots collected at the instant of time ti, whenmeasuring the system
with the POVM element Mx,0 (Mx,1). Our notation remarks that these
relative frequencies carry information about the real noise parameters θ⋆we

aim at estimating. In addition, the estimator depends on pi(mx∣θ) shown in
Eqs. (25)–(26), which stand for the probabilities obtained by solving the
time-local dephasing master equation of Eq. (20), where we make explicit
the dependence on the parametrized noise. Minimizing detΣθ̂ we can
determine the optimal measurement times of the estimator. For the
Bayesian approach, at each ℓ > 0 Bayesian step, we measure the system
enlarging the data set sequentially D‘�1 7!D‘ ¼ D‘�1 ∪ δD‘, where
δD‘ � D ¼ fNi;þ;x;mx

g contains a number of measurement outcomes
∣δNℓ∣ that is a fraction of the total Nshot. These outcomes will be labelled as
δD‘ ¼ fNi‘;þ;x;mx‘

g. At each step, wemaximize the information gain of Eq.
(19) to determine the optimal measurement time. As shown in Fig. 1 the
scheme for LℓQT in the case of pure dephasing can be divided into the
following steps:

a) Quantum experiment:
1. Initialize the reference state ρ0 ¼ ∣0i 0h ∣ (see Fig. 1).
2. Prepare ρ0;0 ¼ ∣þi þh ∣ by a resonant π/2 pulse.
3. Let the qubit evolve under the pure dephasing for different evolution

times ti.
4. Apply a second resonant π/2 pulse, rotating the qubit to the Pauli-X

measurement basis.
5. Collect the outcomes mx ∈ {0, 1} and compute the fre-

quencies f f þ;i;mx
g.

b) Classical processing and frequentist approach:
1. Solve the time-local master equation with a parametrized power

spectral density Sθ(ω) and a filter function, yielding the predicted
probabilities fpþ;i;mx

ðθÞg.
2. From the quantumexperimentwe have a set of frequencies f f þ;i;mx

g at
different times ti. The predicted probabilities and measured relative
frequencies are used in a log-likelihood cost function, which is
minimized to estimate noise parameters θ.

3. By calculating the covariance matrix, the precision of the estimation is
determined.

c) Classical processing and Bayesian approach:
1. Solve the time-local master equation with a parametrized power

spectral density Sθ(ω) and a filter function, yielding the predicted
probabilities fpþ;i;mx

ðθÞg.
2. We have some prior knowledge of the parameters θ, which is repre-

sented by a prior probability distribution.
3. At each step, evolution time ti is chosen to maximize the information

gain of the parameters. A new quantum experiment is performedwith
this new evolution time.

4. After each measurement or set of measurements the relative fre-
quencies are used to update the prior distribution of the parameters.

We present below a detailed comparison of the two approaches, fre-
quentist and Bayesian, determining the regimes in which each of them is
better than the other. For the Bayesian protocol design, we have used the
Python package Qinfer119, which numerically implements the operations
needed by using a sequential Monte Carlo algorithm for the updates.

Let us study some dephasing dynamics in which we can apply the two
approaches we have just introduced, andmake a comparative study of their
performance when learning parametrized dephasing maps with time-
correlated noise. We study two different dephasing models: a Markovian
semi-classical dephasing and a non-Markovian quantum dephasing. These
models are selected for several reasons. The semi-classical model is a well-
established generalization of purely Lindbladian evolution, and in fact,
contains the Lindbladian regime as a limiting case. This allows us to connect
withprevious results fromLQTandRamsey interferometry in the context of
quantum sensing and quantum clocks. On the other hand, the non-
Markovian case represents the simplest possible generalization of the
Markovian scenario by introducing a shifted Lorentzian PSD, making it an
ideal testbed for LℓQT. Furthermore, it has experimental relevance, as we
can use a laser-cooled vibrational mode in trapped ions to obtain a fully-
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tunable implementation of this non-Markovian noise. These two dephasing
models offer both classical and quantumnoise characterization through the
symmetry of the PSD, and they provide a versatile platform to demon-
strate LℓQT.

Regarding the choice between frequentist and Bayesian inference, the
majority of quantum technologies traditionally use frequentist approaches.
However, Bayesian inference is becoming increasingly relevant, particularly
in situations where the number of shots is limited and clock cycle times are
large, such as in trapped-ion platforms. As we show below, Bayesian
methods offer advantages in scenarios where physical priors are available
and can provide better estimates in non-Markovian cases, where the
dynamics are more complex.

For each one of the cases presented below, we have a PSD with some
real parameters θ⋆ from which we can determine the time-dependent
measurement probabilities pTLi ðmxjθ?Þ. From these probabilities, we
numerically take the necessary samples to simulate the experiment by using
the SciPy implementation of a binomial random variable120.

Markovian semi-classical dephasing
We now apply both estimation techniques for the LℓQT of a dephasing
quantum dynamical map that goes beyond the Markovian Lindblad
assumptions. In particular, we consider a time-correlated frequency noise
δ~ωðtÞ that is described by an Ornstein-Uhlenbeck (OU) random
process121,122. This process has an underlying multi-variate Gaussian joint
PDF, and incorporates a correlation time τc > 0 abovewhich the correlations
between consecutive values of the process become very small. In fact,
beyond the relaxation window t; t0 > τc, the correlations show an expo-
nential decay

Cðt � t0Þ ¼ cτc
2

e�
jt�t0 j
τc ; ð35Þ

where c > 0 is a so-called diffusion constant. Since this correlations only
depend on the time differences, the process is wide-sense stationary.
Moreover, on the basis of its Gaussian joint PDF, it can be shown that the
process is indeed strictly stationary. Being Gaussian, all the information is
thus contained in its two-point functions or, alternatively, in its PSD

SðωÞ ¼ cτ2c
1þ ðωτcÞ2

; ð36Þ

which has a Lorentzian shape. This Gaussian process then leads to an exact
time-local master equation for the dephasing of the qubit in Eq. (20) with a
time-dependent decay rate

γðtÞ ¼ 1
4
Sð0Þ 1� e�

t
τc


 �
: ð37Þ

In the long-time limit t ≫ τc, one recovers a constant decay rate
γðtÞ � Sð0Þ=4 ¼ cτ2c=4, which connects to our previous discussion of the
effective exponential decay of the Ramsey signal pTLi ðmxÞ �
1þ ð�1Þmxe�ti=T2
� 	

=2 and the decoherence time T2 ¼ 2=cτ2c . On the
other hand, for shorter time scales, we see the effects of the noise memory
through a time-inhomogeneous evolution of the coherences that goes
beyond a Lindbladian description. The time-dependent decay rate is always
positive, such that the two measures of non-Markovianity in Eqs. (32)-(33)
vanish exactly. The pure dephasing quantum dynamical map of a qubit
subjected to OU frequency noise is thus Markovian albeit not Lindbladian.

From the perspective of LℓQT, we have two parameters to learn
θ ¼ ðc; τcÞ 2 Θ ¼ R2

þ, which fully parametrize the PSD, the decay rate or,
alternatively, the Ramsey attenuation factor

ΓðtÞ ¼ 1
2
Sð0Þ t � τc 1� e�

t
τc


 �
 �
: ð38Þ

a. Frequentist Ramsey estimators. We can now evaluate the LℓQT cost
functionCpd

TLðθÞ inEq. (34)by substituting theattenuation factor inEq. (38) in
the likelihood function pTLi ðmxjθÞ ¼ 1þ ð�1Þmxe�ΓðtiÞ

� 	
=2 after a certain

set of evolution times fti; i 2 Itg, and the relative frequencies for the mea-
surement outcomes ~f iðmx jθ?Þ. For a Lindbladian dynamics, a single mea-
suring time t1 would suffice for the estimation90, which can actually be solved
for analytically in the present pure dephasing context, as discussed in Sec. I of
the SupplementaryMaterial. For theOUdephasing, this is no longer the case,
andweactuallyneedat least two times t1, t2. Inorder toassess theperformance
of the frequentist minimization problem in Eq. (9) under shot noise, we
numerically generate the relative frequencies ~f 1ðmx jθ?Þ;~f 2ðmx jθ?Þ at two
instants of time by sampling the probability distribution with the actual OU
parameters θ⋆= (c⋆, τc⋆) a number of timesNshot =N1+N2. In the following,
rather than learning (c⋆, τc⋆),wewill focuson twonoiseparameterswithunits
of time (T2⋆, τc⋆), where we recall that T2? ¼ 2=c?τ

2
c? is an effective deco-

herence time in the long-time limit. In Fig. 2, we present a contour plot of this
two-time cost functionCpd

TLðθÞ, which is actually convex and allows for a neat
visualization of its globalminimum.We also depict with a red cross the result
of a gradient-descent minimization, where one can see that the estimates
θ̂F ¼ ðT̂2; τ̂cÞ are close to the real noise parameters. The imprecision of the
estimate is a result of the shot noise, which we now quantify.

In order to find the optimal evolution times t1, t2 that maximize the
precision of our estimates, we can minimize the covariance in Eq. (13)
which, in turn, requires maximizing the Fisher information matrix in Eq.
(12). By Taylor expanding the cost function, we can actually find a linear
relation between the estimate difference δθ̂ ¼ θ̂F � θ?, and the differences
between the parametrized probabilities and the relative frequencies
δ~f i ¼ pTLi ðmxjθ̂Þ � ~f iðmx jθ?Þ, namely

δT̂2

δτ̂c

 !
¼ 1

N

� Γ0τc ðt2Þðe2Γðt1 Þ�1Þ
sinh Γðt1Þ

Γ0τc ðt1Þðe2Γðt2 Þ�1Þ
sinh Γðt2Þ

Γ0T2 ðt2Þðe
2Γðt1 Þ�1Þ

sinh Γðt1Þ � Γ0T2 ðt1Þðe
2Γðt2 Þ�1Þ

sinh Γðt2Þ

0
B@

1
CA δ~f 1

δ~f 2

 !
; ð39Þ

where N ¼ Γ0T2
ðt1ÞΓ0τc ðt2Þ � Γ0τc ðt1ÞΓ

0
T2
ðt2Þ, and we have introduced a

shorthand notation for the partial derivatives Γ0τðtiÞ ¼ ∂ΓðtiÞ=∂τc,

Fig. 2 | Gradient descent for OU dephasing LℓQT. Contour plot of the Ramsey cost
functionCpd

TLðθÞ of Eq. (34) as a function of the noise parameters (T2, τc), wherewe recall
that T2 ¼ 2=cτ2c plays the role of an effective decoherence time in the long-time limit.
We choose two evolution times and, for illustration purposes, fix them at t1 = τc⋆, t2 =
2τc⋆, fixing the OU diffusion constant such that T2⋆/τc⋆ = 1. We distribute Nshot =
2 × 103 shots equally per time step. The gradient descent of this convex problem con-
verges towards the globalminimum, and ismarkedwith a red cross atT2/T2⋆≈ 0.95 and
τc/τc⋆ ≈ 1.07, lying close to the real noise parameters θ↦ θ⋆.
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Γ0T2
ðtiÞ ¼ ∂ΓðtiÞ=∂T2. The first thing one notices is that, fixing t2 = t1, the

factorN ¼ 0, and the difference between the estimation and the true value
of the parameters diverges, signaling the fact that one cannot learn twonoise
parameters using a Ramsey estimator with a single instant of time. The
second result one finds is that, in the asymptotic limitNi→∞, the estimate
differenceswill followabi-variate normaldistribution.This follows fromthe
fact that Eq. (39) is a linear combination of the differences between the finite
frequencies and the binomial probabilities, which are known to follow a

normal distribution N 0; diag σ2f 1 ; σ
2
f 2


 �
 �
with binomial variances σ2f i

defined inEq. (15). Therefore, the frequentist estimateswill also benormally

distributed δθ̂ 	 N 0;Σθ̂

� 	
according to

Σθ̂ðt1; t2Þ ¼ Mθ̂ðt1; t2Þ
σ2f 1 0

0 σ2f 2

 !
MT

θ̂
ðt1; t2Þ; ð40Þ

whereMθ̂ðt1; t2Þ is thematrix in Eq. (39). Amore detailed derivation of the
relationship between shot noise and the uncertainty in estimation, as well as
the asymptotic covariancematrix, is provided in theMethods section. From
this perspective, the aforementioned divergence for t1 = t2 is a consequence
of the singular nature of this matrix, which cannot be thus inverted.

A measure of the imprecision of the estimation is then obtained from
detðΣθ̂ðt1; t2ÞÞ ¼ ðdetMθ̂Þ2σ2f 1σ

2
f 2
/ 1=N1N2 ¼ 1=N1ðNshot � N1Þ

which, in this bi-variate case, can be related to the area enclosed by a
covariance ellipse. We thus clearly see that the maximum precision will be
obtained when N1 = N2 = Nshot/2. Turning to the optimal measurement
times, we can nownumericallyminimize the determinant of the asymptotic
covariance matrix

fti;optg ¼ argmin detΣθ̂ ftig
� 	� �

; ð41Þ

finding the two optimal values at which the signal shows the highest
sensitivity to changes in the OU noise (see Fig. 3). The optimal times
obtained in this way are depicted in Fig. 4 as a function of the noise
correlation time. In the limit where this correlation time is much smaller
than the effective decoherence time τc⋆ ≪ T2⋆, the signal only carries
important information about the noise for times that are much larger
than the correlation time. Hence, we are in the long-time limit where the
decay rate is constant γ(t)≈ 1/2T2 and one expects tofind agreementwith
a purely Lindbladian dephasing noise. As discussed in Sec. I of the
Supplementary Material, the LQT for pure dephasing requires a single
measuring time, and can be analytically found by minimizing the
standard deviation of the estimated noise parameter. This solution yields
an optimal time topt = 0.797T2⋆, which is actually very close to the
intercept of the curve of t2,opt shown in Fig. 4. In this long-time regime, we
find t1,opt ≈ 0 indicating that measurements at time t2,opt will be mainly
used to determine parameter T2, while those at t1,opt ≈ 0 contribute to
determine the much smaller τc.

In themore general case in which the time correlation of the OU noise
yields importantmemory effects, themeasurement timeshave tobe adapted
to specific optimal values, which are in general larger than the purely
Lindbladian limit as shown in Fig. 4. Since these optimal times depend on
the parameters we aim at learning, it is not straightforward to devise a
practical strategy to minimise the imprecision of the frequentist estimates.
In the pure Lindbladian case, one may foresee that the experimentalist will
have an accurate prior knowledge of the T2 time, such that the measure-
ments can all be implemented close to the predicted optimal time. On the
other hand, for the OU noise, one has the additional noise correlation time
τc, which is related to deviations from the time-homogeneous exponential
decay of the coherences and is not typically characterised experimentally.
The frequentist procedure to operate at the optimal regime of estimation
would then need to distribute the total Nshot in smaller groups that are
applied in sequence, each time shifting the measurement times to try to get
to the optimal point.One can foresee that this procedurewill not be optimal,
as one will loose many measurements along the way and, moreover, not
scalable to other situations in which one aims at learning more noise
parameters also optimally.

b. Bayesian Ramsey estimators. Let us now describe how a Bayesian
inference for OU dephasing LℓQT would proceed, which will provide an
experimental procedure to operate at the optimal estimation times.We start
by commenting on the fully-uncorrelated Lindbladian limit discussed in
Sec. I of the Supplementary Material, where the optimization of the

Fig. 3 | Asymptotic covariance matrix for OU dephasing.We represent
det ðΣθ̂ðt1; t2ÞÞ1=2 as a function of the t1 and t2measurement times selected. For t1 = t2
the determinant diverges, since it is not possible to determine the parameters by just
measuring at a single time. The true parameters are τc⋆ = T2⋆/2 and the number of
shots is N1 = N2 = 5 ⋅ 103. The optimal times that minimize the determinant are
indicated with a white cross, t1 ≈ 0.56T2⋆, t2 ≈ 1.99T2⋆. The determinant increases
rapidly when moving away from this minimum. Note the color bar scale is loga-
rithmic. The plot is symmetric with respect to the line t1 = t2, therefore we just
represent the part t2 > t1.

Fig. 4 | Optimal times for OU dephasing LℓQT.We represent ðt1;opt; t2;optÞ ¼
argminfdetðΣðt1; t2ÞÞg as a function of the ratio of the real noise parameters τc⋆/T2⋆.
In the regime where τc⋆≪ T2⋆, we find that t2 ≈ 0.8T2⋆ and t1 ≈ 0. The optimal time
of this measurement lies very close to the Lindbladian result t = 0.797T2⋆ (gray
dashed line) found when there is no time correlation and we have a single parameter
Tc, which is an exact analytical result discussed in Sec. I of the Supplementary
Material.
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measurement time for each Bayesian step in Eq. (19) can also be solved
analytically. Considering that the prior probability distribution πℓ(γ) for our
knowledge about the decay rate at the ℓ-th step is Gaussian, we can focus on
how its mean and variance change as one takes the next Bayesian step. In
Sec. I of the SupplementaryMaterial,we show that,minimizing theBayesian
variance of the next step, one finds optimal measurement times that agree
with the above frequentist prediction, albeit for the knowledge of the decay
rate that we actually have at each particular step t‘ ¼ 0:797=2γ̂‘ or, alter-
natively, of the decoherence timeT2,ℓ. This result is very encouraging, as the
experimentalist may only have a crude guess of this value, but it gets
automatically updated towards the optimal regime. This motivates an
extension to time-correlated dephasing such as the OU noise.

For the OU dephasing, we have two parameters to learn, and we
can maximize the Kullback-Leibler divergence of Eq. (19) to obtain the
subsequent optimal time tℓ for the next Ramsey measurement(s), and
the corresponding extension of the data set D‘�1 7!δD‘

¼ D‘�1 ∪ δD‘�1. We then proceed by measuring at this time, updating
the prior, and starting the optimization step all over again to finally find
the estimates in Eq. (17) θ̂B ¼ ðτ̂c;‘; T̂2;‘Þ. As shown in Fig. 5, as one
collectsmore andmore data, the Bayesianmeasurement times cluster at
two single times, and tend to alternate between them. Remarkably,
these times are the optimal t1,opt and t2,opt predictions of the frequentist
approach shown in Fig. 4. We can see how the Bayesian approach
automatically finds the optimal measurement setting to learn a time-
correlated dephasing noise.

Let us now present a detailed comparison of the precision of the fre-
quentist and Bayesian approaches. For the frequentist approach, we can
obtain the expected covariance of the estimator Covðθ̂FÞ by performing
several runs, and computing the covariance matrix of the results. We
emphasise that this is not the asymptotic Σθ̂ discussed previously, and does
not require a very large number of measurement shots. For the Bayesian
approach we obtain a posterior probability distribution after ℓ steps, πℓ(θ),
and we can directly compute the covariance matrix Σℓ of this posterior
distribution. A good measure of the uncertainty of each one of the
approaches can be obtained by taking the determinant of the corresponding
covariance matrix. For a Gaussian distribution, this quantity detΣ gives us
the elliptical area associated to the bi-variate Gaussian covariance, and we
can define an average radius �R ¼

ffiffiffiffiffiffiffiffiffiffi
detΣ

p
=π. In order for this to scale as

1=
ffiffiffiffiffiffiffiffiffiffi
Nshot

p
and that it has the same units as the standard deviation, we will

use the square root of this radius detΣ1=4. Therefore, we will compare
detΣ1=4 for both frequentist and Bayesian approaches by taking the ratio of
the determinants,

rOU ¼
ffiffi
½

p
4�
det Covðθ̂F;optÞ

 �
detΣ‘max

; ð42Þ

with θ̂F;opt the frequentist estimator taking measurements at optimal times
and considering for both approaches the same number of total measure-
mentsNshot. This ratio is represented inFig. 6 as a functionof τc,⋆/T2⋆. Aswe
can see, the Bayesian approach is better for small number ofmeasurements,
since it has some prior knowledge of the parameters. As we make more
measurements and the frequentist estimator keeps measuring at optimal
times we get to the opposite situation. Finally, in the limit of big Nshot the
Bayesian approach takes also most measurements at these optimal times
and the ratio saturates to rOU ≈ 1, indicating that both approaches offer a
similar precision. Let us emphasize, however, that the frequentist approach
will not operate in practice at the optimal times, as these dependon thenoise
parameters one aims at estimating. It is also interesting to note that, as the
correlation time of the noise increases, the region where the Bayesian
strategy overcomes the frequentist one grows also in terms of the required
number of shots. In regimes in which the time correlations are much larger
than the effective decoherence time, the Bayesian approach will always be
preferred unless one can perform a prohibitively-large number of
measurements.

Non-Markovian quantum dephasing
Let us now move on to the discussion of LℓQT for a non-Markovian
dephasing dynamics. In the previous section, we have shown that a semi-
classical dephasing with OU noise, an archetype for time-correlated
Gaussian random processes, yields a dephasing map that, although
departing fromthe time-homogeneousLindbladian case, doesnot fall under
the class of non-Markovianquantumdynamicalmaps.Wehave shownhow

Fig. 5 | Bayesian optimal measurement time at each step.We consider OU noise
and set τc⋆=T2⋆/2. The prior of the parameters is a continuous uniform distribution
withT2∈ [T2⋆/3, 3T2⋆], τ∈ [τc⋆/3, 3τc⋆]. At each Bayesian step, we increase the data
set with jδD‘j ¼ 50 new outcomes, which are used to compute the Bayesian update.
The total number of measurements after 500 steps is 500 × 50 = 25000. In the
Bayesian steps at the beginning, we see that the evolution times lie around t ~ T2⋆.
Later on, the algorithm tends to alternate between two times, which correspond to
the optimal times t1,opt ≈ 0.56T2⋆, t2,opt ≈ 1.99T2⋆ in the case of τc⋆ = T2⋆/2. As the
number of steps increases and and the posterior gets closer to the true values of τc⋆
and T2⋆, the Bayesian algorithm tends to select measurement times which are closer
to the optimal times.

Fig. 6 | Comparison of frequentist and Bayesian approaches for OU noise. The
ratio of Eq. (42) computed for different parameter values τc⋆ and total number of
shots Nshot. 5000 frequentist runs were done to estimate det Covðθ̂F;optÞ, while 200
Bayesian runs were done to estimate detΣ‘max

for each point (τc,⋆, Nshot). In the
Bayesian approach 100 shots were taken at each step and the prior is a continuous
uniform distribution with T2∈ [T2⋆/3, 3T2⋆], τ∈ [τc⋆/3, 3τc⋆]. Analogously, for the
least-squaresminimization algorithm used in the frequentist approach (trust-region
reflective algorithm), we set the same parameter bounds as the ones of the uniform
distribution.
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both the frequentist and Bayesian approaches can learn the time-local
master equation, which is parametrized in terms of an effective decoherence
time T2 and a correlation time τc. In this section, we focus on a quantum-
mechanical dephasing noise that can actually lead to non-Markovianity in
the qubit evolution, and see how the degree of non-Markovianity affects the
precision of both the frequentist andLℓQT.We consider an apparentlymild
modification of the noise PSD with respect to the OU case in Eq. (36). In
particular, we use

SðωÞ ¼ 4g2�n
κ

ðωþ ΔcÞ2 þ ðκ=2Þ2 ; ð43Þ

which is a Lorentzian of width κ centered around − Δc, and reaching a
maximum of 16g2�n=κ. We note that for Δc = 0, we recover the previous OU
case (36)with τc = 2/κ and c ¼ 4g2�nκ. On the other hand, forΔc≠ 0, this PSD
is not an even function S(ω) ≠ S(− ω), and the associated frequency noise
cannot arise from a semi-classical stochastic model123. Instead, this
particular PSD can be deduced from a quantum-mechanical dephasing
model as discussed in theMethods section, and applied to a qubit coupled to
a dissipative bosonic mode.In the context of superconducting circuits124, Δc

is the detuning of a bosonic microwave resonator with respect to the
frequencyof an external driving,which is considered to be resonantwith the
qubit, such that Δc = ωc− ω0. In addition, g is a qubit-resonator cross-Kerr
coupling that leads to a bosonic enhancement g2�n ¼ g2�n, where �n is the
average bosonic occupation of the driven resonator, and κ is the rate of
spontaneous emission/loss of photons into the electromagnetic environ-
ment. We note that a similar dynamics can be engineered in a two-ion
crystal, in analogy to125, such that one of the ions encodes the qubit in a pair
of ground state/metastable levels, while the other one is continuously
Doppler cooled via a laser that is red-detuned with respect to a dipole-
allowed transition.This laser thendrives the carrier andmotional sidebands,
and effectively laser cools the common vibrationalmodes, one of which will
play the role of the above dissipative bosonic mode, such that the above ωc

will now be its vibrational frequency. The role of the above κ is then played
by the laser cooling rate, and the phonon population in the steady state �n
depends on the difference of laser cooling and heating processes126, which
can be controlled by the Rabi frequency and detuning of the laser that drives
the dipole-allowed transition. The dissipative phonons will then act as an
effective Lorentzian bath for the qubits125,127,128. We consider the qubit to be
subjected to a far-detuned sideband coupling,which induces a second-order
cross-Kerr coupling of strength g describing a phonon-dependent ac-Stark
shift on the qubit levels.

In any of the two architectures discussed, when the coupling between
the bosonic mode and the qubit is weaker than the dissipative rate g�n≪κ,
one can truncate the cumulant expansion of a time-convolutionless master
equation of the qubit at secondorder such that, after tracing over the driven-
dissipativemode in its stationary state, one arrives at a time-local dephasing
master equation of the form given in Eq. (20). This master equation will be
controlled by an auto-correlation function for the bath operator
BðtÞ ¼ 2gðaya� �nÞ, following the notation used below Eq. (21) and in the
Methods section. In particular, making use of the quantum regression
theorem129, this auto-correlation can be expressed as

Cðt � t0Þ ¼ 4g2�ne
�κ

2jt�t0 je�iΔcðt�t0Þ; ð44Þ

which coincides with the OU auto-correlation function in Eq. (35) whenΔc

= 0. Beingwide-sense stationary, one can Fourier transform this function as
shown in Eq. (22), leading to the displaced Lorentzian PSD in Eq. (43).
Following Eq. (23), one can obtain the following time-dependent decay rate

γðtÞ ¼ 1
4
Sð0Þ 1� e�

κ
2t cosΔct þ

2Δc

κ
sinΔct

� �� �
: ð45Þ

In comparison to Eq. (37), this decay rate presents additional oscillatory
terms forΔc≠ 0 thatwill play an important role for the non-Markovianity of

the quantumdynamicalmap. The attenuation factor that controls the decay
of the coherence is

ΓðtÞ ¼ Sð0Þ
2

t þ 2
κ

ð2Δc=κÞ2 � 1

ð2Δc=κÞ2 þ 1
þ 2

κ
e�

κ
2t cosφðtÞ

 !
; ð46Þ

where we have introduced φðtÞ ¼ Δct � 2 arctan 2Δc
κ .

Recalling that we can assign a correlation time to this noise by τc = 2/κ,
onewould expect to recover aMarkovianLindbladiandescription for t≫ τc.
In this limit, the term linear in t in Eq. (46) is the dominant one, which leads
to a time-homogeneous exponential decay of the Ramsey probabilities
pTLi ðmxjθÞ � 1þ ð�1Þmxe�ti=T2

� 	
=2 with an associated decoherence time

T2 ¼ 2=Sð0Þ ¼ ððκ=2Þ2 þ Δ2
c Þ=2g2�nκ. As in the OU case, for shorter times,

the memory effects will start playing a bigger role in the qubit dynamics,
such that the Ramsey decay is no longer a time-homogeneous exponential.
Moreover, in this particular case, thesememory effects cangive rise to anon-
Markovianity that can be understood as a backflow of information from the
environment into the system. According to Eq. (32) or (33), non-
Markovianity occurs when the decay rate takes negative values γ(t) < 0.
This can only happen if the second contribution in Eq. (45) dominates over
the first one, which cannot happen if Δc = 0. Since this contribution is
suppressed by e−κt/2, we will need the frequency of the oscillations Δc to be
sufficiently large in comparison to κ, such that one can get a non-vanishing
degree of non-Markovianity. In Fig. 7, we depict the measure of non-
Markovianity of Eq. (32) as a function of Δc and τc = 2/κ. We see that the
parameter regime Δc ≳ 1.82κ (white dashed line) is where γ(t) can become
negative at some time during the evolution, leading to larger non-
Markovianity as both Δc and τc are further increased.

Let us now discuss the statistical inference for the LℓQT of this non-
Markovian dephasing map, and compare the frequentist and Bayesian
approaches to the statistical estimation.

a. Frequentist Ramsey estimators. As in the OU case, we need to
minimize Cpd

TLðθÞ in Eq. (34), where the likelihood function pTLi ðmxjθÞ ¼
1þ ð�1Þmxe�ΓðtiÞ
� 	

=2 now depends on the new attenuation factor in Eq.
(46). Since there are threenoise parameters θ? ¼ ðg2�n?; κ?;Δc?Þ 2 Θ ¼ R3

þ,
we shall at least need to measure at three different times. To assess the
performance of the frequentist approach under shot noise, we numerically
generate the relative frequencies ~f 1ðmx jθ?Þ;~f 2ðmx jθ?Þ;~f 3ðmx jθ?Þ at these

Fig. 7 | Non-Markovianity measure for the quantum dephasing map. Non-
Markovianity measure of Eq. (32) for different values of τc = 2/κ and Δc. The dashed
line signals the limit between the Markovian and the non-Markovian regions and
corresponds to the equation Δc ≈ 1.82κ. The non-Markovian region is located in the
upper right corner.
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timesby sampling theprobabilitydistributionwith the real noiseparameters
θ⋆ a number of times Nshot = N1 + N2 + N3. In order to find the three
optimal times, weminimize the determinant of the covariancematrix in Eq.
(41), whichwill have an similar expression as Eq. (40), but now expressed in
terms of 3 × 3 matrices for the underlying trivariate normal distribution.
Since we are optimizing t1, t2 and t3, one may wonder if we also could
improve the estimation by redistributing the total number ofmeasurements
differently at each of these times. However, according to our prescription in
which the imprecision is quantified by the long-run Gaussian PDF,
which defines an elliptical volume in this case, one gets
detΣθ̂ðt1;opt; t2;opt; t3;optÞ / 1=N1N2N3. Therefore, the number of mea-
surements must be equally distributed between the three different timesN1

= N2 = N3 = Nshot/3.
Theminimization in Eq. (41) then yields the optimal times {t1,opt, t2,opt,

t3,opt} shown in Fig. 8, which have been represented as a function of τc⋆/T2⋆
for a fixed value ofΔc⋆. The non-zero value of the later is responsible for the
fact that, for τc⋆ ≳ 0.73T2⋆, we cross the red-dashed line and enter a non-
Markovian regime in which the effective dephasing dynamics is no longer
CP-divisible. In this non-Markovian regime, the optimal times tend to be
close to the local maxima of ~f iðmxjθ?Þ, providing a large amount of infor-
mation about the dephasing noise. Conversely, deep in the Markovian
regime τc⋆ ≪ T2⋆, it suffices to measure at t3,opt ≈ 0.797T2⋆ in order to
determine T2⋆, in agreement with the analytical Lindblad result, while t1,opt
and t2,opt tend to zero and would be used to determine the two other noise
parameters.

b. Bayesian Ramsey estimators. Let us now move to the Bayesian
approach, where we have some prior knowledge as shown in Eq. (16) of the
parameters θ ¼ ðg2�n; κ;ΔcÞ that gets updated at each Bayesian step tℓ by
enlarging the data set with δD‘. Minimizing the relative entropy between
the prior and the posterior in Eq. (19), we obtain the subsequent evolution
time tℓ, and update our knowledge about the noise parameters in the best
possible way. As shown in Fig. 9, the Bayesian procedure starts by using
evolution update times that are scattered in a broad range of values. How-
ever, as the number of iterations increases and we gain more knowledge,
they tend to cluster around threewell-defined times. In fact, as shownby the
corresponding dashed lines, these times coincide with the optimal mea-
surement times of the frequentist approach in Fig. 8. Therefore, if we start a
Bayesian experiment with some prior, and we let the experiment run for
sufficiently long number of steps, we will learn the optimal times
automatically.

In order to compare the precision of the frequentist and Bayesian
approaches, we proceed in analogy to the OU noise by looking for a para-
meter that captures the relative precision of the two approaches in Eq. (42).
We now have to consider that the determinant of the trivariate Gaussian
covariance detΣ is a volume, and we can define an average radius as
�R ¼ ffiffi½p

3�detΣ=ð4π=3Þ.We can quantify the precision by taking the square
root of this radius, which scales like a standard deviation. Altogether, the
relative precision of the frequentist and Bayesian approaches is defined by
the ratio

rNM ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det Covðθ̂F;optÞ

 �
detΣ‘max

6

vuut
: ð47Þ

Here, θ̂F;opt is the frequentist estimator takingmeasurements at the optimal
times, and we consider the same number of total measurements Nshot for
both approaches. This ratio is represented in Fig. 10 for Nshot = 2 × 104,
which is still far from the asymptotic regime of largeNshot where one would
obtain rNM ≈ 1 in similarity to the results found for the OU noise in Fig. 6.
Instead of exploring how this ratio changes with the number of measure-
ment shots, we are here interested in understanding how the degree of non-
Markovianity can affect the performance of the two estimation strategies.
We thus setNshot = 2×10

4, since the variance is already good enough but the
cost in terms of number of measurements is still not too big, and plot the
precision ratio as a function of the real noise parameters. As we can see in

Fig. 10, the blue region represents a regime in which the frequentist
approach is slightly better than the Bayesian one, and coincides with the
regime of Markovian dephasing that is delimited by the dashed white line.
The continuous white line marks the ratio contour line with rNM = 1, and
thus delimits the part of the blue region in which the frequentist approach
with optimal times is preferable. In the green and yellow areas, which
coincide with the non-Markovian regime, the Bayesian approach becomes
preferable and the advantage can actually be quite significant. As we go

Fig. 8 | Optimal times for quantum dephasing LℓQT. We represent the three
optimal times ðt1;opt; t2;opt; t3;optÞ ¼ argminfdetðΣθ̂ðt1; t2; t3ÞÞg as a function of the
ratio of the real noise parameters τc⋆/T2⋆, setting Δc⋆ = 5/T2⋆. The vertical red
dashed line separates the Markovian regime (left) from the non-Markovian one
(right). On the Markovian regime, as τc⋆ ≪ T2⋆, we see that the t1, t2 in blue and
orange tend to zero, while t3 in green tends to the optimal value of the pure Lind-
bladian case t3 ≈ 0.797T2⋆. On the other hand, as τc⋆ increases and memory effects
becomemore relevant, the three optimal times start to depart from each other. In the
non-Markovian regime, the optimal time t2,opt is closer to t3,opt than it is to t1,opt.
Moreover, this optimal t1,opt time starts to decrease as τc⋆ goes deep into the non-
Markovian regime.

Fig. 9 | Bayesian optimal measurement time at each step. We consider the non-
Markovian quantum dephasing with noise parameters τc,⋆= T2⋆/2 andΔc⋆ = 5/T2⋆.
We consider as initial prior a continuous uniform distribution with
g2�n 2 ½g2�n?=3; 3g2�n?�; κ 2 ½3κ?; κ?=3�;Δc 2 ½3Δc?;Δc?=3�. At each Bayesian step, we
increase the data set with jδD‘j ¼ 50 new outcomes. As the Bayesian protocol
proceeds, we see that the Bayesian update times cluster in three groups of data, which
lie around the optimal times t1,opt, t2,opt, t3,opt of the frequentist approach, which are
represented by dashed lines.
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deeper in the non-Markovian regime, the oscillating term in Eq. (46)
becomes bigger and the decay of the coherence exhibits an increasing
number of localmaxima. These localmaxima represent times that provide a
significant amount of information in terms of the Kullback-Leibler
divergence of Eq. (19). Therefore, the presence of more local maxima in
the non-Markovian regimemakes it easier for the Bayesianmethod to, even
if the prior information is minimal, select a time as useful as the
asymptotically optimal times.

It is also useful to quantify the advantage of one estimator with respect
to the other in terms of number ofmeasurements that is required to reach a
target precision, which amounts to reaching the same value of the above
covariance determinant. The values shown for the ratio of the determinants
in Fig. 10 can be converted into the ratio of number of measurements by
assuming that both covariance determinants in Eq. (47) scale as 1=

ffiffiffiffiffiffiffiffiffiffi
Nshot

p
even in the non-asymptotic regime. Although there can be corrections to
this scaling, this can give us in most cases an idea of the proportion of
measurement shots one can save by using the best estimator. With this
assumption, we get Nshot;F=Nshot;B � r2NM, with rNM the ratio of the
determinants of twodifferent approaches. Thus, if for instance rNM=1.5,we
obtain thatNshot,F/Nshot,B≈2.25.Therefore,we getmore than a2×reduction
in the number ofmeasurements with the Bayesian approach in comparison
to the frequentist one to reach the same precision. Going back to the values
of Fig. 10, we see that the Bayesian approach can result in a considerable
improvement as one goes deep in the non-Markovian limit. Before closing
this subsection, it is worth recalling once more that, in practice, the fre-
quentist estimation will never be performed at the three optimal times, and
the advantage of the Bayesian approach can be even bigger. In Sec. II of the
Supplementary Material, we present a detailed comparison of these esti-
mators with another one in which the shots are evenly distributed between
themeasurements after evolution times that cover uniformly thewhole time
interval T. As discussed in Sec. II of the Supplementary Material, the
Bayesian approach is preferable for most of the parameter values, and can
again show a big advantage as one enters into the non-Markovian regime.

Discussion
We have presented LℓQT, a new tool designed to characterize non-
Markovian dephasing noise in QIPs, building upon the established frame-
work of Lindblad quantum tomography. LℓQT extends the applicability of
Lindblad learning to scenarios where temporal correlations and non-
Markovian dynamics play a significant role. In particular, it allows us to
extend the characterization of the generators of quantum dynamical maps
that go beyond the time-homogeneous Lindblad limit, which connect to a
time-local master equation that can display negative decay rates in certain
time intervals and, thus, strictly non-Markovian quantum evolutions.
Through a detailed comparative study, both frequentist and Bayesian
approaches to LℓQT are presented, offering insights into the accuracy and
precision of noise estimation under different conditions.

By focusing on the time-correlated dephasing quantum dynamical
map of a single qubit, we show that LℓQT can be formally expressed as a
parameter estimation process, which simplifies the most general learning
scheme to a single initial state and a singlemeasurement basis. In particular,
the problem reduces to a time-correlated Ramsey estimator for a para-
metrized decay rate, which depends on the noise parameters via a filtered
power spectral density of thenoise. In the frequentist approach, the focus lies
on optimizing measurement times to reduce the number of necessary
measurements while minimizing error in parameter estimation. By lever-
aging statistical inference techniques, the frequentist approach provides
valuable insights into the efficiency andeffectiveness ofLℓQT,particularly in
scenarios with varying degrees of temporal correlations and non-
Markovianity. Conversely, the Bayesian approach offers a more dynamic
and adaptive framework, allowing for the incorporation of prior knowledge
and iterative updates to refine noise estimates over time.

We have compared the performance of both approaches for two dif-
ferent dephasing quantumdynamicalmaps, either for a semi-classical or for
a quantum-mechanical noise model. In both cases, the microscopically-
motivated parametrization allows one to interpolate between a fully Mar-
kovian Lindblad limit, for which we derive analytical solutions for the
optimal estimation, and a time-correlated and even non-Markovian regime
which require a different distribution of the optimal and Bayesian mea-
suring times. Interestingly, in the quantum-mechanical dephasing model,
which can be obtained from a microscopic model of a qubit that is coupled
to a dissipative bosonicmode in both superconducting-circuit and trapped-
ion architectures, the best of the two approaches depends onwhetherwe are
in the Markovian or the non-Markovian regime. The Bayesian approach
yields much better results in the non-Markovian regime, showing that it is
able to automatically adapt to the particularities of the non-Markovian
evolution to make much better estimations with a limited number of shots.
Moreover, we also compare to more standard schemes considered in the
context of Lindbladian quantum tomography, in which the measurements
are distributed uniformly (see Supplementary Material). In this case we
show an advantage of our schemes that again becomesmore appreciable in
the non-Markovian regime for the Bayesian approach. However, we also
find that for the frequentist approach, the optimal distribution of mea-
surements does not always outperform the uniform distribution when the
numberofmeasurments is small and the asymptotic regimehasnot yet been
reached. These results may suggest that the observed patterns extend to
other similar cases, but further exploration would be required to
confirm this.

The semi-classical dephasing model we have discussed has also been
considered in the context of central spin models, where the central spin/
qubit is dipolarly-coupled to an ensemble of environmental spins that play
the role of a mesoscopic bath. For the case of NV centers in diamond130, the
bath corresponds tonearby substitutional nitrogen atoms, also known as P1
centers, which have a much smaller splitting than the qubit. Due to the
mismatch, energy exchange processes can be neglected, and only long-
itudinal ones survive leading to a time-correlated dephasing. For these
systems, assuming incoherent dynamics of different bath spins and negli-
gible back action is a good approximation, such that the above semi-classical
model with an Ornstein-Uhlenbeck process turns out to be a reasonably-

Fig. 10 | Ratio between determinants of covariance matrices of frequentist and
Bayesian approaches.The ratio of Eq. (47) computed for different parameter values
τc⋆ and Δc⋆, and a fixed number of total measurements Nshot = 2 ⋅ 104. The dashed
white line separates the Markovian from the non-Markovian regime, with the non-
Markovian region located in the upper right corner. The continuous white line
indicates the level where the ratio equals 1. 5000 frequentist runs were done to
estimate det Covðθ̂F;optÞ, while 30 Bayesian runs were done to estimate detΣ‘max

for
each point (τc⋆,Δc⋆). In the Bayesian approach 100 shots were taken at each step and
the prior is a continuous uniform distribution with θ∈ [θ⋆/3, 3θ⋆]. Analogously, for
the least-squares minimization used in the frequentist approach (trust-region
reflective algorithm), we set the same parameter bounds as the ones of the uniform
distribution.
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good approximation. More generally, if the bath consists of weakly-
interacting nuclear spins that get dipolarly-coupled to the qubit, bath cor-
relations might be relevant. Although this is not generally valid, when the
leading bath correlations can be reduced topairs of spins, a similarGaussian
semi-classical model can still be used131, albeit considering other PSDs. In
more general situations, one should consider larger groups of spins, and
explore other spin-bath dephasing models. Although this goes beyond the
scope of this work, we believe that incorporating a detailedmicroscopically-
motivated parametrization of this type of non-Markovian dephasing should
allow for a more efficient parametrization of the noise that could be
incorporated in a LℓQT that is similar in spirit to the one considered in
this work.

Future research shall explore the extension of these non-Markovian
characterization techniques to larger quantum systems, combining the
effect of spatial and temporal correlations.More importantly, our work sets
the stage to generalize to more complex situations beyond pure dephasing,
specially focusing on scalability and robustness, and eventually targeting the
noise in full universal gate sets of QIPs.

Methods
Time-local master equation for pure dephasing
For the sake of completeness, we present here a derivation of the time-local
master equation inEq. (20) for aqubit subjected to time-correlateddephasing
noise, both in a semi-classical and a fully quantum-mechanical model. This
serves to introduce well-known concepts and set our notation following77.

a. Semi-classical time-correlated dephasing.- The qubit evolves under a
stochastic rotating-frame Hamiltonian

~HðtÞ ¼ 1
2
δ~ωðtÞσz; ð48Þ

where δ~ωðtÞ is the detuning of the qubit with respect to the frequency of a
drivingused in the initialization/measurement stageswith respect to, andwe
have set ℏ= 1.We use a tilde to highlight the randomnature of δ~ωðtÞ, which
is modeled as a stochastic process with zero mean E½δ~ωðtÞ� ¼ 0, thus
assuming that the driving frequency is resonant with the qubit transition on
average.We recall that the averages are takenwith respect to the underlying
joint PDF of the process for any finite set of times
pδ~ωðδωÞ ¼ pt1 ;t2 ;���;tn ðδω1; δω2; � � � ; δωnÞ, 8n 2 Zþ : δωn ¼ δωðtnÞ
2 R; ftigni¼1 2 T , which fulfills the conditions pδ~ωðδωÞ≥ 0 andR Q

ndδωnpδ~ωðδωÞ ¼ 1121,132. Physically, these stochastic fluctuations can
either stem from frequency/phase noise of the drive, or from additional
external fields that shift the energy of the qubit. For each individual tra-
jectory of the noise δ~ωðtÞ, the evolution of an initial qubit state ρ0 ¼
∣ψ0

�
ψ0

�
∣ in the rotating frame is purely unitary but random, giving rise to

~ρðtÞ, and expectation values will thus depend on stochastic averages E,
leading to a completely-positive trace-preserving (CPTP) map after
averaging ρðtÞ ¼ E½~ρðtÞ� ¼ Et;t0

ðρ0Þ1,64,133,134. The corresponding stochastic
differential equations are

d~ρ
dt

¼ ~Ltð~ρðtÞÞ; ~Ltð
Þ ¼ �i½~HðtÞ; 
�; ð49Þ

where one sees that the noise δ~ωðtÞ thus enters multiplicatively. Using the
Nakajima-Zwanzig74 projection operatorsP ¼ E, andQ ¼ 1�P, we can
find differential equations for the averaged density matrix using

ρðtÞ ¼ Pð~ρðtÞÞ : Qðρ0Þ ¼ 0 ¼ Pð ~LtÞ: ð50Þ

In fact, this averaged evolution can be written as a time-local master
equation99,135,136, namely

dρ
dt

¼ KðtÞρðtÞ; ð51Þ

where KðtÞ is the so-called time-convolutionless kernel that encapsulates
the effects that the finite memory of the time-correlated noise has on the
qubit. In particular, this kernel can be expressed as follows

KðtÞ ¼ P ~Ltð1� ~ΣðtÞÞ�1
; ð52Þ

where we have used a super-operator playing the role of a ‘self-energy’,
which can be expanded as

~ΣðtÞ ¼
X
m

αm~ΣmðtÞ;KðtÞ ¼
X
n

P ~Lt

X
m

αm~ΣmðtÞ
 !n

: ð53Þ

In this way, the kernel is organised in a power series of a microscopic
coupling α that characterizes the order of magnitude of the coupling of the
system to the external noise, and Eq. (50) can be used to show that only even
terms contribute

KðtÞ ¼
X
n

K2nðtÞ: ð54Þ

This series agrees with the Kubo and Van Kampen cumulant
expansion137,138, and one finds that the n-th order term can be expressed in
terms of n − 1 nested time-ordered integrals74, being the lowest-order
contribution K2ðtÞ ¼

R t
0 dt

0Pð ~Lt
~Lt0 Þ. This term is controlled by the

auto-correlation of the stochastic process, leading to

dρ
dt

¼ 1
4

Z t

0
dt0 Cðt; t0Þ þ Cðt0; tÞð Þ σzρðtÞσz � ρðtÞ� 	

; ð55Þ

which, for wide-sense stationary processes, can be expressed in terms of the
PSD of the stochastic process

Cðt � t0Þ ¼ E½δ~ωðtÞδ~ωðt0Þ� ¼
Z 1

�1

dω
2π

SðωÞ eiωðt�t0Þ: ð56Þ

We note that for any wide-sense stationary classical noise, the PSD is even
S(ω) = S(− ω)123, and Cðt; t0Þ ¼ Cðjt � t0jÞ ¼ Cðt0; tÞ such that the
symmetrized autocorrelation function and the symmetrized PSD intro-
duced below Eq. (24) already contain all of the required information for a
second-order approximation. The truncation at this order is justified byfirst
noting that the autocorrelation is typically concentratedwithin jt � t0j≤ τc,
where τc is a characteristic correlation time.Due to the cluster property135,139,
one finds thatK2ðtÞ 	 αζ with α ¼

ffiffiffiffiffiffiffiffiffi
Cð0Þ

p
and a small parameter

ζ ¼ ατc ¼
ffiffiffiffiffiffi
τc
T2

r
; ð57Þ

where we have defined a characteristic time as T2 = 2/S(0). The cluster
property for the higher n-th order contributions, which have (n− 1) nested
integrals, states that the corresponding kernels scale withKnðtÞ 	 αζn�1,
justifying a low-order truncation whenever the condition ζ≪ 1 is met. This
is known as a fast-fluctuation expansion and, back from the rotating frame,
yields the time-local master equation in Eq. (20).

Let us note that the above truncation rests on the importance of the
memory effects τcwithin the T2 time. As discussed in more detail in the
“Results”, this T2 time controls the time scale for the decay of coherences
hσxðtÞi � e�t=T2 in a long-time Lindbladian limit t ≫ τc. However, for
shorter times, the structure of the noise can actually lead to deviations from
this limit, leading to a coherence decay that is not exponential. As empha-
sized in themain text, this is not an univocal signal of non-Markovianity for
the qubit evolution. We note that there is an exception to the τc ≪ T2
requirement for Gaussian random processes, which are defined by a joint
PDF that is a multivariate normal distribution for any set of times. In this

https://doi.org/10.1038/s41534-025-01044-7 Article

npj Quantum Information |           (2025) 11:96 15

www.nature.com/npjqi


case, the time-local master equation in Eq. (20) is actually an exact result,
independently of the value of ζ. In fact, the higher-order contributions to the
kernel74 vanish identicallyKnðtÞ ¼ 0; 8n > 2, due to Isserlis’ theorem,most
commonly referred to as Wick’s theorem in the context of physics
E½δ~ωðt1Þδ~ωðt2Þ � � � δ~ωðtnÞ� ¼

P
σ2SnE½δ~ωðtσð1ÞÞδ~ωðtσð2ÞÞ� � � �E½δ~ωðtσðn�1ÞÞ

δ~ωðtσðnÞÞ�, where Sn is the group of all possible permutations of n elements,
e.g. σ(1, 2,⋯ , n − 1, n) = (n, 1, 2,⋯ , n − 1).

b. Quantum-mechanical time-correlated dephasing.- We consider a
single qubit coupled to an environment, and evolving dρSB=dt ¼ LtðρSBÞ
under the following Liouvillian

Lt ¼ LSB þLB;LSBð
Þ ¼ � i
2

ω0 þ BðtÞ� 	
σz ; 
� �

; ð58Þ

where B(t) is an environment/bath operator that introduces fluctuations on
the qubit frequency, andLBð
Þ is theLiouvillianof the bath. In the standard
description of quantum master equations, the environment is macro-
scopically large and subject to a purely-unitary evolution
LBð
Þ ¼ �i½HB; 
�. When the system-environment coupling is weak,
one can assume that the environment remains unaltered, such that the
evolution takes place on the qubit but there is no back action ρSB = ρ(t)⊗ ρB.
A Born-Markov approximation then yields a non-unitary master equation
for the qubit129. This can be expressed as a time convolutionless master
equation as the one discussed in the previous subsection in Eq. (51), also
truncated at second order, whereP is now a super-operator tracing over the
bath degrees of freedom PðρSBÞ ¼ TrBðρSBÞ ¼ ρ74. The non-unitary
evolution of the qubit results from the large number of degrees of freedom
in the environment, such that the purity of the state can only decrease with
no recurrences.

Let us note, however, that the conditions under which these
assumptions are made can be more general, and the degrees of freedom
playing the role of an environment need not be macroscopically large.
The crucial requirement is that the time with which the effective envir-
onment reaches its steady stateLBðρssB Þ ¼ 0 must be much shorter than
the timescale of interest in which the system evolves ρ(t). In the present
context, this is the case of a single bosonic mode that exchanges energy
with a larger electromagnetic bath with a certain rate κ. The bath Liou-
villian reads

LBð
Þ ¼ �i½HBðtÞ; 
 � þ κ aρay � 1
2
faya; 
g

� �
; ð59Þ

where HB(t) is the bosonic mode Hamiltonian, which can include
external drivings, and a†, a are the bosonic creation and annihilation
operators, respectively. The condition for this single driven-dissipative
mode to act as an environment is that κ must be much larger than the
coupling strength inside B(t). In the context of the superconducting
circuits discussed in the main text, κ is the rate of photon loss in a
resonator, and HB must contain a linear resonant microwave driving of
the resonator that controls the non-zero number of photons in the steady
state124. For trapped ions, κ will be the rate of sympathetic cooling of a
vibrational model in a two-ion crystal, which will also be supplemented
with a smaller heating rate126. The difference of these two rates controls
the population of phonons in the steady state, and can be controlled by an
external laser.

Wenowmove to the interactionpicturewith respect to the bare system
Liouvillian ρIðtÞ ¼ etLS ðρðtÞÞ with LSð
Þ ¼ �i½12ω0σz; 
�, and the bare
bath Liouvillian, i.e., BIðtÞ ¼ etLB ðBðtÞÞ. The key step is that, due to the fast
decay of the bath, for the timescales of interest t≫ 1/κ, one can assume that
ρSBðtÞ ¼ ρðtÞ � ρssB , the second-order time-convolutionless master equa-
tion can be expressed as in Eq. (55) with

Cðt; t0Þ ¼ E½BIðtÞBIðt0Þ� ¼ TrBfBIðtÞBIðt0ÞρssB g: ð60Þ

Here, we have assumed that PðBIðtÞÞ ¼ 0, and we note that B(t) need not
commute with itself at different times. Once more, if these quantum-
mechanical auto-correlation functions are wide-sense stationary,
Cðt; t0Þ ¼ Cðt � t0Þ. We note that, in contrast to the semi-classical case
where S(ω) = S(− ω), this is not necessarily the case in the quantum-
mechanical case S(ω)≠ S(−ω)123.However, in the case of puredephasing, the
time evolution in Eq. (55) only depends on the symmetrized auto-correlation
function �Cðt; t0Þ ¼ 1

2 ðCðt; t0Þ þ Cðt0; tÞÞ and therefore only the symmetric
part of the auto-correlation function influences the time evolution

dρ
dt

¼ 1
2

Z t

0
dt0�Cðt; t0Þ σzρðtÞσz � ρðtÞ� 	

: ð61Þ

Moving back to the Schrödinger picture, we obtain the master equation in
Eq. (20), which will only depend on the symmetrized noise PSD defined
below Eq. (24).

Error analysis and asymptotic statistics
We show here the asymptotic normality of the maximum-likelihood esti-
mator in Eq. (9) when Nshot tends to infinity and how this is related to the
Fisher information in Eq. (13). The asymptotic covariancematrix is used in
the main text to obtain the optimal times of the frequentist estimator and
can be used to obtain approximate confidence intervals of estimations. To
simplify the notation and reduce complexity, we consider the pure
dephasing case here, where the cost function is simplified. However, the
conclusions remain the same, and the general case can be recovered by
substituting i→ i, s, b andmx→mb. In this case, instead of considering only
measurement points in time, we account for measurement configurations,
including evolution times, initial states, measurement bases, and measure-
ment outcomes.

Our estimation θ̂F is affected by the limited number of measurement
shots Ni at each point in time ti, which will cause ~f i to behave as a normal
random variable and will produce a random error in the final estimation of
the parameters. The maximum-likelihood cost function reads

C
pd
TLðθÞ ¼ �

X
i;mx

Ni
~f i;mx

log piðmxjθÞ; ð62Þ

where ~f i;mx
denotes ~f iðmx jθ?Þ and pi(mx∣θ) denotes pTLi ðmxjθÞ. The mini-

mum of the cost function satisfies

∂θC
pd
TL ¼ �

X
i;mx

Ni
~f i;mx

∂θpiðmxjθÞ
piðmxjθÞ

¼ 0: ð63Þ

Since ~f i;mx
¼ piðmxjθ?Þ þ Δ~f i;mx

, with Δ~f i;mx
small, the minimum of the

cost function is slightly displaced from the true minimum θ⋆ to θ⋆ + Δθ.
Taylor expanding Eq. (63) around θ⋆ to first order we have

∂θj C
pd
TL � �P

i;mx

Ni piðmxjθÞ þ Δ~f i;mx

h i ∂θj piðmx jθÞ
piðmx jθÞ

���
θ¼θ?

�

þP
k
∂θk

∂θj piðmx jθÞ
piðmx jθÞ

���
θ¼θ?

Δθk

�
¼ 0:

ð64Þ

Keeping only first-order terms in Δθ and Δ~f i;mx
and simplifying we obtain

X
i;j

ΔθjNi½Iiðθ?Þ�jk ¼
X
i;mx

NiΔ~f i;mx

∂θk piðmxjθÞ
piðmxjθÞ

����
θ¼θ?

; ð65Þ

where we have defined the matrix

½Iiðθ?Þ�jk ¼P
mx

piðmxjθ?Þ∂θj log piðmxjθÞ∂θk log piðmxjθÞjθ¼θ?
: ð66Þ
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Note that this is the Fisher information given in Eq. (12). Taking into
account that Δ~f i;1 ¼ �Δ~f i;0 and

~f i;1 ¼ 1� ~f i;0, and defining the matrices

Jjk ¼
X
i

Ni½Iiðθ?Þ�jk; Fji ¼ Ni

∂θj pið0jθÞ∣θ¼θ?

pið0jθ?Þð1� pið0jθ?ÞÞ
; ð67Þ

we arrive at the expression

Δθk ¼
X
i;j

J�1
jk FjiΔ~f i;0; ð68Þ

which relates differences between the expected and measured values
Δ~f i;mx

¼ ~f i;mx
� piðmxjθ?Þ to differences between the estimated and the

true parametersΔθk.WhenNi is sufficiently large,~f i;0 behaves as the normal
distribution N μ ¼ pið0jθ?Þ; σ2f ¼ pið0jθ?Þpið1jθ?Þ=Ni

h i
. Thus, we have

Δ~f i;0 	 N μ ¼ 0; σ2f i ¼ pið0jθ?Þpið1jθ?Þ=Ni

h i
: ð69Þ

After the linear transformation of Eq. (68), we obtain that Δθ behaves as

Δθ 	 N μ ¼ 0; Σθ̂ ¼ J�1
� �

; ð70Þ

wherewehave used that J�1Fdiagðσ2f ÞFT ðJ�1ÞT ¼ J�1. Thus, the shot noise
produces a normal random error with covariance matrix Σθ = J−1 which
scales as 1/Nshot, withNshot =∑iNi, which is the result presented in Eq. (13).

Data availability
The following GitHub repository contains the code to reproduce our
findings: https://github.com/varona/llqt.

Code availability
The code used to conduct the analyses and generate the results presented in
this work is openly accessible at https://github.com/varona/llqt.
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