Role of interstitial atoms in microstructures and mechanical properties of

TiNbZr and TiNbZrHfTa complex concentrated alloys

Von der Fakultit fiir Georessourcen und Materialtechnik der

Rheinisch-Westfilischen Technischen Hochschule Aachen

zur Erlangung des akademischen Grades eines

Doktors der Ingenieurwissenschaften

genehmigte Dissertation

vorgelegt von

Chengguang Wu, M.Sc.

Berichter: apl. Prof. Dr.-Ing. Dierk Raabe

Asst. Prof. Yan Ma

Tag der miindlichen Priifung: 30.06.2025

Diese Dissertation ist auf den Internetseiten der Universititsbibliothek online verfiigbar






RBHEERYS, BFLTmKE

Long, long is my road, and far, far is the journey; high and low, up

N4
X

and down, I'll search with will

-Yuan Qu (J£J§), {Li Sao (The Lament))






Declaration on Publications

This thesis is a cumulative one, encompassing the following articles that have been published,

submitted, or are ready for submission to peer-reviewed journals. These manuscripts are:

Hydrogen accommodation and its role in lattice symmetry in a TiNbZr medium-entropy alloy

Chengguang Wu, Yilun Gong, Chang Liu, Xuehan Li, Gokhan Gizer, Claudio Pistidda,

Fritz K6rmann, Yan Ma, Jorg Neugebauer, Dierk Raabe
Acta Materialia, DOI: 10.1016/j.actamat.2025.120852

In this study, I characterized the alloys by using in-situ HEXRD and SEM. I analyzed the data
and discussed it with all the authors. I wrote the draft of the manuscript and conceptualized it

with Y. Ma and D. Raabe.

Hydrogen-assisted spinodal decomposition in a TiNbZrHfTa complex concentrated alloy

Chengguang Wu, Leonardo Shoji Aota, Jing Rao, Xukai Zhang, Loic Perriere, Maria Jazmin

Duarte Correa, Dierk Raabe, Yan Ma
Acta Materialia, DOI: 10.1016/j.actamat.2024.120707

In this study, I characterized the alloys by using HEXRD, SEM, and APT. I did the calculation.
I analyzed the data and discussed it with all the authors. I wrote the draft of the manuscript and

conceptualized it with Y. Ma and D. Raabe.

Role of boron in yield strength softening and plastic deformation mechanisms in a refractory
high-entropy alloy
Chengguang Wu, Shaolou Wei, Unai Aizpurua, Loic Perriere, Jean-Philippe Couzinié, Yan

Ma, Dierk Raabe

Ready for submission

In this study, I characterized the alloys by using SEM and APT. I did the tensile tests. I analyzed
the data and discussed it with all the authors. I wrote the draft of the manuscript and

conceptualized it with S.L. Wei, Y. Ma, and D. Raabe



Enhanced ductility in a TiNbZr alloy via nanoscale elemental heterogeneity induced by
a short-term induction treatment
Chengguang Wu, Shaolou Wei, Guillaume Hachet, Yan Ma, Dierk Raabe

In preparation

In this study, I characterized the alloys by using SEM, SAXS and APT. I did the tensile tests.
I analyzed the data and discussed it with all the authors. I wrote the draft of the manuscript and

conceptualized it with S.L. Wei, Y. Ma, and D. Raabe






Acknowledgment

Since beginning my PhD journey on November 1st, 2021, more than three years have flown
by in what feels like the blink of an eye. Undoubtedly, this marks another significant turning
point in my life. At every such juncture, it’s natural to feel a sense of uncertainty or being
momentarily adrift.

After nearly four years at the Max Planck Institute for Sustainable Materials (MPI-Susmat,
formerly Max-Planck-Institut fiir Eisenforschung), I have found it to be an enjoyable and
fulfilling place to study. This journey has undoubtedly been a meaningful and treasured
experience—pleasant and rewarding, albeit sometimes challenging. At this moment, I would
like to take some time to express my gratitude:

A big thank you to Prof. Raabe, for accepting me into your team and providing me with the
opportunity to learn and embark on my research journey within such a prestigious, world-
renowned platform. I am deeply grateful for your unwavering support and supervision
throughout my entire PhD. Although you are always busy with your work, you always make
time to listen to my "naive and silly" thoughts and patiently offer your valuable suggestions.
Your unwavering passion for truth, resilience in overcoming challenges, and boundless
enthusiasm for science are truly unmatched. These qualities have profoundly influenced me
and laid the foundation for my scientific understanding and approach.

I am also sincerely thankful to Prof. Jochen M. Schneider for your interest and co-advising of
the present work.

To Prof. Dr. Yan Ma (my second supervisor), for your unwavering support, continuous
encouragement, and insightful guidance throughout my PhD journey. Your constructive
discussions, invaluable suggestions, and thoughtful feedback have been instrumental in my
growth as a researcher. With your help, I have overcome numerous obstacles, and for that, I
sincerely thank you.

To Dr. Shaolou Wei (both a senior and a friend): I have deeply benefited from your extensive
expertise in materials science and physical metallurgy, which has guided my decisions through
ongoing discussions and insightful feedback. Your positive approach and unwavering
enthusiasm for research have been truly inspiring, constantly motivating me to move forward
and grow as an independent and critical-thinking researcher.

I'would also like to express my sincere gratitude to Dr. Liuliu Han and his family (Dr. Jin Wang
and their lovely daughter, Ximu Han) for their unwavering support throughout my entire PhD

journey. Their kindness has made me feel at home, even while being overseas. The time we



spent together—playing basketball, having discussions, chatting, and even venting our
complaints—will undoubtedly become cherished memories, ones I will recall fondly, even
after many years.

Many thanks to Prof. Dr. Stefan Zaefferer for his nurturing nature to all PhD students/Postdoc
researchers and the unconditional support in his fields of expertise (SEM-related techniques).

I would like to extend my heartfelt gratitude to my supportive colleagues at/outside MPI-
Susmat: Dr. Xizhen Dong, for the invaluable guidance and support during the final stages of
my PhD studies; Dr. Xinren Chen, my friendly roommate throughout most of my PhD journey;
Prof. Dr. Alfons Fischer, for the enlightenment and encouragement, particularly at the
beginning of my challenging times; Mr. Daniel Otto de Mentock, my dear friend at MPIE, who
was always willing to lend an ear and listen to my thoughts; Dr. Guillaume Hachet, for the
technical exchanges and fruitful discussions; Prof. Jean-Philippe Couzini¢, for his kind support
and technical exchanges on my topics; Mr. Lennart Hitzemann, for his kind support on my PhD
thesis. I would also like to thank Prof. Baptise Gault, Dr. Dirk Ponge, Dr. Mohamed Naguib
Elkot, Dr. Leonardo Shoji Aota, Dr. Jing Rao, Dr. Xin Geng, Dr. Xuyang Zhou, Dr. Ziyuan
Rao, Dr. Yue Li, Dr. Chuanlai Liu, Dr. Yuxiang Wu, Dr. Chang Liu, Dr. Yilun Gong, Dr.
Anurag Bajpai, Dr. Faisal Waqar Syed, Dr. Yujun Zhao, Dr. Barak Ratzker, Dr. Eric Woods,
Mr. Guangyi Guo, Mr. Longqi Bai, Ms. Hongyu Chen, Mr. Waleed Mohammed, Mr. Manuel
Gathmann, Ms. Ozge Ozgiin, Mr. Ubaid Manzoor, Mr. Kartik Sunil Umate, and Mr. Shiv
Shankar for their invaluable supports and encouragements.

To the most reliable, supportive, and friendly technicians, Ms. Monika Nellessen (for the
training of SEM), Ms. Katja Angenendet, Mr. Christian Brof3, Ms. Heidi Bogershausen
(Hardness and nanoindentation tests), Mr. Jiirgen Wichert (for the heat treatment), Mr. Simon
Reckort, Mr. Frank Riiters, Mr. Tristan Wickfeld, Mr. Sascha Flaum, Mr. Andreas Sturm (FIB
training), Mr. Herbert Faul, Mr. Uwe Tezins, and Mr. Zakarya Meshou. Special thanks to Mr.
Michael Adamek, who has been an invaluable professional technician, assisting with
mechanical testing such as tensile tests, dilatometry, and white-light confocal microscopy.
Beyond his technical expertise, he is also an exceptional ping-pong player and a thoughtful
friend, making my time at the institute both fruitful and enjoyable.

Special thanks to the China Scholarship Council for the financial support during my PhD study
(Number: 202106780003).

To my best friends outside MPI-Susmat—Xiang Wang, Xin Liu, Wenbo Wang, Haowen Gu,
Guanfeng Wu, and Chongfu Hu—thank you for staying in touch and for sharing in both the

challenges and aspirations of each other’s journeys.

II



Last but certainly not least, I would like to express my deepest gratitude to my beloved
family—my partner, my parents, and my brothers—for their endless love and unwavering
support throughout my life. Your encouragement has been my anchor in the past, my strength
in the present, and my inspiration for the future. You are the reason I continue to persevere on

this long and challenging journey.

I



Abstract

To address the growing global demand for transportation and energy, the development of more
efficient turbine engines and power generators capable of operating at higher temperatures and
tolerating extreme conditions (e.g., H> exposure) is essential. Over the past decade, refractory
complex concentrated alloys (RCCAs), consisting of three or more transition elements from
groups IV, V, and VI, have emerged as promising materials due to the vast compositional
versatility and superior mechanical properties at elevated temperatures compared to the
conventional refractory alloys. However, the brittleness of RCCAs at room temperature
significantly limits their practical applications. Recent findings indicate that interstitial
elements contribute to the brittle behavior of RCCAs at ambient conditions. Moreover, the
strong affinities between interstitials and refractory elements underscore the influence of these
small atoms on microstructure and phase stability, which, in turn, alter macroscopic mechanical
performances. This thesis seeks to offer an in-depth understanding of the interplay between
interstitial atoms (especially H) and RCCAs, focusing on their effects on microstructure, phase
stability, and consequent mechanical properties, to advance the design of RCCAs with
optimized performance under extreme conditions:

(1) Hydrogen Accommodation in TiNbZr RCCA: [n-situ synchrotron high-energy X-ray
diffraction combined with density functional theory reveal hydrogen-induced lattice expansion
(holding at 500 °C) and transformation (body-centered cubic to body-centered tetragonal cubic
structure upon cooling) in a TiNbZr RCCA. Hydrogen prefers to accommodate at tetrahedral
sites, while the ordered distribution of hydrogen solutes results in the occurrence of
tetragonality.

(2) Hydrogen-Assisted Spinodal Decomposition: In a TiNbZrHfTa RCCA, hydrogen
modulates nanoscale spinodal decomposition, creating chemical fluctuations and enhancing
hardness. A thermodynamic model demonstrates the role of hydrogen in destabilizing single-
phase structures, enabling novel microstructure tailoring strategies.

(3) Boron Effects on Grain Boundary Chemistry: Boron segregation alters grain boundary
chemistry in a TINbZrHfTa RCCA, reducing yield strength and enabling grain boundary shear
localization. Enhanced slip transfers upon boron doping highlight the role of segregation
engineering in optimizing mechanical performance.

(4) Ductilization via Oxygen-Induced Nanoscale Chemical Heterogeneity: The
incorporation of oxygen interstitials in a TINbZr RCCA induces the formation of nanoscale

chemical heterogeneity, characterized by Ti concentration fluctuations. The presence of Ti-
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enriched regions strongly pins dislocation, resulting in an increase in strain-hardening rate and
strain rate sensitivity, accompanied by the refinement of deformation bands. These
microstructural characteristics collectively contribute to improved ductility while preserving
yield strength, offering a promising strategy for overcoming the strength-ductility trade-off in
RCCAs.

These findings highlight the critical role of interstitial atoms in influencing microstructure and
phase stability, ultimately shaping macroscopic mechanical performance, and providing a

foundation for designing RCCAs with tailored properties for demanding applications.



Kurzfassung

Um der wachsenden globalen Nachfrage nach Transport und Energie gerecht zu werden, ist
die Entwicklung effizienterer Turbinen und Kernreaktoren erforderlich, die bei hdheren
Temperaturen betrieben werden konnen und extremen Bedingungen (z. B. Hz-Exposition)
standhalten. In den letzten zehn Jahren haben sich refraktire komplex konzentrierte
Legierungen (engl.: refractory complex concentrated alloys, kurz: RCCAs), bestehend aus drei
oder mehr Ubergangselementen der Gruppen IV, V und VI, als vielversprechende Materialien
erwiesen. Sie bieten eine breite Zusammensetzungsvielfalt und verbesserte mechanische
Eigenschaften bei erhohten Temperaturen im Vergleich zu herkdmmlichen refraktdren
Legierungen. Die Sprodigkeit von RCCAs bei Raumtemperatur schriankt jedoch ihre praktische
Anwendbarkeit erheblich ein. Aktuelle Studien zeigen, dass interstitielle Elemente maB3geblich
zum sproden Verhalten von RCCAs bei Umgebungsbedingungen beitragen. Dariiber hinaus
verdeutlichen die starken Affinitdten zwischen interstitiellen Atomen und refraktiren
Elementen deren Einfluss auf die Mikrostruktur und Phasenstabilitit, was wiederum die
makroskopischen mechanischen Eigenschaften verdndert. Diese Arbeit zielt darauf ab, ein
tiefgreifendes Verstdndnis der Wechselwirkungen zwischen interstitiellen Atomen
(insbesondere H) und RCCAs zu erlangen, wobei der Fokus auf deren Auswirkungen auf die
Mikrostruktur, Phasenstabilitdit und mechanischen Eigenschaften liegt, um die Entwicklung
von RCCAs mit optimierten Eigenschaften unter extremen Bedingungen voranzutreiben.

(1) Wasserstoffaufnahme in TiNbZr-RCCA: [n-situ Synchrotron Hochenergie-
Rontgenbeugung kombiniert mit Dichtefunktionaltheorie zeigt eine durch Wasserstoff
induzierte Gitterexpansion (stabil bei 500 °C) und eine Umwandlung (kubisch-raumzentriert
zu raumzentrierte tetragonale beim Abkiihlen) in TiNbZr RCCA. Wasserstoff besetzt
bevorzugt die Tetraederliicken. Bei geordneter Verteilung von H im Kristallgitter, wird dieses
tetragonal.

(2) Wasserstoffunterstiitzte Spinodale Entmischung: In der untersuchten TiNbZrHfTa
RCCA Legierung beeinflusst die Anwesenheit von H die spinodale Entmischung. Dadurch
verandert sich die Phasenzusammensetzung und die Werkstoffhdrte wird gesteigert. Ein
thermodynamisches Modell zeigt, wie Wasserstoff zur Destabilisierung von
Einphasenstrukturen beitrdgt und so neue Moglichkeiten der Mikrostrukturmodifikation
eroffnet.

(3) Einfluss von Bor auf die Korngrenzenchemie: Die Segregation von Bor an der

Korngrenze verdndert die lokale chemische Zusammensetzung in TiNbZrHfTa-RCCA,
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reduziert die Streckgrenze und ermdglicht gleiten an der Korngrenze. Der verbesserte
Gleittransfer durch Bor-Dotierung verdeutlichen den grolen Einfluss, den gezielte
Ausscheidungen auf die mechanischen Eigenschaften haben.

(4) Erhohung der Duktilitit durch Sauerstoff induzierte nanoskalige chemische
Heterogenit:it:

Die interstitielle Einlagerung von Sauerstoff in TiNbZr-RCCA fiihrt zur Bildung einer
nanoskaligen chemischen Heterogenitit, die sich in Ti-Konzentrationsfluktuationen
manifestiert. Die Ti-angereicherten Bereiche wirken als starke Versetzungsbarrieren, was zu
einer erhohten Verfestigungsrate und gesteigerten Dehnratenempfindlichkeit fiihrt, diese
Effekte werden begleitet von einer Verfeinerung der Deformationsbénder begleitet. Die
mikrostrukturellen Merkmale tragen gemeinsam zur verbesserten Duktilitét bei, wihrend die
Streckgrenze erhalten bleibt, und stellen somit eine vielversprechende Strategie zur
Uberwindung Festigkeits-Duktilitéts-Kompromisses in RCCAs dar.

Diese Ergebnisse unterstreichen die entscheidende Rolle interstitieller Atome bei der
Beeinflussung der Mikrostruktur und Phasenstabilitdt, welche letztlich die makroskopischen
mechanischen Eigenschaften prigen, und bieten eine Grundlage fiir die Entwicklung von

RCCAs mit mafgeschneiderten Eigenschaften fiir anspruchsvolle Anwendungen.
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1. Introduction

1.1. Background and meotivation

1.1.1. The burgeoning of complex concentrated alloy

Since the Bronze Age, seeking mechanically strong but intrinsically ductile materials has
always been a goal for humans. One well-established approach is to add alloying materials, a
practice that remains essential today. For example, steels containing a small amount of carbon
are the most important metallic materials worldwide, with a production quantity of 1.95 billion
tons in 2021, serving industries such as construction, infrastructure, transportation, efc. [1]. The
small addition of carbon can help improve the strength of steel, and this alloying strategy has
endured for millennia. Similar alloying practices involve adding minor amounts of secondary
elements to principal-element alloys, such as Ti alloys (e.g., by adding Al, V), Al alloys (e.g.,
by adding Cu, Mg), Cu alloys (e.g., by adding Zn, Sn), efc. [2]. However, limited possible
combinations can be anticipated on the basis of this primary-element strategy, resulting in the
fact that most such alloys were identified and extensively studied during the last century.

To expand the compositional space, researchers have begun to explore new strategies for
mixing multiple principle elements with relatively high concentrations (usually >5 at.%). It is
worth noting that intermetallic phases are prone to form when increasing the amounts of
secondary alloying elements, even for the binary systems. Not to mention the quinary and other
higher-order systems, where numerous combinations of secondary phases are available,
making the prediction of phase composition tough. Generally, the tendency of an alloy to form
a solid solution or the intermetallic phases (one or more) can be judged by the change in Gibbs
free energy (Fig. 1.1),

AG = AH —TAS (1.1)
where AG, AH, and AS represent the Gibbs free energy, enthalpy, and entropy, respectively,
while T denotes the absolute temperature. From this equation, the phases present within the
system at the thermodynamic equilibrium state can be identified by comparing the Gibbs free
energy of all possible phases consisting of the principle elements. Inspired by the “high entropy”
concept, Jien-Wei Yeh et al. and Brain Cantor et al. pioneered the fabrication of the so-called
high-entropy alloy with five or more equiatomic elements (often ranging from 5 at.% to 35
at.%), forming a single solid phase [3]. The underpinning hypothesis of this concept is that the
presence of multiple elements in equiatomic concentrations would significantly increase the
configurational entropy of mixing (AS,,, ), counteracting the enthalpies of secondary phase

formation and thus preventing the occurrence of intermetallics potentially harmful to



mechanical properties. This concept has sparked a significant global effort in alloy design,

resulting in the development of a broader family of alloys.
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Fig. 1.1 Possible mixing reactions for the case of an alloy containing three principle elements [2].

The popularity of the term, high-entropy alloys, currently specifically points to a class of
metallic alloys with five or more principle elements in relatively high concentrations (5-35
at.%) [2, 3]. By assuming an ideal solid solution (where mixing enthalpy ((AH.;3;) is zero, and
the configuration entropy (AS.ZL: ) of the competing intermetallic phases is also zero), Yeh and
co-workers simplified the problem that the final phase composition of this complex system
mainly depended on the difference between —TAS3:; and AHL%: [3, 4]. The entropy of this

ideal solid solution (ASS;S; ) can be defined as,

ASSS: = —R Z x; In x; (1.2)



where R, and x; represent the gas constant and the mole fraction of the i element, respectively.
Assuming an equiatomic ternary or higher-order alloy, we would have x; = x, = x3 =...=
Xns

ASSS: = —Rlnn (1.3)
Here, n denotes the number of elements in this alloy systme. Based on this simplification, alloys
are categorized by their magnitude of entropy: low-entropy alloys (AS5;; < 0.69 R), medium-
entropy alloys (0.69 < RASS:S: < 1.61R), and high-entropy alloys (ASS:5; > 1.61 R) [3].
However, such a definition still prevents these multi-principle alloys from embracing a broad
space of composition combinations, such as non-equiatomic, multi-phase, metastable high-
entropy alloys, or alloys with interstitial alloying elements. Additionally, researchers found out
that the so-called “high-entropy” is not the primary factor responsible for their structure and
properties of them. Others have proposed alternative terms for this nascent class of alloys,
including multi-component alloys, compositionally complex alloys, complex concentrated
alloys, etc., reflecting an expanded definition. This broader scope includes: (1) removing the
limitations of equiatomic concentrations; (2) accommodating small additions of secondary
elements; and (3) eliminating boundaries on entropy magnitude and phase composition [5].
Herein, we adopt the term complex concentrated alloys (CCAs) for this study, focusing
primarily on the ternary TiNbZr alloy, and the quinary TiNbZrHfTa alloy.
The expanded degrees of freedom resulting from the multi-component and evolving definition
of CCAs have driven the alloy design community to explore diverse strategies in pursuit of
exceptional mechanical properties. Therefore, the next focus of CCAs lies in understanding the
correlations between composition, microstructure, or processing parameters, and their resulting
mechanical properties. The mechanical behavior of CCAs under stress and the underlying
deformation mechanisms have been extensively investigated [5, 6]. Similar to conventional
metals, CCAs contain various kinds of defects that disrupt the regular three-dimensional atomic
arrangement of a perfect crystal (Fig. 1.2a). These fundamental properties of CCAs are closely
correlated to specific deformation mechanisms, which subsequently lead to the corresponding
various macroscopic mechanical behaviors (Fig. 1.2b). Gaining a fundamental understanding
of the factors driving these mechanical responses is crucial for advancing the mechanistic
design of materials with enhanced mechanical properties. Four core effects of CCAs are
summarized as compared with the conventional metals: (1) the high-entropy effect (helps to
stabilize the single solid solution phase), (2) sluggish diffusion effect (change in the kinetic of

phase transformations), (3) severe lattice distortion effect (influence the mechanical and



functional behaviors), and (4) cocktail effect (composite effect from both the basic features and
interactions among all the principle elements) [7]. Even within single-phase solid solutions, a
broad range of CCAs has been identified, including face-centered cubic (FCC), body-centered
cubic (BCC), hexagonal close-packed (HCP), and orthorhombic crystal structures [2, 5-7].
Here, to maintain focus and avoid redundancy, this discussion is limited to two extensively

studied alloys: the FCC CrMnFeCoNi (Cantor) and the BCC TiNbZrHfTa CCAs.
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Fig. 1.2 (a) Schematic diagram depicting the typical microstructural features with the corresponding size [8]. (b)
Scheme illustrating the connection of fundamental properties of materials to the associated deformation
mechanisms, which in turn, result in the observable macroscopic mechanical behaviors [6]. (¢) Room-temperature
uniaxial tensile strength vs. elongation of complex concentrated alloys (CCAs), categorized according to the
presence of constituent phases [6].

FCC CrMnFeCoNi CCA. Deformation mechanisms involve the motion and interaction of
defects within the crystalline lattice. The primary defects driving plasticity are dislocations,
which serve as the carriers of plastic deformation, leading to plastic strain. Grain boundaries
are also crucial, as they interact with or generate dislocations, contributing to the strengthening
of metals (Hall-Petch effects). The deformation mechanism of CrMnFeCoNi, the so-called
Cantor alloys, is governed by its unique multi-elemental nature and slip system activation under
varying conditions. At room temperature, deformation primarily occurs through dislocation
glide on the {111}(110) slip system, typical of FCC structures with high ductility. The high

strain-hardening rate is attributed to dislocation interactions and forest hardening (Fig. 1.3a),
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where dislocations are pinned by atomic-scale lattice distortions caused by the multi-elemental
nature of the CCA [6, 9]. Additionally, the in-situ TEM studies reveal the wavy dislocation line
and its jagged glide motion inside this CCA under external loading (Fig. 1.3b) [10]. This
dislocation behavior is mainly attributed to local fluctuations in the Peierls friction, as
suggested by atomistic simulations. At cryogenic temperatures, deformation twinning (Fig.
1.3¢) is activated due to the increased stacking fault energy (SFE), transitioning the mechanism
from dislocation glide to twinning-induced plasticity (TWIP) [9]. The activation of {111}(112)
twinning systems contributes to additional strain hardening, as twin boundaries act as obstacles
to dislocation motion. In some cases, the Cantor-analogous alloy may also exhibit
transformation-induced plasticity (TRIP) effects, especially when external factors like stress or
compositional adjustments (i.e., with reduced Mn concentration) induce a phase transformation
(e.g., FCC to HCP) [11]. These combined effects—solid-solution strengthening, TWIP, and
potential TRIP—result in exceptional ductility, high strength, and superior strain hardening
capabilities, making the Cantor alloy a benchmark material for understanding the deformation

behavior of high-entropy alloys.

Fig. 1.3 (a) The formation of tangled dislocations, forming dislocation cell structures at a true strain of ~22% at
room temperature, leading to forest hardening [9]. (b) In-situ TEM snapshots showing a sequence of gliding
dislocations ({111}(110}) activated under external loading [10]. (c) Representative TEM images showing the
formation of deformation twinning in a CrMnFeCoNi CCA when strained to ~9% under cryogenic condition (77

K) [9].



BCC TiNbZrHfTa CCA. The TiNbZrHfTa alloy, a refractory CCA (RCCA) with a BCC
crystal structure, is characterized by its high strength and limited ductility due to the inherent
properties of BCC metals [12, 13]. The high Peierls barrier in BCC RCCAs indeed results in
high strength. However, this barrier also leads to the subtle differences between the ideal
strengths for shear instability and atomic-level cleavage inception (i.e., the ideal ultimate
tensile strength), thus giving rise to the limited ductility in this class of alloys [12, 14] The
deformation mechanism of this RCCA is complex as compared with the aforementioned FCC
CCA. The glide of a/2<111> screw dislocations with a non-planar degenerated core structure
has been recognized as the predominant slip mode for plastic strain accommodating in this
RCCA (Fig. 1.4a) [15]. Cross slip of screw dislocations can also occur, moving from the
primary slip plane to another intersecting slip plane among various crystal planes that share the
common Burgers vector, for example, the {110}, {112}, and {123} planes, which is also
known as pencil glide (Fig. 1.4b) [16]. Additionally, the significant plasticity often is
accompanied by the activation of additional slip systems such as {112}(111) and {123}(111)
slip systems [16-18]. As compared with the conventional BCC alloys, the RCCA exhibits
strong solid-solution strengthening due to the severe lattice distortion caused by the significant
atomic size mismatch among its constituent elements, thus resulting in high strength [19-21].
At elevated temperatures, thermally activated dislocation motion, along with mechanisms such
as grain boundary sliding and potential phase transformations, enhances plasticity. This
behavior endows TiNbZrHfTa RCCA with promise for strength and ductility across the entire
temperature spectrum (Fig. 1.4c), which makes it suitable for high-temperature applications,
including extreme environments such as aerospace engineering and hydrogen-powered engines
[19]. Additionally, localized stress concentrations at grain boundaries or phase interfaces can
lead to deformation-induced phase transformations, which may further influence mechanical
behavior [22]. These characteristics make TiNbZrHfTa a promising material for high-
temperature applications, but its deformation mechanisms highlight the trade-off between

strength and ductility in RCCAs.
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Fig. 1.4 (a) Differential displacement maps for the non-degenerate core structure as a function of shear stress ()
[15]. (b) Schematic diagram demonstrating the composite slip in RCCA, where slip producing macroscopic strain
on one particular {110} plane is accompanied by the second system to fulfill the boundary conditions [16]. (¢)
The yield strength of refractory alloys as a function of temperature and 77/7jiguia, Where Tjiquia denotes the melting
temperature, showing the high strength of this class of RCCA across the entire temperature spectrum [19].

1.1.2. Interaction between interstitials and refractory complex concentrated alloy

The emergence of the “complex concentrated alloy” concept has also significantly accelerated
the development of RCCAs. Unlike conventional refractory alloys with one or two principal
elements, RCCAs are composed of multiple (often three or more) refractory elements in near-
equimolar ratios [2, 21]. RCCAs represent a significant advancement in the field of metallurgy
and materials science. These RCCAs were developed to address the need for materials that can
maintain good mechanical performance under high-temperature and extreme environments,
such as aerospace, nuclear reactors, and energy applications [23, 24]. Refractory elements can
be classified into two categories: (1) those with melting temperatures above 2000 °C, such as
Nb, Ta, Mo, W, and Re [25, 26]; and (2) transition elements from subgroups IV, V, and VI of
the periodic table (the broader definition) [21]. The high melting points, exceptional oxidation

resistance, and superior mechanical properties of these refractory elements make them ideal



candidates for RCCAs. Additionally, the concept of high configurational entropy stabilizing
single-phase microstructures has further propelled the exploration of these alloys, enabling
significant advancements in the optimization of mechanical properties for high-temperature
applications.

RCCAs typically crystallize in BCC structures and form a random solid solution, characterized
by some degree of lattice distortion, though some may exhibit dual-phase microstructures
depending on compositions [20, 21]. The BCC structure is particularly notable for its low
atomic packing efficiency (68%) and its abundance of interstitial sites (6 octahedral sites and
12 tetrahedral sites within one BCC lattice), in contrast to FCC and HCP crystal structures (Fig.
1.5a) [12, 27]. The size of tetrahedral and octahedral sites are 0.155 R and 0.291 R for BCC
crystal structures, respectively (where R is the atomic radius) [12, 28]. These interstitial sites
provide ample room for the accommodation of small atoms such as carbon (C), nitrogen (N),
oxygen (O), boron (B), and hydrogen (H), which can significantly influence the mechanical
properties of RCCAs [23, 29]. For example, C and N readily occupy these interstitial sites,
causing severe lattice distortions and thus resulting in enhanced solid-solution strengthening
[30, 31]. Beyond occupying the interstitial sites, these interstitial atoms also interact with other
microstructural features within the materials (Fig. 1.5b), such as dislocations and grain
boundaries (GBs), or bind with principle elements to form ordered structures like precipitates
[32, 33]. These interactions profoundly impact the mechanical behavior of RCCAs. For
instance, the segregation of O impurities to the GBs of NbMoTaW RCCA has been shown to
cause GB decohesion, leading to catastrophic failure (i.e., significant loss in ductility) [32]. On
the other hand, controlled incorporation of interstitials, such as O, can enhance strength and
thermal stability, making these elements both a challenge and an opportunity for optimizing
RCCAs [33, 34]. The detailed interactions between interstitial atoms and RCCAs, along with
their influence on macroscopic mechanical responses, will be elaborated in the following

sections.
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Fig. 1.5 (a) Illustrations of the prototypical body-centered cubic (BCC) lattice structure of a refractory complex
concentrated alloy (RCCA) consisting of four principle elements [23]. Two kinds of interstitial sites (tetrahedral
and octahedral) are pointed out with red spheres. (b) Scheme showing the various microstructural features in
RCCA and the possible accommodation sites for interstitial atoms [23].

Apart from the availability of accommodation sites within BCC RCCAs, the strong chemical
affinities of these refractory elements to interstitial atoms (with corresponding mixing
enthalpies listed in Table 1.1, and Ellingham diagrams for compounds shown in Fig. 1.6)
underscore the critical role of these small atoms in microstructure and phase stability [35-38].
Interstitial constituents that end up in RCCAs, and influence their mechanical behaviors, often
exist in these relatively high abundances as diatomic gaseous molecules in the atmosphere,
such as Oz, N, H20, and H> (e.g., in hydrogen engines). These interstitials can be introduced
into RCCAs during the synthesis and processing through exposure to the external atmosphere.
Furthermore, RCCAs are specifically designed to operate in extreme service environments,
including the high-temperature and corrosive conditions encountered in aerospace, nuclear
reactors, and energy systems. Such harsh environments expose RCCAs to interstitial elements
from the external atmosphere, facilitating the dissolution and subsequent diffusion of these
atoms into the RCCA lattice [39-41]. The BCC structure of RCCAs, characterized by its low
packing density (68%), offers larger and more accessible interstitial sites compared to FCC and
HCP structures. This structural characteristic further promotes the diffusion of interstitial atoms
particularly under high-temperature conditions where diffusion rates are significantly elevated
[28, 41]. Therefore, interactions between interstitial atoms and RCCAs during services are both
unavoidable and influential, necessitating careful consideration. The diffusion of interstitials

into RCCAs can lead to substantial changes in their properties.



Table 1.1 The values of mixing enthalpy (AHJE*, kJ/mol) between refractory elements and interstitial elements
(H, B, C, and N) [35].

Ti -54 -58 -109 -190
Zr -69 -71 -131 -233
Hf -63 -66 -123 218
\% -39 42 -82 -143
Nb -46 -54 -102 -174
Ta -46 -54 -101 -173
Cr -28 -31 -61 -107
Mo -28 -34 -67 -115
W -24 -31 -60 -103
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The interaction between interstitials and RCCAs i1s a complex but critical aspect of their
behavior, influencing mechanical properties, and phase stability. Some interstitial impurities
intentionally added to RCCAs activate mechanisms that enhance both strength and ductility
[30-32]. Conversely, trace amounts of interstitials have been observed to segregate to grain
boundaries, causing severe embrittlement of the alloys [32]. By understanding the mechanisms
through which interstitial impurities affect RCCAs and their influence on mechanical
properties, additional criteria can be established for the holistic design of RCCAs with
optimization of mechanical properties.

On Grain boundary segregation. Interstitial elements including H, B, C, N, and O have a
tendency to segregate at GBs due to their lower energy state at these sites. This segregation
behavior can be straightforwardly derived from classical thermodynamics, a certain element i

may preferentially reside in grain boundaries due to the reduction in free energy [42-44],

ex

N.
dGzz(ygB——Zt;AE%g>dAGB (1.4)

where the excess amount of solute N lowers the reference-state grain boundary energy y3g
by means of a segregation energy term, AEg.s . Agp represents the surface area of the GBs.
Furthermore, the excess quantity can be ideally approximated using the Langmuir-McLean
adsorb isotherm, assuming a dynamic equilibrium between the adsorption and the desorption

rates at a monolayer level [42, 45, 46],

xFB xB AEFE (15)
= exp | — :
X0 G (1=xP) P\ RT
where xf® and x? denote the molar concentration of element i in the GB and the bulk,

respectively. xiG B0 represents the molar GB occupantion fraction of the same element in
saturation. R, 7, and AEiGB are the gas constant, temperature, and the free molar energy of
segregation, respectively. The segregation coefficient (f3;), also referred to as GB enrichment

factor, as can then be obtained via [42],

xfB AEFE
:Bi = X_B = exp — RT (16)

l

to advance tailored-design segregation characteristics. As compared with the Gibbs concept,
the Langmuir-McLean equation is usually more practical for quantifying segregation at solid-
state interfaces since we do not need detailed information on the GB energy, as well as its

variations with temperatures and compositions.
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For RCCAs, the segregation of interstitial constituent atoms at GBs and the consequent
reduction in GB cohesion are key contributors to the brittle, intergranular fracture of these
alloys. For instance, as revealed in Fig. 1.7a, the segregation of O impurities at GBs has been
observed in the as-cast NbMoTaW RCCA [32]. The iso-concentration surfaces (2.1 at.%) of O
clearly indicated a higher concentration of O at GBs as compared with that in the matrix. This
segregation behavior leads to embrittlement due to the decohesion of GBs caused by O
impurities. However, such a brittle behavior can be mitigated by the intentional addition of B
and C, which compete with O for GB accommodation sites (Fig. 1.7b). As suggested by density
functional theory (DFT) calculations, B and C both exhibit lower segregation energies than O,
leading to a higher tendency for them to segregate to GBs. This competitive segregation not
only prevents O from occupying GBs but also strengthens GBs through the stronger bonding
between the dopants and neighboring constituent elements, thus improving the cohesion of
GBs. B is a commonly used dopant for strengthening GBs due to the increase in GB cohesion,
a strategy that has also been applied to strengthen Hf:Moo sNbTa,TiV1.s5.xZry (x=0.5 or 1), and
VNbMoTaW [47, 48]. A similar strengthening effect was reported for C and N interstitials in
the equiatomic TiNbZr RCCA (Fig. 1.7c¢), where their segregation reduces GB energy and
stabilizes the GB [49]. The critical role of GBs in governing plastic strain inhomogeneity in
RCCAs has attracted significant attention due to the influence of interstitial solutes. This sort
of experimental observation has motivated the proposition of grain boundary engineering, and
more recently, inspired the coming of segregation engineering, a class of microstructural design
paradigm that centers on atomic-scale fine-tuning of the GB excess quantity. The integration
of thermodynamic theory with experimental observation provides a robust framework for
leveraging solute segregation to enhance the mechanical performance of RCCAs. By
modulating site-specific GB chemistry or structure, it becomes possible to extend the

mechanical property limits of these advanced RCCAs.
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Fig. 1.7 (a) Three-dimensional elemental distribution in the as-cast NbMoTaW RCCA, illustrating the segregation
of O impurities at the grain boundaries (GBs) [32]. (b) Three-dimensional elemental distribution for the B-doped
NbMoTaW RCCA, showing the B segregation at the GBs [32]. (c) Three-dimensional reconstruction of a TiNbZr
RCCA tip including the GB, and the corresponding 1D compositional profile following the arrow across the GB
[49].

On Phase Stability. Generally, refractory elements exhibit high solubilities for interstitial
elements due to their low enthalpies of solution and formation of metal-nonmetal compounds
[35-38]. On the other hand, these refractory elements exhibit low electron affinity, attracting
those elements with high electronegativities—such as H, B, C, N, and O—to form stable
compounds [36-38]. These compounds, including carbides, nitrides, and oxides, significantly
influence the phase stability of RCCAs. Therefore, the presence of interstitials can stabilize or
destabilize specific phases by modifying the thermodynamic free energy landscape of RCCAs,
thereby affecting phase equilibria or promoting the formation of multi-phase microstructures.
For example, the exposure of TiZrNbTa RCCA to an H-enriched environment at 800 °C for 30
min induces phase separation (Fig. 1.8a) [50]. Single BCC phase decomposes into a composite
of nanoscale Nb/Ta-rich BCC1 phase and Ti/Zr-rich BCC2 phase, following an orientation
relationship of (110)scc2//(110)scci, [001]scc2//[001]Bcci. A similar phase decomposition
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process is also observed in TiNbZrHfTa RCCA after the heat treatment under H» (500 °C) [51].
The decomposition involves a time-dependent increase in the wavelength of modulated
patterns, consistent with a spinodal decomposition pathway. Thermodynamic modeling
suggests that hydrogen thermodynamically modifies the Gibbs free energy landscape by
expanding the spinodal region, thereby destabilizing the single-phase BCC structure. Such a
spinodal decomposition can also be triggered by a small number of other interstitials, such as
O. For instance, 2 at.% of O can control the formation of the spinodal structures by altering the
spinodal gap in the Ti-V-Hf-Nb system [52]. The incorporation of interstitial solutes and the
associated formation of nanoscale spinodal features induce lattice distortion and mismatch
within the matrix, thus enhancing mechanical properties (i.e., solid solution strengthening, and
spinodal hardening).

In addition to spinodal decomposition induced by a small addition of interstitials, the transition
of crystal structure can also be observed due to the interactions of RCCAs with interstitials. A
crystal structure transition from BCC to BCT in equiatomic TiNbZr RCCA has been revealed
via in-situ X-ray diffraction and post-mortem structural analysis (TEM) []. The ordered
distribution of H solutes causes an asymmetric expansion along the c-axis, thus resulting in the
occurrence of tetragonality. Similarly, in the BCC TiNbZrHfTa RCCA, the addition of O
triggers the structure transition from BCC to HCP as O is a strong HCP stabilizer (Fig. 1.8b)
[34].

The formation of related compounds (e.g., hydride, oxide, nitride, carbide, and boride) in
RCCAs can also be anticipated due to their strong chemical affinities to these interstitials. For
example, the intentional addition of N in as-cast NbMoTaWHf RCCAs leads to the formation
of nitrides (Fig. 1.8¢c) [53]. Two kinds of nitrides are observed, one is the HfN with an FCC
crystal structure, while the other one is the multicomponent nitride phase with an HCP structure.
The introduction of nitride phases strengthens the material, particularly at elevated
temperatures, due to their high structural stability and resistance to grain coarsening. Notably,
a reversible phase transformation from the BCC phase to the FCC (or BCT) hydride phase is
also observed in RCCAs under high H: pressure (>10 bar), highlighting their potential for
hydrogen storage applications [54-58]. The vast compositional space (i.e., optimization of
desirable properties) and severe lattice distortion (i.e., offering more available sites for
hydrogen accommodation) of RCCAs make them potential candidates for hydrogen storage
materials [56-58]. As for O, O uptake from the external environment at elevated temperatures
can lead to oxidation in RCCAs, influencing both the phase stability and mechanical properties

of RCCAs [59, 60]. These intricate interactions between interstitial atoms and refractory
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elements underscore the critical role of interstitials in tuning the phase stability and the

associated mechanical performance of RCCAs.
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Fig. 1.8 (a) Scanning transmission electron microscopy (STEM) images and the corresponding elemental
distribution maps of the as-received and H-absorbed TiZrNbTa RCCA [50]. (b) Comparison of the
microstructures of the TiNbZrHfTa RCCAs (left: contaminated with O, middle: no contamination, right: with the
addition of 3 at.% O) aged at 900 °C for 1000 h [34]. (c) Image quality map and the corresponding electron
backscattered diffraction (EBSD) phase map of the as-cast NbMoTaWH{N RCCA [53].

On the Interaction with Dislocations. The interaction between interstitial atoms and
dislocations plays a pivotal role in determining the mechanical properties of RCCAs. Interstitial
atoms, such as H, B, C, N, and O, tend to accumulate around dislocations due to the strain
fields they produce and the associated reduction in system free energy [12, 13]. This interaction
leads to the formation of Cottrell atmospheres, which effectively pin dislocations and increase
the critical stress required for their movement [12, 13]. Such a pinning effect contributes to an

increase in the yield strength of RCCAs through interstitial solid-solution strengthening [30,
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31]. Since the high solubility of interstitial atoms in BCC RCCAs, a compressive yield strength
of 4.2 GPa, approaching the theoretical limit, has been achieved by incorporating ~12 at.% of
O solutes without the formation of secondary phases [49]. At this solubility limit, the strong
local force fields created by O atoms significantly impede dislocation nucleation and motion.
On the contrary, H atoms can reduce the Peierls barrier—the energy required for dislocation
motion—facilitating dislocation glide. This reduction in the Peierls barrier can also lead to
hydrogen-enhanced localized plasticity, which may promote ductility but can also exacerbate
embrittlement [61]. Additionally, interstitial-dislocation interactions lead to the formation of
ordered oxygen complexes in RCCAs (e.g., TiZrtHfNb and TiNbZr), particularly with the
intentional incorporation of interstitials (Fig. 1.9a and b). These complexes not only hinder
dislocation motion (enhanced yield strength) but can also alter the slip mode from planar to
wavy slip (homogenization of plastic flow), surmounting the strength-ductility trade-off [33,
62]. This shift from planar to wavy glide mode of dislocations has also been observed in the
O-doped TiVHIND system [52]. The incorporation of O induces the formation of nanoscale
spinodal features, impeding the movement of dislocations and promoting the accumulation of
dislocation density during plastic deformation (Fig. 1.9¢). This accumulation contributes to
strain hardening, thereby improving both the strength and ductility of RCCAs during
mechanical loading.

In some cases, interstitials can influence dislocation dynamics by altering the core structures
of dislocations for pure BCC metals [29, 63, 64]. However, the atomistic simulations show the
interstitial solute atoms (such as O, C, and N) do not lead to any core reconstruction of the
screw dislocation cores in TiNbZrHfTa RCCA [29]. A similar non-compact, spread-out
configuration of screw dislocation core is observed in both the presence and absence of solute
atoms. The interaction energy between dislocation cores and interstitial atoms spans a wide
range (from -0.25 to -0.18 eV), indicative of dynamic strain aging. This dispersion in
interaction energy can be rationalized by the variations in solute types and local chemical
environments. Stronger attractions are observed when solutes are surrounded by HCP-forming
elements such as Ti, Zr, and Hf. Therefore, the interactions between interstitial atoms and
dislocations play a dual role: they can enhance the macroscopic mechanical performances of
RCCAs under controlled conditions but may also pose challenges related to embrittlement and
ductility loss in extreme environments. Understanding and tailoring these intricate interactions

are essential for the development of RCCAs with optimized mechanical properties.
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Fig. 1.9 (a) STEM-HAADF image revealing the existence of the ordered oxygen complexes in (TiZrHfNb)osO,
alloy, and the associated dislocation pinning occurring at these ordered oxygen complexes [33]. (b) Schematic
diagram for the design of ordered oxygen complexes, and the 3D reconstruction of ordered oxygen complexes
obtained in TiZr3NbysO3, along with their pinning effects on dislocations [62]. (¢) Representative STEM-BF
image and (d) TEM image, along with the marked selected-area electron diffraction (SAED) patterns of the O-
incorporated TIVHfNb RCCA [52].

1.1.3. Motivations and the thesis structure

As introduced in the above sections, interstitial elements, such as oxygen, nitrogen, and
hydrogen, play a crucial role in shaping the microstructure and phase stability of RCCAs due
to their strong chemical affinity with the constituent refractory elements. Consequently, these
microstructural modifications can significantly influence mechanical properties via the
alternation of dislocation behaviors. Despite the potential benefits, the interactions between
interstitials and RCCAs remain largely unexplored. A deep understanding of these interactions
is essential for optimizing RCCA performance and expanding their applicability in demanding
environments. Therefore, this study aims to systematically investigate the interplay between
interstitial atoms (especially H) and RCCAs, with a focus on their effects on microstructure,

phase stability, and consequent mechanical properties. The gained insights will contribute to
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the development of RCCAs with enhanced performance under extreme conditions. This study

specifically targets the following aspects:

(1)The influence of the incorporation of hydrogen interstitials (also for boron and oxygen in
this study) in microstructures and phase stabilities of RCCAs, along with the underlying
mechanisms of their effects;

(2)The consequent change in mechanical properties of RCCAs due to the incorporation of
environmental interstitials and the alternations of microstructures, and the associated
deformation mechanisms.

To address the questions listed above, the thesis is organized as follows: Chapter 2 presents

the processing of the investigated materials and the principles of the applied characterization

techniques. Chapter 3 to Chapter 6 focus on the microstructure evolution, phase stability, and
mechanical properties of TiNbZr and TiNbZrHfTa RCCAs after the incorporation of different
interstitial atoms. In Chapter 3, the evolution of lattice structure during the heat treatment
under Hy is studied, and the impact of H on the microstructure evolution is discussed. The
phase stability of TiNbZrHfTa RCCAs with and without H incorporation is clarified in

Chapter 4. In Chapter 5, the effect of B on the mechanical property and the alternation in

deformation mechanisms of TiNbZrHfTa RCCAs is revealed. In Chapter 6, nanoscale

chemical heterogeneity caused by O interstitials is observed and its impact on mechanical
properties is investigated. In the end, Chapter 7 summarizes the key findings in this thesis and

outlines the future work.
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2. Principles of research methodologies

2.1. Material processing and mechanical property assessment

2.1.1. Materials

The pure metals with a purity of higher than 99.9 wt.% were utilized as the base alloy. The
equiatomic TiNbZr and TiNbZrHfTa RCCAs were cast using arc-melting under the Ar
atmosphere. During the arc-melting process, the RCCA ingots were flipped upside down and
remelted at least five times to ensure a homogeneous distribution of all the principle elements.
A piece of Ti getter was employed to prevent potential oxygen contamination. The as-casted
samples were cold-rolled with a thickness reduction of 80% and then homogenized at 1000 °C
for 5 h, followed by air quenching to ambient temperature (Fig. 2.1a). The aforementioned
processing describes the procedure for the as-received (or as-homogenized) RCCAs. Details of
subsequent heat treatments (e.g., annealing treatment under H», the addition of B, or induction

treatment, etc.) will be provided in the respective chapters.

Arc melting

Annealing at 1000 (TiNbZr) /
1100 (TiNbZrHfTa) °C (5 h)

Air quenthing

Temperature

Air quenching

AvAYAVAVAY

Cold rolling

Time

Fig. 2.1 Scheme depicting the processing of as-received (or as-homogenized) equiatomic TiNbZr and
TiNbZrHfTa refractory complex concentrated alloys (RCCAs).

2.1.2. Dilatometer

Fig. 2.2a represents the overview of the dilatometer used in this study. Dilatometer has been
utilized in the fabrication of metallic alloys, the study of martensitic transformations, and the
compression and sintering of refractory alloys and other materials including ceramic products,
composite materials, plastics, etc. [65-67]. The progress of chemical reactions (usually with a
substantial volume change) can also be monitored by a dilatometer [68]. One common
application for the dilatometer is measuring the thermal expansion, which is an important

engineering parameter for the materials. The thermal expansion coefficient () can be defined

7] .
as, a = %(%) , where V, T, p, and N denote the volume of the material, temperature,
p,N
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pressure, and the load applied on the material, respectively [69]. A dilatometer (DIL 805, TA
Instruments) is employed in this study for heat treatment under specific atmospheric

environments (e.g., Ar and H»).

Fig. 2.2 Overviews of the (a) dilatometer (DIL 805, TA Instruments), (b) tensile rig (Kammrath & Weiss stage)
equipped with an optical camera for digital image correction (DIC), and (c) set-up for in-situ tensile test at Powder
Diffraction and Total Scattering Beamline P02.1 of PETRA III, at Deutsches Elektronen Synchrotron (DESY,
Hamburg, Germany) employed in this study [70].

2.1.3. Uniaxial tensile test

Tensile testing is a fundamental mechanical test that applies force to a material specimen to
evaluate its response to tensile stress. This test provides critical insights into the mechanical
properties of materials, aiding in the development of next-generation materials with improved
mechanical performance. By plotting the engineering stress-strain curves, valuable information
about mechanical properties such as yield strength, ultimate tensile strength, elastic modulus,

and ductility, can be obtained. For the tensile testing, a dog-bone-shaped specimen was
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prepared by the electrical discharge machining (EDM) method, followed by sample grinding
to remove the oxide layer formed during the cutting process. The gauge geometry is 4 X 2 X 1
(length X width X thickness) mm. A Kammrath and Weiss stage equipped with an optical
camera (every 1 s) for digital image correlation (DIC) analysis was employed for the tensile
tests (Fig. 2.2b). A virtual extensometer (speckle patterns) was adopted to measure the local
strains, and the data was processed using the Aramis GOM Correlate 2020 software (V6.3.0,
GOM GmbH). At least three individual tensile tests were repeated for each microstructural
condition to achieve reasonable statistics.

2.1.4. In-situ tensile test

In addition to uniaxial tensile tests, this study employed in-situ tensile testing combined with
X-ray diffraction (XRD), a powerful technique for investigating the mechanical behavior and
structural evolution of materials under applied stress. This approach enables real-time
observation of changes in crystal structure, phase composition, and texture during tensile
deformation, allowing researchers to correlate structural changes with mechanical behaviors as
the specimen is stretched [71-73]. This technique is widely used in materials science,
metallurgy, and mechanical engineering to study the mechanical properties and deformation
mechanisms of advanced materials under realistic conditions [71-73]. The experimental setup
for the in-situ tensile test is shown in Fig. 2.2¢ and was conducted at the Powder Diffraction
and Total Scattering Beamline P02.1 of PETRA III, Deutsches Elektronen Synchrotron (DESY,
Hamburg, Germany).

2.2, Micro/nano-structural characterization

2.2.1. Thermal conductivity detector

The dissolved hydrogen, nitrogen, and oxygen contents trapped within the samples are
determined by the thermal conductivity detector (TCD) method. The TCD method utilizes the
inherent characteristics of gases for the thermal transfer (thermal conductivity, x) to quantify
the gas concentrations (6.97, 1.00, and 1.02 (kgus/kair) for hydrogen, nitrogen, and oxygen,
respectively at 0 °C, 1 atm) [74]. The change in temperature due to the heat transfer between a
thermal wire sensor (i.e., platinum) and the sample gas is detected as a variation in electrical
resistance (Fig. 2.3a). This change in electrical signal allows us to obtain the corresponding
concentration of the hydrogen, nitrogen, and oxygen dissolved in the samples. The
measurement is facilitated by a standard linear calibration curve, developed by using standard

samples with known concentrations of these elements.
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Fig. 2.3 (a) Schematics illustrating the basic circuit and principle of the equipment using the thermal conductivity
detector (TCD) method [https://www.horiba.com/int/process-and-environmental/measuring-principles/thermal-
conductivity-detector/#TCD-0]. (b) Overview of the thermal desorption spectroscopy (TDS) for determining the
dissolved hydrogen, nitrogen, and oxygen contents.

Thermal desorption spectroscopy (TDS, G8 GALILEO ONH) equipped with an infrared
furnace and mass spectrometer is employed for determining the dissolved hydrogen and
oxygen contents of the specimens (Fig. 2.3b). A melt extraction method is used at a power of
35% to fully melt the tested alloys and release the trapped interstitial elements. Tin baskets are
used as the carrier to lower the melting temperature of the refractory alloys, while helium is
selected as the carrying gas for the measurements. The measurements were performed
immediately after heat treatment with a transferring time shorter than 12 h, particularly for the
detection of hydrogen. The specimen surfaces were ground with 1000-grit SiC paper to
eliminate the surficial oxide layer formed after heat treatment and during sample transfer.
2.2.2. High-energy X-ray diffraction

Powder X-ray diffraction is a non-destructive analytical technique widely used for
characterizing materials, ranging from polymers to metals. Based on one single measurement,
a huge amount of crystallographic information can be obtained, including crystal structure,
phase composition, crystallite size, microstrain, texture, etc [75]. As compared with laboratory
X-ray diffraction (low spatial resolution and limited flux), high-energy X-ray diffraction
(HEXRD) enables data acquisition in transmission mode with sub-second resolution. This
capability facilitates time-resolved studies and allows the probing of a larger sample volume,
making HEXRD particularly suitable for dynamic experiments and in-situ investigations.
HEXRD measurements are experimentally simple in principle, with the underpinning physics
behind diffraction being well-established and thoroughly understood. When a monochromatic
incident beam of high-energy X-rays hits the sample, either discrete diffracted spots (for single

crystals) or continuous diffracted Debye-Scherrer rings (for polycrystals) are obtained (Fig.
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2.4a). The crystal structure can be determined from the positions of the Bragg peaks, while the
width and shape of the peaks in the Debye-Scherrer rings yield information related to the size
and strain of the crystallites. Bragg peaks appear at discrete € angles, once 6 satisfies the
following equation (Fig. 2.4b),

nA = 2dsin0 (2.1)
where n and 4 are the order of diffraction and the wavelength of the incident beamline,

respectively. d is the interspacing between the specific crystal planes. In the case of HEXRD,
the scattering vector (¢) is usually adopted instead of 6, namely, g = 4m sin %. There is a
reciprocal relationship between the ¢ and the length scales probed inside the sample, d = 27”.

At each set of well-defined crystallographic planes in the crystal lattice, there will be a
corresponding diffraction peak due to the constructive interference of X-rays scattered by these

planes.
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D1,D2 detectors, multi-analyzer crystal & area detector

Fig. 2.4 Schematics depicting (a) the comparison between scattered beams stemming from one single crystal (top)
and a powder (bottom) and (b) the simplified derivation of Bragg’s law. (c) Optical train with the major optical
elements and the associated distances to the undulator at Powder Diffraction and Total Scattering Beamline P02.1
of PETRA 111, at DESY (Hamburg, Germany) [70]. (d) Snapshot of the beamline P02.1 and the corresponding in-
situ setup for heat treatment under H, and Ar.

Fig. 2.4c and d illustrate the beamline optics and the corresponding in-situ setup used for this
study at Powder Diffraction and Total Scattering Beamline P02.1 of PETRA III, at DESY in

Hamburg (Germany). This beamline is dedicated to the investigation of the atomic scale
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structure of polycrystalline materials. The beam energy of the X-ray was fixed at 60 keV to
obtain a monochromatic X-ray with a wavelength of ~0.207 A. The beam size of the incident
beam was 1 mm % 1 mm, allowing for a sufficient sample volume to ensure reliable statistical
analysis. The Debby-Scherrer patterns were recorded every second by the fast area detector
Varex XRpad 4343CT (2880 pixels x 2880 pixels, with a pixel size of 150 um x 150 um). A
sample-to-detector distance of around 1.4 m was selected, enabling the collection of five
diffraction rings for further detailed analysis (e.g., Rietveld refinement). The post-processing
of the acquired HEXRD data was conducted using GSAS-II software [76].

2.2.3. Small-angle X-ray scattering

Similar to XRD, small-angle X-ray scattering (SAXS) is a technique on the basis of the
principles of diffraction, measuring the intensity (/) of scattered X-rays as a function of the
scattering angle (¢). However, SAXS predominantly focuses on the scattering behavior of X-
ray beams at low ¢ values (typically below 1 A™'), probing the structural organization in
materials and quantifying its response to changes under external conditions (Fig. 2.5a-d) [77].
The intensity pattern resulting from coherent scattering events provides information regarding
the morphological information of the subcomponents within the materials, including size,
morphology, and volume density. SASX can be applied to almost any material, ranging from
biomolecules, and polymers to nanoprecipitates in metal alloys. Furthermore, SAXS can be
coupled with WAXS (wide-angle X-ray scattering) to provide complementary information,
capturing both the nanoscale structural organization and the atomic-scale crystalline details of
materials (an in-situ deformation setup coupled with WAXS/SAXS is shown in Fig. 2.5¢).
Although SAXS measurements are experimentally straightforward, similar to XRD, the
subsequent data post-processing demands greater attention to accurately interpret the scattering
patterns and extract precise structural information. Complementary techniques such as TEM or
APT are sometimes required to validate the selected model used for data fitting. The resulting
intensity pattern, /(g), is expressed as a function of ¢,

1(q) = nlF(@I*S(q) (2.2)
where n, F(q), and S(q) represent the number density of the subcomponents, the form factor
(related to shape morphology), and the structure factor (related to the interaction between
subcomponents). Chi-squared (y?) optimization is typically adopted for fitting model to data,

which reflects the discrepancy between the experimental and theoretical models,

x? = Z[(Iq — theory, ) /weight?] (2.3)
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A good fit is indicated when y? closes to 0. The aim of SAXS studies is the interpretation of
F(q) as well as S(q) to extract information about excess length density, and the interactions

between the subcomponents within the material.

a Cylinders (diluted, isotropic) lla)=Pa) b Cylinders (diluted, oriented) liq) = Plg). ¢
90°
9, q,
Incident - -
beam 3 (4 3
/, s =
J__-——,I\ 1 g = | |||I o &
WAy 11 '
2wy 10
o T T T T ! | l
0.0 0.5 1.0 15
q(nm™) q(nm™)
c Cyli d i pic) lig) =< Plg). Slq) d Cylinders (concentrated, oriented) B2 Iq) = P(q). S(q). ¢
00° 90° ’
4 % '\
R i
. 3 4, S
- — H q,
= q‘
= T T T T T T }
0.0 0.5 10 15 0.0 05 1.0 15
q(nm™) q(nm™)

J Phase composition
Diffraction rings—> 0 Lattice strain

WAXS
( ) W Texture 0 Nanoscale information (>10 nm)

Scattering signal-> 1 Morphology
(SAXS) T U Volume density

High-vacuum channel (~14 m)

B CdTe Pilatus detector
Slit system

Tensile directionﬂ

Va,
fex de:ecfnr

Fig. 2.5 Schematic representation of scattering patterns for: (a) diluted, randomly oriented rod-like cylindrical
particles, (b) non-interacting but oriented rod-like cylindrical particles, (c) concentrated hexagonal cylindrical
clusters that are randomly oriented, and (d) concentrated hexagonal cylindrical clusters that are oriented,
respectively. (e) Illustration of the Diffraction & Imaging at the Swedish Beamline P21.2 of PETRA III, at DESY
(Hamburg, Germany) for in-situ deformation test coupled with WAXS/SAXS study. Insert is the snapshot of the
Beamline P21.2 [78].

Fig. 2.5¢ briefly shows an overview of the in-situ deformation setup at the Diffraction &
Imaging at the Swedish Beamline P21.2 of PETRA III, at DESY (Hamburg, Germany) [78].
The diffraction station EH3 in Beamline P21.2 provides flexible positioning of various detector
types including 4 WAXS detectors (Varex detectors) and a SAXS detector (high-resolution
CdTe Pilatus detector) approximately 14 m behind the sample position, enabling the couple
WAXS/SAXS study. The SAXS experiments were conducted with a fixed photon energy of
70 keV (A =0.175864 A). The SAXS data was post-analyzed using the SasView software.
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2.2.4. Scanning electron microscopy

After optical microscopy (OM), the burgeoning of electron microscopy has revolutionized our
understanding of materials by completing the processing-structure-properties links down to the
micrometer scale (scanning electron microscopy, SEM), even to atomistic levels (transmission
electron microscopy, TEM). Electron microscopy was developed since the wavelength of
visible light (~500 nm) imposed the limited image resolution. In this chapter, we will mainly
focus on the brief introduction of SEM and the associated techniques used in this study. SEM
is currently one of the most frequently used tools for most solid materials (from metal alloys
to polymers). The lateral resolution of SEM can vary from 1 nm to 1 mm, enabling the surface-
morphology observations and elemental-composition measurements respectively. As
illustrated in Fig. 2.6a, when the primary electron beam finely focused by the electron gun
scans over a surface, a variety of signals emanate from the interaction volume [79, 80]. In
addition to obtaining the morphological information from the material’s surface (by collecting
secondary electrons), the chemical identity (by electron dispersive X-ray spectroscopy, EDXS)
and crystallographic features (by electron backscattered diffraction, EBSD) can also be
determined. Furthermore, SEM enables the measurements of the chemical bonding (by Auger
electrons) and the electronic state (by cathodoluminescence) of microscopically small-volume
elements. The in-situ observations and interrupted tests of the evolution of microstructures
during the measurements (e.g., heating, mechanical loading, or both) can also be achieved, and
this approach has gained increasing attention over the past decades [79]. Fig. 2.6b represents

the SEM (Zeiss Sigma 500, Germany) machine used in this study.
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Fig. 2.6 (a) [llustration showing the interaction between the primary beam and the specimen in scanning
electron microscopy (SEM), generating multiple species for imaging and chemical composition
determination [From Wikipedia]. (b) Overview of the used SEM in this study.
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Here, the EBSD technique will be elaborated since it is powerful for the characterization of
crystalline materials (e.g., crystallographic orientation, defect arrangement, etc.), especially
metal alloys (the investigated materials in this study). In the case of crystalline materials, local
discrepancies in density and surface inclination give rise to the corresponding compositional
and topographical contrasts. These contrasts are highly dependent on the backscattered electron
density, which is influenced by the orientation of the crystal lattice with respect to the incident
direction of the electron beam as well as the lattice parameters. In principle, the primary
electrons are scattered coherently by the lattice atoms (following Bragg’s equation), and form
a lattice-coherent electron wave field (Bloch waves) (Fig. 2.7). The orientation of the crystal
lattice relative to the direction of the primary electron beam leads to different density in the
electron wave field, thus resulting in the formation of channeling contrast (diffraction contrast)
and Kikuchi patterns. A typical schematic diagram of the formation of Kikuchi diffraction
bands is shown in Fig. 2.7b, and the backscattering profile for a two-beam case is illustrated in
Fig. 2.7c. EBSD patterns, consisting of a series of Kikuchi bands superimposed on a continuous
background of backscattered electrons, are usually indexed to offer crystallographic
information and defect arrangement of the studied material. The formation of EBSD patterns
can be understood using dynamical theory based on electron-matter interaction. Bloch waves
can be expressed as a time-independent Schrodinger equation, demonstrating the interaction
between the wave function () of a high-energy electron and the periodic potential of atomic

nuclei of the lattice [81],

) 2m )
VY 4 [E - Z v, exp(2mih - r)] =0 (2.4)

Here m, and E indicate the electron mass and kinetic energy of the primary electron,
respectively, while the sum over h (a Fourier series) describes the periodic potential of the
lattice. V, represents the complex Fourier coefficients for the reciprocal lattice vectors h. 1 is
the real space vector of the spatial position at which the electron intensity is to be evaluated.

One solution for the above equation is considered as a linear combination of Bloch waves 3

[81],
Y(r) = Z eD YD) = Z el Z Céj) exp [Zm' (k(()j) + g) : r] exp(—2rq¥z) (2.5)

J J g

In this equation, €) denotes the excitation amplictude of the Bloch wave 1@, while Cg(j ) is

the cofficients of the partial Bloch waves with wave vectors k(()j) +g.qP and z are the

damping coefficient and the corresponding depth below the crystal surface. The last
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exponential term mainly describes the incoherent(inelastic) interaction between the Bloch
wave (j) and the crystal lattice, resulting in the backscattering of electrons out of the Bloch
wave field. In principle, backscattering occurs from the total electron wave field, which is
calculated as a sum over all the individual Bloch waves. Therefore, the total electron wave

density at position r in the crystal can be calculated (Dependent Bloch wave model) [81],
2

P(r) = $¥* Z Z Céj)Céj) exp [Zni (k(()j) + g) : r] exp(—2nqYz) (2.6)
j 8

This equation demonstrates that the probability of a backscattering event at the given position
r is proportional to the total electron wave density. For an idealized two-beam case, the Bloch

wave coefficients can be simplified as follows [81],

N 1 ) w
)P0))
CY’C =<1+ (-1)) —— (2.7)
¢ 02 V1+ w?
N 1 (-1))
(C)P0) -
Co Cg = 2—1 — J=1,2 (2.8)

where w = s, is the dimensionless orientation parameter, where §; and s represent the
extinction distance and excitation error, respectively. When the orientation parameter satisfies
w = 0, it indicates the incident beam is right at the Bragg angle. w > 0 suggests a weak
backscattering signal (the primary beam tends to be vertical to the lattice planes), while a strong
backscattering signal is indicated by w > 0 (the primary beam tends to be parallel with the

lattice planes).
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Fig. 2.7 (a) The basic pinciples of backscttering and forward scattering for SEM [81]. Illustration showing the (b)
formation of (backscatter) Kikuchi patterns due to the interaction of the electron beam with specimen, and (c) the
corresponding backscattering profile for the two-beam case.

Hough transform has been typically employed to index the EBSD patterns by extracting
positions and orientations of the bands [82]. Briefly, with the calibrated detector geometry, the
normals of lattice planes that lead to the formation of bands can be identified. The orientation
of the lattice plane is then determined by means of a comparison of the angles between pairs
of zone axes with pre-computed angles derived from the known crystal structure. The

inefficiency in analyzing the patterns with poor quality of the Hough transform leads to the
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development of the dictionary indexing (DI) method [83]. This method relies on a similarity
metric (dot product between the normalized patterns), comparing the theoretical patterns
(computed for a uniform sampling of the orientation space) with experimental ones to
determine the best match. The DI method indeed offers high robustness for the analysis of low-
quality patterns by using full pattern information, albeit with the increasing computational
requirements with descending crystal symmetry. Nowadays, a new approach, namely spherical
indexing, is proposed for the indexing of the patterns [84]. The underpinning algorithm lies in
the cross-correlation between a spherical EBSD pattern (master pattern) with a back-projected
experimental pattern employing the spherical harmonic transform (SHT). The continuous SHT

of a function on a sphere f (8, ¢) can be defined as,

oo +1
F6.6)=) > f¥h(©,9) 29)
=0 m=-1
with
T 2T
£l =f stian dopf (6, Y46, ) (2.10)
0 0

I+DIA-1)!

20+ m)! P} (cos 8)e™P#(2.11)

Yn(6,¢) = j

where £} and Y}, (6, ¢) denote the weight functions and spherical harmonics functions, while
P} is the Legendre polynomial of degree / and order m. The over-bar represents the complex
conjugate. Once we have two SHTs from both the master pattern and experimental pattern, we
can proceed with cross correlation using the Wigner D function. If we consider a 3D rotation

in three Euler angles R(a, B, ), the rotated spherical harmonic function is,

V(@) = ) ¥R 0Dl (R) (212)

where w denotes the spherical coordinates, while D,ln,n(R) demonstrates the Wigner D

function,

Dyn(, B, Y) = djm (B)e™%e™ (2.13)
with the Wigner d function defining as,

_ k+m k—-m
diem (B) = J G020 o (E> sin (E) plimictmicosB)  (2.14)

A+m)({—m)! 2 2

where Plk‘m (x) is a Jacobi polynomial. By computing the spherical cross correlation between

two spherical functions (f and g),
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(f*xg)R) = Z £k 8L Dl n(R) (2.15)

Lmn
The cross correlation can then be computed via a 3D Fast Fourier Transform (FFT) by

decomposing D into tow rotations,

(F*g)(@By) = 7 {Z fi Bbue (5) dhn (%)} (a+5.8+57+3)  (@16)
Therefore, a best fit position (a, 3, y) between the experimental pattern and the master pattern
can then be found. This approach retains the robustness against the noise of the DI method
while offering improved computational efficiency.

2.2.5. Transmission electron microscopy

Different from SEM, TEM has emerged as an advanced tool for atomic-scale compositional
and structural analysis. It can offer us not only direct proofs of materials and associated defects
with atomic resolution but also spectroscopic information as well as diffraction patterns from
sub-nanometer views. This character is mainly due to the achieved high electron energy (£) in
TEM (> 100 keV). Ignoring the relativistic effects, the wavelength of electrons (1) can be

approximately expressed as [85],
122

T (2.17)
E2
Therefore, take 100 keV of electrons for an example, a A of around 4 pm can be worked out,
which is much smaller than the radius of an atom. The high electron energy in TEM is generated
by a gun assembly, which consists of several sets of magnetic lenses that focus the electrons
coming from the source (Fig. 2.8). The electron beams transmit through the specimen with a
thickness typically below 100 nm, projecting either onto a phosphor screen (for diffraction) or
a camera (for micrograph). The underlying mechanism of the diffraction in TEM is consistent
with the X-ray techniques because of the wave nature of electrons. In the case of a micrograph,
the image contrast appears due to the scattering of the incident electron beam by the inserted
sample. The interaction between electron beams and samples will result in a change in both the
amplitude (amplitude contrast) and the phase (phase contrast) of the electron beam, giving rise
to image contrast. The amplitude contrast, consisting of mass-thickness contrast and diffraction
contrast, is commonly observed in conventional TEM in both bright-field and dark-field images,

while the latter is primarily used to acquire atomic-level images, especially in scanning

transmission electron microscopy (STEM).
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Fig. 2.8 Schematic drawing of the principles of micrograph and diffraction modes in a transmission electron
microscopy (TEM) [81].

2.2.6. Atom probe tomography

Atom probe tomography (APT) acts as a powerful characterization technique that provides
three-dimensional compositional mapping with near-atomic resolution by identifying the
chemical identity and spatial position of individual atoms. The combination of time-of-flight
(TOF) mass spectrometry and ion projection microscopy offers a high sensitivity of APT to
distinguish each isotope for all elements, including light elements (e.g., hydrogen, boron, and
carbon) [8]. Insights from APT enhance the understanding of phase transformations, interfacial
segregation, phase partitioning, and other phenomena, offering valuable knowledge on failure
mechanisms and aiding the design of advanced materials.

APT stems from field ion microscopy, primarily based on the principle of field evaporation
[86]. More specifically, when a high voltage is applied to a sharp tip-shaped specimen, an
intense electrostatic field can be generated (Fig. 2.9). Once the electrostatic field approaches
the threshold for breaking the bonds between the surface atoms, the atoms can be ionized and
desorbed. The ionized atoms are further driven toward a position-sensitive detector due to the
voltage bias set between the specimen and the detector. The ionized atoms eventually reach the

position-sensitive detector, which consists of a combination of microchannel plates (MCPs)
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and an anode. The MCPs amplify the ion signal by creating a cascade of secondary electrons
upon impact, while the anode detects the position of the amplified signal, allowing precise
determination of the spatial origin of individual ions on the sample surface. The processing of
these signals, i.e., the chemical identity and the associated spatial position of each detected ion,
are done digitally, during either the acquisition process or the post-analyzing process using the

commercial AP Suite software (Version 6.1).
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Fig. 2.9 Schematics of (a) working mechanism of an atom probe tomography (APT) with a straight flight-path
instrument, and (b) field evaporation and post-ionization processes in the case of a metal [8]. (¢) Overview of the
local electrode atom probe (LEAP 5000 XR) used for the study. UHV denotes ultra-high vacuum.

To achieve the required evaporation fields, sharp tip-shaped specimens with an apex radius
below 100 nm are typically prepared by a standard lift-out procedure and circular milling
process using a focus ion beam (FIB) [8]. The electrostatic field (F) at the specimen apex can

be given by an analytical model [8],
F=— (2.18)

where V, k, and r denote the applied voltage, constant derived from simple electrostatics

(usually from 2 to 8), and the radius of the tip, respectively.
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Apart from being applied for metals, APT can now be utilized for a wider range of materials,

including ice, minerals, and biological materials with the advancement of cryogenic FIB and

transformation systems [8]. Fig. 2.9 illustrates the workflow for cryogenic APT measurement

and a specific example for the investigation of frozen liquids in three dimensions [87]. This

technique demonstrates the viability of using frozen water as a carrier for analyzing objects in

solution by APT with a near-atomic resolution. Furthermore, this sub-nanometer resolution

technique can be effectively correlated with other experimental methods, such as electron-

based microscopies and X-ray-based spectroscopies, as well as computational approaches like

DFT-based simulations [88, 89].
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2.2.7. Density functional theory-based simulations

Density functional theory (DFT) is a quantum mechanical computational method widely used
to study the electronic structure of atoms, molecules, and condensed matter systems. The
underpinning physics is based on the principles of quantum mechanics, providing an efficient
framework for solving the complex many-body Schrédinger equation by focusing on the
electron density (p(7)) [90].

In principle, a stationary electronic state can be described by a wavefunction W(rq,...,Ty)

satisfying the Schrodinger equation of the N-electron system,

N

2 N N
AY=[T+V+ 0¥ = Z (—Zh—mv2> + Z Vir) + 2 U(r,r))|=E¥Y  (2.19)

i=1 i<j
where H, E, and N are the Hamiltonian, the total energy, and the number of electrons,
respectively, while T, V, and U represent the kinetic energy, potential energy from the external
field, and eletron-electron interaction energy. The basics of DFT is the Hohenberg-Kohn
theorems, stating that (1) the ground-state properties of a system are determined by p(7); (2)
the total energy of the system is a function of the electron density, E[p(7)], which can be
minimized to obtain the p(7). Therefore, the total energy of the system is expressed as a

function of p(7),

Elp@)] =Tlp@)] + [ prwdr + U(p() (220)

In this equation, v(r) is the external potential determined by p(7). Since p(r) determines
v(r), N, and then A, it actually determines all properties of the investigated system, even under
excited state, assuming one has reliable expressions for T[p(r)] and U(p(r)). In order to find
the ground-state density, DFT offers an attractive approach to solving this N-electron
Schrédinger equation by reducing it to a single-body problem, eliminating the interaction term,

U(p(r)). This is also known as Kohn-Sham equation,

Yi(r) = ey (r) (2.21)

hZ
[— %Vz + Veff(r)

which gives rise to Kohn-Sham orbitals 1;(r) that give the p(r) of the original N-electron

system,

p) = ) i@’ (222)

Additionally, V,¢¢(r) is the effective single-particle potential,
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Veff(r) = Vext(r) + f%dgr’ + V;cc(r) (2.23)

where V. (r) and V,.(r) represent the external potential and exchange—correlation potential,
respectively. The second term is the Hartree term describing the electron—electron Coulomb
repulsion. This framework (Fig. 2.11) allows efficient computation of the ground-state
properties (e.g., energy, charge density, etc.) of complex systems,making DFT a versatile tool

in materials science, chemistry, and condensed matter physics.
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Fig. 2.11 Schematic diagrams illustrating (a) the visualization of the Hohenberg-Kohn theorem, and (b) the
framework of DFT computational methods [90].
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3. Hydrogen accommodation and its role in lattice symmetry in a TiNbZr

medium-entropy alloy

This chapter is a modified version based on the paper entitled “Hydrogen accommodation
and its role in lattice symmetry in a TiNbZr medium-entropy alloy” submitted to the journal

Acta Materialia (DOI: 10.1016/j.actamat.2025.120852) [91]

3.1. Introduction

The hydrogen economy can provide sustainable solutions to reducing the use of fossil fuels,
thus mitigating CO; emissions and combating global warming [92-94]. Such a paradigm shift
necessitates the rapid development of advanced metallic alloys, particularly for hydrogen
storage and transportation as well as for applications in which safety-critical components where
hydrogen is used as an energy carrier (for example, in hydrogen combustion engines or
electrochemical energy-related devices) are exposed to hydrogen-rich reactive atmospheres [24,
93, 95]. Body-centered cubic (BCC) refractory complex concentrated alloys (CCAs), as an
emerging alloy class, have been considered to be potential candidates for hydrogen storage and
high-temperature applications [54, 57, 58, 96-99]. The compositional complexity of CCAs
systems provides a broad spectrum of mechanical and functional properties for various
applications [2, 57]. For example, Ti-based refractory CCAs stand out, exhibiting decent room-
temperature tensile ductility [98]. Moreover, a carefully adjusted composition of Ti-based
refractory CCAs shows promising performance for hydrogen storage, with a hydrogen-to-
metal ratio of ~2.5 and favorable thermodynamics and kinetics required for rapid and low-
barrier hydrogen absorption and desorption [95, 100, 101]. Both thermodynamic and kinetic
aspects are fundamental in the field of hydrogen storage. Increasing the concentrations of
trapping sites and stored hydrogen atoms is an essential thermodynamic requirement, yet they
are insufficient as standalone design targets for hydrogen storage. Additionally, applications
require adequately tailored reaction and diffusion kinetics enabling tunable hydrogen
absorption and release, pertaining to the targeted used case scenario.

The interactions between hydrogen and the host alloying atoms that constitute refractory CCAs
play a salient role in that respect [100, 102, 103]. Hydrogen was reported to accommodate to
the tetrahedral sites of the face-centered cubic (FCC) hydride phase during hydrogenation [95,
103]. In contrast to such hydrogen storage considerations (where both hydrogen storage

capacity and remobilization upon dehydrogenation are essential criteria), it is also well known
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that hydrogen-induced embrittlement can drastically and abruptly reduce the lifespan of
metallic components under mixed mechanical, thermal and chemical boundary conditions,
already with as little as a few wppm diffusible hydrogen present [104-108]. Hydrogen has a
high tendency to segregate to grain boundaries driven by the reduction of the free energy of the
system, thereby reducing the cohesion between grains and leading to crack formation and
propagation along grain boundaries and catastrophic failure of metallic structures [109, 110].
Hence, an in-depth understanding of the hydrogen-metal interaction associated with hydrogen
ingression becomes critical to the design of novel metallic alloys that might be potentially
applicable to the hydrogen economy [61, 111-113]. However, one major problem to making
profound progress in this field lies in directly observing the dynamic interaction of hydrogen
atoms with metals, due to the challenging intrinsic features of hydrogen, e.g. it is the lightest
element (1.008 u), has the smallest atomic radius (53 pm), and highest diffusion coefficient in
metals (~10'° m?/s at ~500 °C) [41, 114].

In this study, the time-resolved microstructural transitions and associated hydrogen
accommodation in an equiatomic TiNbZr alloy were quantitatively probed using in-situ
synchrotron high-energy X-ray diffraction (HEXRD) during heat treatment in H» and Ar
atmosphere at 500 °C under atmospheric pressure. The reasons for selecting the equiatomic
TiNbZr alloy as a model material for this study are as follows: (1) Most of the alloys that have
been considered so far for hydrogen-related applications belong to the TiNbZr alloy family and
variants of it, e.g., TINbZr-Ta, TiNbZr-V, and TiNbZr-HfTa (see Table S3.1) [56-58, 98, 115,
116]. (2) Ti, Zr, and Nb are the three most critical elements in this CCA class, where Ti and Zr
are the major elements in more than 80% of the reported CCAs systems for hydrogen storage
due to their high affinity to hydrogen, and Nb is the main element to stabilize a BCC crystal
structure (a low packing density of 68%, facilitating hydrogen diffusion). (3) Compared with
the quaternary and quinary alloys mentioned above, the TiNbZr alloy is a system that is on the
one hand common to most of these more complex alloys. On the other hand, it is
thermodynamically their simplest possible phenotype. Both features qualify this ternary system
as a core alloy for studying hydrogen effects on the microstructural transition using both
experiments and simulations, to provide an in-depth understanding of the underlying
mechanisms along the spirit ‘as simple as possible but not simpler’. (4) This alloy reveals a
hydrogen-to-metal ratio of up to ~1.9, which is attractive for hydrogen storage. The advantage
of the HEXRD method lies in the capability of providing the real-time evolution of lattice
structures in a statistically representative volume with an excellent time resolution (down to

the sub-second regime) [117, 118]. Additionally, density functional theory (DFT) calculations
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were employed to reveal the thermodynamically favorable sites for hydrogen in the crystal
lattice. For a fundamental understanding of various properties of the metal-hydrogen systems,
such as phase stability, fracture toughness, and hence structural integrity, it is essential to know
the relationship between hydrogen concentration and site occupancy. Such a combination of
experimental and computational results offers new insights into the hydrogen-metal

interactions in refractory MEA and the corresponding impact on lattice structure.

3.2. Materials and methods

3.2.1. Materials

The equiatomic TiNbZr alloy was prepared using high-purity elements (99.9%) in an arc-
melting furnace with a water-cooled copper crucible. To prevent the alloy from oxidation
during melting, the furnace was filled with high-purity Ar (99.999%), and an oxygen-getter
material (i.e., a piece of pure Ti) was placed in the furnace. Fine TiNbZr powders (dendrite
microstructure) with a median particle size of 30 um were then prepared from the ingot by gas
atomization (Angstrom Sciences, Germany). The oxygen content of the pristine TiNbZr
powder is 0.81 at.% as determined by thermal desorption spectroscopy (TDS). The potential
influence of oxygen contamination on hydrogen storage and release kinetics might consist of
several aspects (1) A reduction in hydrogen storage capacity because oxygen occupies the same
sites in the host crystal otherwise used by hydrogen; (2) The surface oxidation with a dense
structure might act as an additional entry and release barrier for hydrogen [119-121]. However,
the latter point is of moderate concern as the high solubility of oxygen in this alloy (i.e., ~8 at.%
oxygen for B-Ti) implies that oxide formation is unlikely in the present alloy [122].

3.2.2. Microstructure characterization

The microstructure of the pristine and hydrogen-charged powders was characterized by a
combination of backscattered electron (BSE) imaging and electron backscatter diffraction
(EBSD) techniques in a Zeiss Sigma 500 scanning electron microscope (SEM). To observe the
cross-sectional area of the TiNbZr powders, they were embedded in a conductive phenolic resin
contacting carbon fillers (Polyfast Struers) and then ground with sand-paper of 400-4000 grit
size. Subsequently, the samples were polished with 50 nm colloidal silica (OPS) suspension
mixed with hydrogen peroxide (H202, 30 vol.%). The EBSD measurements were performed
with a step size of 50 nm under an accelerating voltage and probe current of 15 kV and 2 nA
and the collected data were analyzed using the software OIM Analysis™ V8.0. In addition, the
local chemistry of powders was probed by electron dispersive spectroscopy (EDS) in the SEM.

Moreover, the surface morphology of the TiNbZr powders was characterized by secondary
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electron (SE) imaging. In this case, the TiNbZr powders were directly dispersed on a copper
tape holder and coated with 4-nm thick carbon. To analyze the local crystallographic
information of the hydrogen-charged specimen, the selected area electron diffraction (SAED)
pattern was collected using transmission electron microscopy (TEM). The TEM lamella was
prepared using focused ion beam (FIB, FEI Helios NanoLab 600i dual-beam FIB/SEM
instrument). The TEM analysis was conducted using a Titan Themis instrument G2 300
operated at 300 kV.

3.2.3. In-situ synchrotron high-energy X-ray diffraction

In-situ synchrotron high-energy X-ray diffraction (HEXRD) was employed to study the
hydrogenation behavior of the TiNbZr alloy. The HEXRD experiments were conducted at the
Powder Diffraction and Total Scattering Beamline P02.1 of PETRA III at Deutsches
Elektronen-Synchrotron (DESY) in Hamburg, Germany [70]. Fig. 3.1 schematically shows the
HEXRD experimental setup. A chemical reaction cell for gaseous charging was placed between
the incident X-ray beam and a two-dimensional detector. TiNbZr powders (3-5 mg) were
loaded into a single-crystal sapphire capillary with an inner diameter of 0.6 mm, which was
assembled in the reaction cell [123, 124]. A hot air blower (Oxford Instrument) was employed
to heat the sample. The temperature of the sample was measured using a type K thermocouple.
Both pure H> gas (for hydrogenation) and Ar (as reference) gases with a purity of 99.999%
were used in the experiments at a pressure of 1 bar. The flow rate was kept at 50 mL/min,
which was controlled by a mass flow controller. Prior to heating, the capillary was purged with
the H> or Ar gas for 30 mins to remove residual air in the cell for the hydrogenation or reference
experiment, respectively. Then, the sample was heated to 500 °C with a heating rate of 0.3 °C/s
and subsequently held at 500 °C for ~1800 s, followed by cooling the cell in air. During the
heat treatment, the HEXRD patterns were recorded to investigate the real-time microstructure
evolution. The beam energy of the X-ray was fixed at 60 keV to obtain a monochromatic X-
ray with a wavelength of ~0.207 A. The beam size of the incident beam was 1 mm x 1 mm.
The Debby-Scherrer patterns were recorded every second by the fast area detector Varex
XRpad 4343CT (2880 pixels x 2880 pixels, with a pixel size of 150 um x 150 um). Thanks to
the ‘powder’ feature of the sample, it revealed isotropic scattering behavior along the azimuth
angle. Thus, half-ring configuration was employed, i.e., half of the Debby-Scherrer rings were
captured. In this case, the crystal information at a high scattering vector (with a Qpax up to ~15

A1) could be accessed simultaneously.
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Fig. 3.1 Schematic illustration of the experimental setup of the in-situ synchrotron high-energy X-ray diffraction
(Brand Bp indicate the vectors of the incident and diffracted beams, respectively; D is the distance between the
sample and the two-dimensional detector; 26y indicates scattering angle; O stands for the scattering vector).
Insert figure (marked by the black dash box) shows the integrated diffractogram of pristine TiNbZr powders at
30 °C, demonstrating a single body-centered cubic (BCC) structure with a lattice parameter of 3.3836 A.

The HEXRD patterns were integrated over an azimuth angle of 180° into intensity-scatter
vector Q plots using the GSAS-II software [76]. The sequential Rietveld refinement was
conducted for selected data points to deconvolute the HEXRD patterns and quantitatively
analyze the fraction of individual phases as well as their corresponding lattice parameters. The
values of the weighted profile R-factor (R.,) for all the refinements were below 8.0%,
demonstrating the high reliability of the results obtained. Furthermore, the pair distribution
function (PDF) profiles (G(r)) were obtained from the total scattering data with a QOmax of
around 15 A™! via the Fourier transform of the structural function (S(Q)). The peak widths (o)
and interatomic distances of the first three coordination shells were also determined from the
PDF analysis.

3.2.4. Density functional theory (DFT) calculations

DFT calculations were performed to identify and verify the experimentally observed lattice
structures of the TiNbZr alloy charged with hydrogen. The DFT calculations used the projector

augmented wave (PAW) method [125] as implemented in the Vienna Ab initio Simulation
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Package (VASP) [126, 127]. The provided PAW potentials [128] were employed, treating the
4p®4d*ss', 3p®3dP4s!, 45°5s'4d%p’, and 1s' orbitals as valence electrons for Nb, Ti, Zr, and H,
respectively. The generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof
(PBE) [129] parameterization was used for the exchange-correlation function. All calculations
were performed using a 500 eV kinetic-energy cutoff and a 6 x 6 x 6 k-point mesh according
to the Monkhorst-Pack scheme [130, 131]. Fermi-Dirac smearing with an electronic
temperature of 0.07 eV (corresponding to about 800 K) was used. Electronic minimization and
stress relaxation with total energy convergence parameters of 2 x 10"* meV/atom and 2 x 107
meV/atom were employed respectively. A 3 X 3 X 3 MEA bcc conventional supercell with 54
metallic atoms was used in the simulation, which allows to conduct calculations for an
equiatomic composition. The supercell was constructed using the special quasirandom
structure (SQS) method [132]. An averaged, effective solution enthalpy, AHg,; (per hydrogen
atom) was calculated by,

_ Eminn — Em _

AHgso = n Uy (3.1

where 7 indicates the number of hydrogen atoms in the supercell. The total energy E for each
supercell was calculated allowing for stress relaxation (i.e., supercell volume/shape and atomic
positions). The chemical potential of hydrogen, uy, was calculated as half of the total energy

of the H, molecule.

3.3. Results

3.3.1. Microstructure of the pristine TiNbZr sample

The pristine TiNbZr sample exhibits a spherical morphology (Fig. 3.2a-b) and the average
diameter of the particles is 23.56+0.82 um, as quantified by analyzing more than 200 particles
(Fig. 3.2c). As shown in the cross-sectional SEM image (Fig. 3.2d), the pristine powders
reveals a typical dendritic microstructure formed during solidification after the atomization
process. Nb accumulates in the dendritic regions (with an area fraction of 52%) while the
interdendritic regions (with an area fraction of 48%) are enriched in Ti and Zr (Fig. 3.2d-e).
Such a dendritic microstructure was also observed in as-cast refractory CCAs [50, 115, 133].
The segregation behavior is attributed to the large solidification temperature region (~300 °C)
among these elements [27, 134]. The tendency of Ti and Zr to undergo co-segregation is mainly
due to the lower mixing enthalpy between these two elements (0 kJ/mol as compared to 2
kJ/mol for Ti-Nb and 4 kJ/mol for Zr-Nb) [35, 50]. The composition of the dendritic region
was quantified by EDX as Tiz338Nb31.70Zr3492 (in at.%), while the composition of the
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interdendritic region is Ti3120Nb37.46Z13125 (in at.%, Table S3.2). Such a small chemical
fluctuation has negligible effects on phase stability, as confirmed by the HEXED measurements
(in Section 3.3.2). Despite the local chemical fluctuation, the average concentration is
consistent with the nominal composition (Table S3.2). The sample possesses randomly
oriented grains with an average grain size of 8.83+2.74 um (Fig. 3.2f). Additionally, the high-
angle grain boundaries constitute a major part of the grain boundaries, accounting for 83.8%,
whereas low-angle grain boundaries occupy 16.2%.
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Fig. 3.2 Secondary electron images of (a) TiNbZr powder and (b) a particle at high magnification in the pristine
state. (c) The corresponding size distribution measured from (a) using the software ImageJ over 200 particles. (d)
Backscattered electron imaging of a particle and the corresponding individual elemental maps of Ti, Nb, and Zr
probed by electron dispersive spectroscopy. (¢) Elemental distribution across dendrites along the red arrow in (d).
(f) Inverse pole figure (IPF), image quality overlaid with grain boundaries (IQ + GB), and kernel average
misorientation (KAM) maps of the particle probed by the electron backscatter diffraction. The red arrow in (f)
represents the the same line scan in (d).

The hydrogenation behavior of the TiNbZr powder was investigated by employing in-situ
HEXRD during hydrogen charging. Fig. 3.3a and ¢ show the overall evolution of the integrated
HEXRD peaks of TiNbZr samples upon heat treatment in pure Hz (Fig. 3.3b) and Ar (as a
reference, Fig. 3.3d). The HEXRD confirms that the pristine sample possesses a single body-
centered cubic (BCC, Im3m space group). In both cases, an evident peak shift to a lower

scattering vector (Q) is observed during heating from room temperature to 500 °C, suggesting
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an increase in interplanar spacing of the crystal lattice. During the isothermal treatment at
500 °C, a further systemic peak shift to a lower Q and peak broadening is observed for the
sample treated in pure Ha (Fig. 3.3a). In comparison, no change in the diffraction peaks is found
in the reference sample that treated in Ar under the same heat treatment (Fig. 3.3c). This fact
confirms that the peak shift and broadening in the sample treated in H> is related to hydrogen
ingression in the crystal lattice, resulting in lattice expansion. Upon cooling, the sample treated
in H» reveals further peak broadening with gradual loss of symmetry of the diffraction peaks
(Fig. 3.31), suggesting the formation of a crystal structure with low symmetry. In contrast, the
reference sample treated in Ar reveals only thermal contraction [135, 136], implying that the

TiNbZr alloy remains a BCC structure in Ar.
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Fig. 3.3 Contour maps of the diffraction intensity integrated over the azimuth angle of 180° probed by in-situ
high-energy X-ray diffraction (HEXRD) during heat treatment of the TiNbZr alloy in (a) H> and (c) Ar. (b) and
(d)The corresponding temperature profiles. HEXRD profiles of the sample treated in H for (e1) 1700 s, (e2) 1800
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cooling). (g) Lattice parameter and the relative change (4) in the lattice parameters of the sample during heating
from room temperature to 500 °C in Ho.

The response of crystal structure to heat treatment in the two samples was further studied by
analyzing the pair distribution function (PDF) profiles (Fig. S3.3 and Fig. S3.4). This method
reveals the probability of finding two atoms within the alloy by a distance r, based on the
Fourier transformed from the reciprocal space to the real space [75]. For the reference sample,
no obvious change is detected in the PDF profiles along the whole heat treatment. In contrast,

the loss of long-range correlations is observed in the sample treated in H, particularly during
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the onset of isothermal treatment and subsequent cooling processes, indicating the disordering
of the metal matrix [75]. Such disorder implies possible transitions of the crystal structure,
which will be analyzed in detail in the following chapters.

3.3.2. Evolution of lattice structure upon heating

During heating the sample in H> up to 500 °C, the lattice parameter increases linearly as a
function of temperature (Fig. 3.3g). Such linear behavior is mainly due to an increase in lattice
vibration stimulated by increasing temperature [ 135, 136]. The linear thermal expansion of the
TiNbZr alloy is subtle (4 = 0.010 A) with a thermal expansion coefficient o of 6.578x10/K
in the temperature range from 30 °C to 500 °C. These results are consistent with those for the
sample treated in Ar (4= 0.012 A, a = 6.578x10%/K, Fig. S3.6a). This comparison suggests
that no significant H> uptake in the sample heated in H> to 500 °C, which otherwise is supposed
to result in an additional change in the lattice parameter.

3.3.3. Hydrogen uptake during isothermal treatment at 500 °C

The temperature of 500 °C has been selected for the isothermal treatment as it falls within the
temperature range (300-600 °C), typical for studying phase transformations during
hydrogenation (Table S3.3). It is worth noting that temperatures can impact phase stability via
the change in free energy (i.e. hydrogen solubility) and thus can influence also the kinetics of
structural transitions (i.e. hydrogen absorption rate) by affecting vacancy concentration and
atomic diffusion [12, 28, 41]. During isothermal treatment in H» at 500 °C, the diffraction peaks
shift significantly to a lower Q-vector (Fig. 3.3a) within the initial 200 s (the elapsed time from
1700 s to 1900 s), suggesting a rapid increase in the lattice parameter. Such lattice expansion
is attributed to the fast hydrogen uptake in the TiNbZr powder. There is no further shift of the
diffraction peaks after the elapsed time of 2000 s (Fig. S3.7). Such stagnation indicates the
saturation of the TiNbZr lattice with hydrogen atoms. To better understand the hydrogen
absorption process, we next focus on the microstructure evolution within the first 200 s of the
isothermal treatment. The integrated HEXRD profiles, as shown in Fig. 3.3e, reveal that the
original BCC peaks (a =3.391 A at 500 °C, 1700 s) split into multiple sets of BCC peaks, and
then transit back to one set of BCC peaks, yet, with a larger lattice parameter (a = 3.540 A at
500 °C, 1900 s). A small peak at the left shoulder of the {110} reflection of the BCC phase is
observed (Fig. 3.3¢), which is most likely a sign of the occurrence of a body-centered tetragonal
(BCT, I4/mmm space group) structure. Due to its very small fraction (< 5.0 wt.%), this BCT
peak is not taken into consideration in the Rietveld refinements for the isothermal treatment.
As exemplarily revealed in Fig. 3.4a, two BCCi10 peaks are further distinguished at slightly
different O values (2.600 A™! and 2.615A™") at 1700 s, suggesting two BCC structures, namely
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BCC-1 (85.7 wt.%, a = 3.391 A) and BCC-2 (14.3 wt.%, a = 3.411 A). During isothermal
treatment, three more sets of BCC peaks can be deconvoluted and noted as BCC-3, BCC-4,
and BCC-5 with an increase in the lattice parameters (Fig. 3.4b and Fig. S3.8a-c). The fraction
of initial BCC-1 peaks gradually decreases and disappears at 1900 s, while the fraction of BCC-
2, BCC-3, and BCC-4 peaks first increases followed by a decrease (Fig. 3.4f), suggesting that
they are the transient structures. The appearance of these transient structures with the
intermediate lattice parameters is attributed to the evolution of the hydrogen concentration
gradient along the radius of the particles depending on the penetration depth of hydrogen as a
function of time [137, 138]. As shown in Fig. 3.4g, when hydrogen diffuses into the particle at
the beginning of the isothermal process, it generates a corresponding local gradient in the
hydrogen concentration (the concentration gradually decreases from the shell to the core) [139,
140]. The solute hydrogen atoms expand the BCC lattice (below the solubility limit), resulting
in an increase in its local lattice parameter, which is proportional to the hydrogen concentration
and indicated by the shift of the diffraction peaks to smaller O values in the HEXRD profiles.
Due to the hydrogen concentration gradient along the diffusion path, the BCC lattice reveals a
continuous variation of the lattice parameter, as shown by the asymmetric broadening of the
diffraction peaks. For the sake of simplicity, in total five transition BCC structures with distinct
lattice parameters were considered in the HEXRD analysis, yielding reliable Rietveld
refinement results. Finally, BCC-5 becomes the predominant structure in the microstructure
(88.4 wt.%, a =3.534 A, Fig. 3.4d and f). Additionally, only BCC-5 can be detected after 2000
s (isothermal holding for 400 s) (Fig. S3.7). This fact can be ascribed to the saturated hydrogen
concentration across the whole particle. For the sample treated in Ar, the lattice parameter
increases only slightly by 0.006 A to 3.406 A after isothermal heat treatment for about 400 s
(Fig. S3.6b). Then, there is no change observed in the HEXRD profiles (Fig. S3.13).
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Fig. 3.4 Deconvoluted BCC) o peaks of the sample treated in H, at 500 °C for (a) 1700 s (starting time for
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lattice parameters and (f) corresponding fractions of multiple BCC structures in the early stage of the hydrogen
uptake. (g) Schematic diagram showing the gradual expansion of the BCC lattices during the isothermal heat
treatment process at 500 °C. a and Xy represent lattice parameter and hydrogen concentration, respectively.

3.3.4. Change in lattice structure upon cooling

Compared with the isotropic expansion of the BCC lattice during isothermal heat treatment,
the evolution of lattice structure upon cooling back to room temperature is more complex. An
asymmetric broadening of the diffraction peaks is observed upon cooling, which is attributed
to the presence of BCT crystal structure. The deconvoluted {110} peaks are shown in Fig. 3.5a-
c. One BCC peak and two series of BCT peaks (BCT-1 and BCT-2) are determined upon
cooling. Lattice parameters and phase fractions were extracted from the sequential Rietveld
refinements (Fig. 3.5d-e). The fraction of the BCT-1 structure with a c/a ratio of 1.18 slowly
increases to ~15.5 wt.% during the cooling process, while the fraction of the BCT-2 phase with

a c/a ratio of around 1.06 finally reaches up to 59.3 wt.% at the final stage of cooling. In other
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words, in total ~80 wt.% of BCC transforms into tetragonal crystal structures upon cooling
triggered by the saturated hydrogen in the BCC lattice. This transformation in crystal structure
from BCC to BCT under hydrogen exposure upon cooling will be further discussed in Section
3.4. In the reference sample (treated with Ar), the BCC structure remains and there is no
asymmetric broadening of the peaks observed (Fig. S3.13). In this case, its lattice parameter
decreases linearly from 3.406 A to 3.390 A due to the lattice contraction induced by cooling
(Fig. S3.6¢). It should be noted that no FCC hydride (space group: Fm3m) is found during the

entire hydrogenation process under the treatment conditions in this study.
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BCT-1 and BCT-2 crystal structures.

TEM was also employed to determine the tetragonality of the crystal structure after heat
treatment in Hz (Fig. 3.6 and Fig. S3.14). Two overlapping diffraction patterns corresponding
to the BCC and BCT crystal structures were distinguished in Fig. 3.6b. One set was found to
stem from a BCC crystal structure with a lattice parameter of 3.395 A, while the other indicates
the occurrence of a BCT crystal structure (a = 3.249 A and ¢ = 3.475 A). The corresponding
BCT crystal structure is shown in the inverse fast Fourier transform (IFFT) image (Fig. 3.6¢).
The c/a ratio is approximately 1.07. Such results are consistent with the simulated patterns
along the same <001> zone axis (Fig. 3.6d). This structural evolution from BCC to BCT results
in the spontaneous symmetry breaking of the lattice structure and the discontinuous change in

the lattice constant. These features meet the characteristics of a dilatation-dominated displacive

49



phase transformation [141, 142]. In this case, the ordered distribution of the hydrogen
interstitials, is supposed to be the main factor causing this transformation [114, 143]. The above
findings provide strong evidence of tetragonality within the TiNbZr matrix after heat treatment
in Hz. The underlying mechanisms for the presence of tetragonality will be discussed in the

Discussion section (3.4.2).

BCC:a=3.395A
BCT:a=3.249A,¢c=3.475A

Fig. 3.6 (a) A representative high-resolution TEM (HRTEM) image of TiNbZr powder after heat treatment in H»
with the zone direction of [001], along with (b) its corresponding Fast Fourier transform (FFT) pattern and (c)
inverse FFT (IFFT) image of the body-centered tetragonal (BCT) crystal structure. (d) Simulated selected area
electron diffraction (SAED) pattern of the coexistence of body-centered cubic (BCC) and BCT crystal structures
along the [001] zone axis.

3.3.5. Change in lattice volume during hydrogenation
The relative changes in the lattice volume during the heat treatment in H> and Ar are shown in

Fig. 3.7. The lattice volume is calculated with the equation, V; = X.1(f; X V;), where V; is the
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weighted average volume of a unit cell at time ¢, f; and V; represent the fraction and lattice
volume of structure i, respectively. Here we use the change in relative volume, V; /V; (V, is the
initial lattice volume), to evaluate the evolution of lattice volume. The lattice parameters and
corresponding volumes at different time points are listed in Table S3.4 and Table S3.5. The
volume changes of both samples treated in H> and Ar are consistent during heating to 500 °C,
revealing a subtle increase by 0.627 A3, corresponding to the relative volume change (V,/Vj,
where V,, indicates the initial lattice volume) of 1.010. Upon hydrogen uptake, the lattice
volume is significantly increased by 4.845 A® due to the hydrogen absorption and solution in
the lattice, yielding a total relative volume change (V;/V,) of 1.142. This volume expansion
corresponds to a hydrogen-to-metal atomic ratio of 0.865 (hydrogen concentration is
determined to be 46.4 at.%), assuming that a volume expansion of 2.8 A® is caused by
introducing a single hydrogen atom in the unit cell [114, 144]. Such a high hydrogen
concentration is mainly attributed to the high solubility of hydrogen in group IV elements [114].
It is worth noting that a slight drop in the relative volume change happens in the sample treated
in Ho before its steep increase. This reduction in lattice volume is supposed to be due to the
endothermic effect caused by hydrogen dissolution, indicating the onset of hydrogen ingress
[95]. A decrease in the lattice volume is observed in both samples treated in Ar (by 0.551 A®)
and Hz (by 0.726 A%) during cooling. In the former case, the lattice volume almost recovers to
its original size with a relative volume change of 1.002 in the final stage. In the latter case, such
a decrease is probably due to both the thermal effect and the decrease in hydrogen solubility

upon cooling.
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Fig. 3.7 Relative volume change of the crystal lattices in TiNbZr samples treated in H, and Ar.

3.3.6. Microstructure after the treatment in H:

The microstructure of the TiNbZr sample after the treatment in Hy is displayed in Fig. 3.8. The
treatment causes no obvious change in the shape and surficial morphology of particles due to
the low heat treatment temperature (500 °C) and short treatment time (0.5 h). The particle size
1s measured to be 22.90+0.44 pum, consistent with that of the pristine state (Fig. 3.2¢). The
dendritic microstructure remained, as revealed in the cross-sectional SEM images (Fig. 3.8d).
In addition, the chemical fluctuation of individual elements between interdendritic and
dendritic regions is the same as that in the pristine sample (Fig. 3.8e). Such unchanged
microstructure features are mainly attributed to the slow diffusion of the refractory elements at
500 °C (T /Ty, = ~0.29, where Ty, is the liquidus temperature of TiNbZr. As shown in Fig.
S3.15, T, is determined to be ~1720 °C by Thermo-Calc in conjunction with the
thermodynamics database TCTI2). Despite the random orientation of grains after the treatment
in H> (Fig. 3.8f), an increasing number of low-angle grain boundaries (2-15° misorientation)
is observed, accounting for 46.2% over all the boundaries (which is 16.2%, and 19.6% for the
pristine sample and the sample after heat treatment under Ar (Fig. S3.16), respectively).
Additionally, the local KAM value at these low-angle grain boundaries in the hydrogen-treated
sample can reach values up to 2.04° as compared with 0.69° in the sample treated in Ar. The

density of the geometric necessary dislocation (p) can be approximated following the equation,
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p= 3 X KAM / b x Ax’ where b and Ax represent the magnitude of the Burgers vector and step

size used for the EBSD scan, respectively [145, 146]. After the heat treatment in hydrogen, the
dislocation density (7.07 X 10'> m™) is about three times higher than the reference sample (2.39
x 10" m2), suggesting the significant internal distortion and associated strain localization
caused by hydrogen ingress. The formation of low-angle grain boundaries can be attributed to
the accommodation of internal stress induced by hydrogen interstitials [105, 147, 148].
Specifically, the incorporation of a substantial amount of hydrogen solutes (>40 at.%) into the
lattice induces a crystal structure transition from BCC to BCT. The presence of hydrogen
solutes and the associated structural transformation result in significant lattice distortion,
leading to the build-up of misfit dislocations. As these dislocations accumulate and multiply,
they relax the local stresses by reorganizing into low-angle grain boundaries. Interestingly,
these low-angle grain boundaries are distributed along the interdendritic regions, where Ti and
Zr are enriched, which is mainly ascribed to the higher affinity of hydrogen to Ti and Zr than
to Nb [35].
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Fig. 3.8 Secondary electron images of (a) TiNbZr particles and (b) an individual TiNbZr particle after the
treatment in H». (c) Size distribution of the TiNbZr particles. (d) Backscattered electron imaging of a particle and
the corresponding elemental maps of Ti, Nb, and Zr probed by electron dispersive spectroscopy. (¢) Elemental
distribution across dendrites, as marked by the red arrow in (d). (f) Inverse pole figure (IPF), image quality
overlaid with grain boundaries (IQ + GB), and kernel average misorientation (KAM) maps of the particle probed
by the electron backscatter diffraction. The red arrow in (f) represents the same scan in (d).
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3.4. Discussion
The results presented in Section 3.3 show the evolution of the TiNbZr crystal lattice upon

hydrogen uptake, i.e., the isotropic lattice expansion during isothermal treatment in H> at 500 °

C and followed by anisotropic lattice expansion during the cooling schedule to room
temperature. In this section, we discuss the preferred occupancy site of hydrogen atoms in the
BCC lattice of TiNbZr alloy and the origin of the anisotropic tetragonal expansion of the lattice,
to better understand the effect of hydrogen atoms on crystal structures.

3.4.1. Site occupancy of hydrogen atoms in the TiNbZr crystal lattice

The fundamental question is what the favorable accommodation site of one single hydrogen
atom in the crystal lattice is, i.e., devoid of any sublattice or Zener ordering correlations with
other hydrogen atoms. The TiNbZr lattice with its BCC structure possesses two types of
interstitial sites that can accommodate hydrogen atoms, namely, 12 tetrahedral sites and 6
octahedral sites per BCC unit cell [27]. For the following qualitative and geometry-based
discussion, the reasoning is built on the simple BCC rigid lattice, with geometric considerations
applied to tetrahedral and octahedral sites. Generally, the radius (r) of a tetrahedral site (0.291
R, R is the radius of the host metal atom) is approximately twice that of an octahedral site
(0.155 R) [27]. Because of the larger accommodation space of a tetrahedral site in the TiNbZr
alloy (calculated to be 0.426 A, considering a lattice parameter of 3.3836 A from Fig. 3.1),
intuitively, a hydrogen atom (with a radius of 0.53 A) should prefer to occupy a tetrahedral site
rather than an octahedral site [114, 143, 149, 150]. The validity of this hypothesis is further
rationalized by DFT calculations (Fig. 3.9). We therefore computed the H solution energies on
the various symmetry inequivalent interstitial tetrahedral and octahedral sites in the constructed
TiNbZr SQS supercell. After the relaxation of the atomic positions, about half of the considered
octahedral sites turned out to be unstable: the hydrogen occupies a neighboring tetrahedral site
(Fig. 3.9a). In contrast, the considered tetrahedral sites were almost all stable, and we observed
that only for a few cases relaxation into an octahedral position after the full stress relaxation
(Fig. 3.9b). Having the energy distribution over the different sites and knowing that a single
site can only be occupied by a single hydrogen atom, we can use the Fermi-Dirac statistics to
calculate the ratio of hydrogen in tetrahedral vs. octahedral sites as a function of temperature
(7) and hydrogen concentration (Xu) [151]. Since a single interstitial site can accommodate no
more than one single hydrogen atom, the statistics describing the hydrogen distribution is given

by Fermi-Dirac distribution,

54



f(AHso; T, ) = [exp (AHZ;—I;H) + 1]_1 (3.2)

where AHg, is the solution energy of a hydrogen interstitial on a specific site, and u, kg, and
T stand for the chemical potential of hydrogen, Boltzmann constant, and temperature,
respectively. The total hydrogen concentration x (relative to the total number of available

interstitial sites (i.e., tetrahedral and octahedral sites)) is given by,

+ 00
f n(AHsol)f(AHsol; T, ,LL) dAHsol =X (33)

where the density of states n(AH,) has been determined from the energies calculated by DFT
for the various interstitial sites for a single hydrogen atom. Equations (2) and (3) are solved
self-consistently to obtain the hydrogen chemical potential u(T,x) for a given hydrogen
concentration. As revealed in Fig. 3.9e, for a dilute hydrogen concentration (corresponding to
a single hydrogen atom in the SQS supercell with 54 metallic atoms), T = 0 K gives almost
100% of tetrahedral occupancy. Higher temperature gives a lower tendency to occupy the
tetrahedral sites, asymptotic to an approximately 2:1 ratio of the number of tetrahedral and
octahedral interstitials when the temperature approaches infinitely large values. Over the
temperature of interest, more than 80% of tetrahedral occupancy is the result. Thus, the above
DFT calculations strongly indicate that tetrahedral sites are energetically preferable to
accommodate a hydrogen atom no matter whether it is initially introduced to a tetrahedral or
octahedral site. Such a preference for hydrogen accommodation at tetrahedral sites is in line
with the previous studies in the literature with low hydrogen concentrations [55, 143, 152]. It
is worth noting that the impact of the zero-point energy on the hydrogen binding energy is
negligible. Explicit calculations showed that it gives rise to only very subtle contributions (-
0.01 to 0.03 eV/H-atom) to the solution energies (~0.4 eV/H-atom) (Fig. S3.17). Additionally,
unstable octahedral sites at 7=0 K may be dynamically stabilized by temperature, including
thermal vibrations and electronic excitations. However, given that this would require
significantly computationally expensive molecular dynamics simulations, we consider this to

be beyond the scope of the present work.
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Fig. 3.9 Statistical distribution of solution enthalpy per hydrogen atom in a TiNbZr special quasirandom supercell
after a full stress relaxation with one hydrogen atom initially positioned at all possible (a) octahedral interstitial
sites and (b) tetrahedral interstitial sites. Corresponding distribution of relaxed hydrogen states in (c) octahedral
and (d) tetrahedral sites. DFT calculations were conducted with a 3 x 3 x 3 supercell (54 metallic atoms) at 7=0
K. (e) Calculated frequency for the tetrahedral and octahedral occupancy assuming a Fermi-Dirac distribution of
energy states in the case of dilute and concentrated hydrogen solution corresponding to 1 and 45 hydrogen atoms
in the supercell, respectively (hydrogen mole fraction: 2 at.% and 45.4 at.%, respectively).

Next, we discuss the scenario where a large number of hydrogen atoms are present. The Fermi-
Dirac distribution of energy states gives a similar trend of the temperature-dependent
tetrahedral occupancy when 45 hydrogen atoms are present in the supercell (corresponding to
the saturated hydrogen concentration, following the experimental results shown in Fig. 3.7)
except for the low-temperature region (<500 K) where the tetrahedral hydrogen stabilized at
around 85% of occupancy. Nevertheless, the tetrahedral sites remain the preferred positions for
the hydrogen atoms (Fig. 3.9¢). It is worth noting that the above Fermi-Dirac analysis is suited
mainly for qualitative interpretation. Three main assumptions have been made for the Fermi-
Dirac analysis: (1) The volume change due to hydrogen is ignored, which might be important

for cases where high hydrogen concentrations apply. (2) The predicted results for low hydrogen
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concentrations should be interpreted with caution, as they are highly sensitive to the sampling
of the low-energy region. (3) The hydrogen-hydrogen interaction is neglected. To address those
limitations, we explicitly introduced 45 randomly distributed hydrogen atoms in the supercell.
For the sake of simplicity, a random distribution of hydrogen interstitials was assumed in the
supercell using two different configurations with initial occupancy of all hydrogen atoms in
only octahedral sites and only tetrahedral sites, respectively. In total, 200 different
configurations with 45 hydrogen atoms have been considered for DFT calculations (Table
S3.7). Specifically, two BCC SQS cells were utilized for DFT calculations, and we sampled
50 octahedral and 50 tetrahedral configurations for each SQS cell. The minimum distance of
neighboring hydrogen-hydrogen bonds was constrained to values larger than 2.0 A (see
computed force and interactions between nearest-neighbor hydrogen atoms in Fig. S3.18) to
avoid the large hydrogen-hydrogen repulsive interaction [ 114, 150, 153]. Fig. 3.10a shows the
calculated solution enthalpy for the two cases before and after the full stress relaxation. For the
former case, the presence of hydrogen interstitials on octahedral sites is unfavorable, as
evidenced by the higher averaged solution enthalpy of 0.035 eV/H-atom than that (-0.469
eV/H-atom) of the tetrahedral configuration. Even after the full stress relaxation, the solution
enthalpy of hydrogen atoms initially positioned at the octahedral sites remains higher (-0.336
eV/H-atom) compared with the latter case when hydrogen atoms are placed on the tetrahedral
sites prior to relaxation. The solution enthalpy of the latter case with initial tetrahedral hydrogen
configuration decreases further to -0.605 eV/H-atom upon full relaxation. Additionally, the
volume expansion of the supercell is determined to be approximately 11.1+0.3% after the
incorporation of 45 hydrogen atoms (randomly distributed, see Fig. S3.19), consistent with the
value derived from the HEXRD experiment. These results confirm that even at such a high
concentration of hydrogen (46.4 at.% hydrogen), tetrahedral sites are more favorable sites for
hydrogen accommodation. As tetrahedral interstitial sites reveal isotropic geometry, hydrogen
atoms exert a uniform force on the nearest neighboring host atoms, leading to an isotropic
expansion of the lattice [143]. When hydrogen atoms are randomly distributed at tetrahedral
sites, they result in almost isotropic expansion of TiNbZr lattices with a small ¢/a ratio of 1.007
(Fig. 3.10b). This c/a ratio is consistent with the constructed SQS supercell without hydrogen
atoms (1.006, due to finite size of the supercell). Such a case reflects the situation at an elevated
temperature during the isothermal heat treatment process, where hydrogen atoms can be
expected to be randomly distributed within the TiNbZr crystal due to the configurational

entropy effect at high temperatures [114]. Thus, the current BCC structure is predominantly
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stable with hydrogen interstitials randomly distributed at the tetrahedral sites at a high
temperature, as also suggested in the in-situ HEXRD experiments (Fig. 3.4).
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Fig. 3.10 (a) Statistical distribution of calculated solution enthalpy per hydrogen atom before and after atomic
relaxation when 45 hydrogen atoms are positioned at octahedral or tetrahedral sites in a supercell with 54 metal
atoms. The data has been obtained from DFT calculations. (b) Statistical distribution of calculated c/a ratio with
all hydrogen initially settling at the tetrahedral and octahedral sites after relaxation based on DFT calculations.
DFT calculations were conducted with a 3 x 3 x 3 supercell (54 metallic atoms) at 7=0 K.

3.4.2. Occurrence of lattice tetragonality upon cooling

An intriguing observation is the tetragonal distortion of the hydrogen-saturated crystal lattice
upon cooling as determined by HEXRD and TEM methods (Fig. 3.5 and Fig. 3.6). The
advantages and disadvantages of both methods shall be briefly summarized and discussed for
the determination of tetragonality. HEXRD is commonly used in the detection of tetragonality,
especially for the tetragonal distortion of Fe-C martensite [154, 155]. For HEXRD, the X-ray
diffractograms reflect the crystal structures averaged over the probed volume (here, ~0.4 mm?)
with excellent statistical information [154, 155]. However, measuring tetragonality relies on
indirect profile analysis of the peak splitting and broadening [156]. The uncertainty arising
from the deconvolution of diffraction peaks (based on the least squares method) hinders its
direct utility for interpreting tetragonality [156, 157]. In contrast, the TEM-based electron
diffraction technique provides local but direct information, despite the challenging and time-
intensive preparation of thin films for TEM observations. Concerning the micro-size powder
sample in this study, the focused ion beam (FIB) cutting method was used for the site-specific
TEM lamella preparation, although it can unavoidably introduce artifacts during the thinning
process, limiting the explanation of the results [158, 159]. Therefore, in our study, a
combination of HEXRD and TEM methods was employed to validate local lattice tetragonality,

and to understand and minimize the inaccuracies resulting from relying solely on a single
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testing method. Both the occurrence of peak splitting and broadening in the HEXRD
experiment, and the overlap of two diffraction spots in the TEM analysis strongly support the
tetragonality of TiNbZr lattices upon cooling. Nevertheless, a slight variation of ¢/a ratios is
observed for the samples measured using the two methods (ranging from 1.06 for HEXRD to
1.07 for TEM). Such a discrepancy in the c/a ratios might be due to the spatial/angular
resolution limit associated with these two techniques, one being local (TEM) and the other
integral (HEXRD).

The presence of tetragonality upon cooling indicates a change in the configuration of hydrogen
atoms in the accommodation sites, which results in an asymmetric lattice expansion (expansion
along the c-axis in this study). Based on the hydrogen concentration (~46.4 at.%) and the
presence of tetragonality, two reasonable atomic configurations are considered (Fig. 3.11a).
For the sake of simplicity, we only consider scenarios where hydrogen atoms occupy a single

type of interstitial site, either a tetrahedral or octahedral site. Scenario I: all hydrogen

%)

interstitials are positioned at tetrahedral sites with a specific hydrogen occupancy of (0, >3

and (0, %, z), as these sites are calculated to be the energetically favorable positions for

hydrogen accommodation (see Section 3.4.1). Although a tetrahedral hydrogen atom applies
uniform force on four neighboring metallic atoms, the specific arrangement of the hydrogen
atoms in a lattice can result in a joint force along the c-axis, thus causing an asymmetric lattice

expansion [143]. Scenario II: all hydrogen interstitials are positioned at octahedral sites with
an ordering distribution (hydrogen occupancy: (0, 0, %) and (%, %, 0)). In comparison to the

tetrahedral hydrogen atoms, octahedral hydrogen interstitials exert a non-uniform force,
exhibiting higher forces on the two nearest neighboring atoms [143]. Owing to these ordered
distributions of hydrogen interstitials, a reduction of the total energy of the system is expected

[114]. This hypothesis will be further testified through ab initio DFT calculations.
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Fig. 3.11 (a) The proposed lattice configurations, which are possible to result in lattice tetragonality, namely, the
asymmetric expansion along the c-axis. Scenario I with all hydrogen atoms positioned at the tetrahedral (0, %, i)

and (0, %, %) sites (In this case, only half of the marked sites are occupied by hydrogen atoms), while about all

hydrogen atoms are located at the octahedral sites (hydrogen occupancy: (0, 0, i) and (i, i, 0)) in Scenario IIL.

Statistical distribution of (b) calculated solution enthalpy per hydrogen atom and (c) calculated c¢/a ratio of
Scenario I and Scenario II after stress relaxation. DFT calculations were conducted with a 3 x 3 x 3 supercell (54
metallic atoms) at 7=0 K.

To validate the tetragonal distortion caused by the ordering distribution of hydrogen atoms, all
of them were located in tetrahedral or octahedral sites within the lattices. It is noted that the
solution enthalpy of the Scenario I configuration reaches a lower value (-0.646+0.014 eV/H-
atom) compared with the Scenario II (-0.547+0.008 eV/H-atom) (Fig. 3.11b), suggesting a
more stable configuration for hydrogen accommodation. The difference in configurational
entropy between random solid solution (in tetrahedral sites) and Scenario I configuration
(under the ideal mixing assumption, see Supplementary Note 3.1) is determined to be AS.nr =
1.24 kg per hydrogen atom. With this value, the phase transformation temperature of Scenario
I from a random solid solution is predicted to be 382K. Since other factors, such as composition
variations, exchange-correlation functionals, and thermal vibrations, will also contribute to the
transition temperature, this predicted temperature is in qualitative agreement with the BCT-2

transition temperature observed in HEXRD experiments (~723 K). Simultaneously, the c/a
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ratio of Scenario I is determined to be 1.05+0.009 (Fig. 3.11b), in agreement with that of the
predominant BCT-2 crystal structure (~1.06) as evidenced by the HEXRD results (Fig. 3.5).
Although the Scenario II configuration exhibits a higher solution enthalpy, the c/a ratio with
1.224+0.008 is in line with the BCT-1 crystal structure (~1.22). This result implies that the
Scenario II configuration, in which all hydrogen atoms are periodically positioned at the
octahedral sits, is likely to be an intermediate configuration. This configuration is considered
to be a transformable state from BCC to FCC during the hydrogenation [100, 101]. Such
octahedral occupancy of hydrogen atoms is thought to increase the disorder of hydrogen-
hydrogen bonds, thus destabilizing the BCC crystal structure and inducing subsequent phase
transformation. This metastable nature also explains why the Scenario II configuration with a
c/a ratio of ~1.22 is challenging to be detected when using TEM characterization techniques,
which are conducted several weeks after the in-situ HEXRD experiment. The underpinning
physics leading to the presence of tetragonality upon cooling are mainly due to, (1) the
occupation of a tetrahedral (or octahedral) site which produces an elongation of the c-axis,
which, in turn, facilitates the occupancy of neighboring tetrahedral (or octahedral) sites by other
hydrogen atoms, a phenomenon referred to as collective interstitial ordering [114]; (2) the local
anharmonicity in the strain fields induced by interstitials, which substantially stabilizes the
collective ordering [160].

In this study, a single-step BCC-to-BCT transformation is observed in the TiNbZr alloy upon
cooling from 500 °C after hydrogenation (1 bar H»). In the literature, a fully hydrogenated
TiNbZr at 40 bar H> reveals a FCC crystal structure [161], which is a typical hydride phase in
TiNbZr-based CCAs (Table S3.1). Notably, a different transformation pathway is also
observed for some alloys with similar compositions, forming BCT hydride as the fully
hydrogenated form, e.g. in TiVZrNbTa [162]. The discrepancy in transformation pathways can
be attributed to: (1) Composition difference: Alloys appearing to form BCT metal hydrides
often contain vanadium (V), where V tends to stabilize the BCT hydride phase at high hydrogen
concentrations [114, 163]. Moreover, in the case of group IV elements (i.e., Ti, and Zr in this
study), tetragonal lattice distortions can be observed at hydrogen concentrations exceeding 60
at.% hydrogen [164, 165]. Refractory CCAs with a high proportion of these elements have a
high tendency to form BCT hydrides; (2) Lattice distortion (8): Variations in 0, calculated as

. 2
0= ’Z ici(1— %) X 100, where c;, and r; denote the atomic fractions, and radius of element

i respectively, while 7 stands for the averaged atomic radius, can also influence the

transformation pathway [100, 166]. This parameter is closely related to the availability of the
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interstitial sites within the lattices. Here, TiNbZr have a § value of 4.3%, aligning with a
classical BCC-to-FCC transformation that is typical for alloys with small 6 values. In contrast,
TiVNbZrTa, which forms BCT hydrides, has a 6 value of 5.8%. Refractory CCAs with high 6
values are accompanied with more available interstitial sites (especially for octahedral sites)
within the lattice. The large lattice distortion can lead to the reduction in the energy barrier for
hydrogen octahedral accommodation. The occupancy of octahedral sites can induce the
elongation of the c-axis, thus favoring the formation of BCT hydrides. While these factors
suggest a connection between phase transformations and composition/d, establishing a
quantitative relationship remains challenging. Additional physicochemical parameters, i.e.
valence electron concentration (VEC), electronegativity (6, ) might also influence phase
transformation pathways [100, 161].

3.4.3. Preference of hydrogen accommodation towards Ti/Zr

It is also worth noting that an increase in the fraction of low-angle grain boundaries is found
after the treatment in H» (Fig. 3.2 and Fig. 3.8). Even though heat treatment typically results in
recovery of low-angle grain boundaries [167, 168], the increase in their presence in this study
is primarily attributed to the volume changes and lattice distortion associated with the uptake
of hydrogen atoms within TiNbZr lattices. More specifically, the hydrogen atoms, especially
in a high concentration, can severely distort the lattice structure, leading to the subsequent
generation of low-angle grain boundaries [35, 105, 147, 148]. Moreover, these newly formed
low-angle grain boundaries are mainly distributed along the Ti and Zr-rich interdendritic
regions (Fig. 3.8), supporting the fact that hydrogen exhibits a higher tendency towards T1 and
Zr rather than Nb due to the lower mixing enthalpy [35]. This tendency is known from these
mixtures according to the elementary phase diagrams (i.e., Ti-H), where only the phase
diagrams of Nb+H, Zr+H, and Ti+H systems have been experimentally assessed or evaluated
using the CALPHAD (CALculation of PHAse Diagram) method [164, 165, 169]. The partial
molar enthalpy of hydrogen solution in B-Ti is nearly -59.4 kJ/mol as compared with 43.0
kJ/mol for that of Nb, indicating the higher affinity of hydrogen to Ti than that to Nb. A similar
trend can be obtained for Zr (partial molar enthalpy of hydrogen solution in B-Zr is -74.5
kJ/mol), suggesting a higher affinity to hydrogen for Zr as compared with Nb. Our DFT
calculations also revealed that the solution enthalpy of hydrogen is lower when more nearest
neighboring Ti atoms are present (Fig. 3.12). The solution enthalpy drops from 0.23 eV/H-
atom to approximately -0.32 eV/H-atom as the number of nearest neighboring Ti atoms

increases from 0 to 2 for octahedral hydrogen interstitials. A similar trend is found for the
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tetrahedral hydrogen interstitials, with the lowest solution enthalpy of -0.63 eV/H-atom when
surrounded by 4 nearest neighboring Ti atoms. The Nb atoms, however, exhibit an opposite
effect on hydrogen interstitials compared to Ti. The solution enthalpy associated with hydrogen
increases with the number of nearest neighboring Nb atoms, while Zr exhibits similar behavior
as Ti. These findings are important, suggesting that the local chemical environment provided
by the surrounding host alloying atoms can entail local hydrogen preference (i.e., where the
hydrogen is preferably stored or less preferably stored). The same fact applies to the kinetic
barriers when extracting the hydrogen atoms from the metal again for generating hydrogen
molecules [57, 170, 171]. Translated to the application of such MEAs as high-temperature
materials exposed to hydrogen (e.g., combustion engines), this fact also means that specific
lattice regions enriched in Ti, Zr, or both might be particularly susceptible to an embrittling

effect due to such hydrogen-induced local distortion.
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Fig. 3.12 Calculated statistical distribution of the hydrogen solution enthalpy per hydrogen atom of TiNbZr with one hydrogen
solute relaxed to either tetrahedral interstitial sites or octahedral interstitial sites surrounded by different amounts of nearest
neighbor (a, d) Ti atoms, (b, €) Nb atoms and (c, f) Zr atoms. DFT calculations were conducted with a 3x3x3 supercell (54
metallic atoms) at 7=0 K.

3.5. Conclusions

This study investigated the real-time microstructural evolution of TiNbZr alloy during heat
treatment in pure hydrogen using in-situ synchrotron high-energy X-ray diffraction combined
with density functional theory calculations to understand the hydrogen accommodation down
to the atomic scale. The main conclusions are:

(1) The body-centered cubic (BCC) lattice exhibited a significant isotropic expansion during
hydrogen uptake at 500 °C, with a lattice volume increase of 4.845 A3 (corresponding to a
hydrogen concentration of 46.4 at.%). It is worth noting that such a high hydrogen
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concentration did not induce the formation of hydrides, due to the comparably high solubility
of hydrogen within these metallic elements. The DFT calculations revealed that tetrahedral
sites were the energetically more favorable positions for hydrogen accommodation for both
dilute and high concentrations of hydrogen.

(2) The hydrogen-saturated BCC crystal structure transformed into a body-centered tetragonal
(BCT) structure upon cooling to room temperature. The transformation followed the dilatation-
dominant displacive transformation pathway with a spontaneous lattice symmetry breaking and
discontinuous lattice constant change. The presence of tetragonality is due to the change in the

distribution of hydrogen interstitials. The ordered distribution of hydrogen interstitials along
tetrahedral sites (hydrogen positioned in tetrahedral (0, %, i) and (0, %, %) sites) led to the

asymmetric lattice expansion along the c-axis. This ordered distribution of hydrogen atoms
during the structural evolution is attributed to the minimization of the system solution enthalpy
as also shown by DFT calculations. The underlying mechanisms resulting in tetragonality are
mainly due to the collective interstitial ordering.

(3) Hydrogen atoms demonstrated a higher tendency to occupy Ti/Zr-rich interstitials
compared with those surrounded by Nb atoms as analyzed from the elementary phase diagrams
known from these mixtures (e.g., Ti/Zr/Nb-H). As a consequence, a significant increase in the
fraction of low-angle grain boundaries (by 30.0%) was found along Ti/Zr-enriched dendritic
regions after the heat treatment in Hz. The DFT calculations also revealed a higher affinity of
hydrogen to Ti/Zr atoms as compared to its affinity to Nb atoms.

Thus, this study provides fundamental new insights into hydrogen accommodation in the
interstitial positions in the TiNbZr medium-entropy alloy, highlighting its impact on the lattice
symmetry and distortion. These findings shed light on the potential applications of this alloy

class in the emerging hydrogen economy.
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3.6. Supplementary materials
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Fig. S3.1 Morphological statistic of TiNbZr powders determined from Fig. 3.2a, showing up to 94.4% of the

prepared TiNbZr powders are spherical. Therefore, in this study, we can exclude the effects of size morphology
on the microstructural evolution.
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Fig. S3.2 Elemental distribution of all constituent elements (Ti, Nb, and Zr) across different particles. More

specifically, in total 20 line scans are performed on 10 particles (2 line scans per particle). The mean and standard
deviation values of each line scan are presented in the figure.

All the principal elements exhibit a composition of approximately 33.3 at.%, consistent with the nominated

compositions. Additionally, they all show similar trends in elemental fluctuation, fluctuating from 30 at.% to 38
at.%. These results suggest good chemical homogeneity among particles.
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Fig. S3.3 Overall contour map of the intensity integrated over azimuth angle from 5° to 355° for the calibrant
(LaB6). All the lines shown are relatively straightforward, indicating the good quality of the synchrotron

experiment.
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Fig. S3.4 (a) Overall and (b) local pair distribution function (PDF) profiles of the TiNbZr powders during H»
charging. (c) Peak widths (o) and (d) interatomic distance for the first three coordination shells.

The loss of long-range correlations is found in the H»-charged TiNbZr during the initial isothermal process and
final cooling, indicating the disordering within the metal matrix. The increase in peak width and interatomic
distance also support the high distortion in the lattice.
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Fig. S3.5 (a) Overall and (b) local pair distribution function (PDF) profiles for the TiNbZr powders under Ar flow
at different times.

During high-temperature Ar charging, no obvious change in the fluctuation is observed for the overall PDF
profiles. And the peak positions and widths for the 1%, 2", and 3™ coordination shells are quite similar, indicating
that Ar gas charged at 500°C could not cause such big distortion on TiNbZr lattice structures as H, did.
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Fig. S3.6 Evolution of the lattice parameters of TiNbZr powders with pure Ar flow (a) during heating, (b) the
isothermal heat treatment (500 °C), and (c) cooling.

Here, the TiNbZr lattice shows a linear expansion during heating under Ar, which is identical to the behavior of
lattice under H,. However, the TiNbZr lattice reaches a plateau with a subtle increase in lattice parameter (A =
0.006 A) during the isothermal holding in Ar, while the increment for the TiNbZr lattice under H is up to 0.143
A. Another big difference occurs upon the cooling process, where the lattice under Ar goes through a shrinkage,
with a lattice parameter close to its initial one (3.3903 A), while there is a phase transition (BCC to BCT) upon
cooling under H,. More details can be found in the main text.
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Fig. S3.7 Diffractograms of TiNbZr powders upon isothermal heat treatment (500 °C) with H, charging at 2000

s, 2500 s, and 3000 s. No obvious changes in shapes and positions are detected from 2000 s (isothermal holding
for 400 s) on.
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Fig. S3.8 Overall Rietveld refinement profiles of the X-ray diffractograms of the H,-charged TiNbZr powders at
(a) 1700 s, (b) 1800 s, (c) 1900 s, (d) 3800 s, (e) 4000 s, and (f) 4200 s. The weighted profile R-factor (R,,) values
for all the refinements are below 10.0%, indicating the high reliability of the refinement results.
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Fig. S3.9 Change of local Debye-Scherrer rings on (110) peaks of the Hr-charged TiNbZr powders during the
isothermal process (500 °C), implying the gradual transition of the lattice structure and the co-existence of the
BCC structures with different lattice parameters (indicated by white circles). The yellow arrow indicates the
evolution direction from left to right of the Debye-Scherrer rings, indicating the gradual increase of the lattice
parameters. One intense yellow spot indicates one series of specific crystal planes.

High

Fig. S3.10 Change of local Debye-Scherrer rings on (110) peaks of the H>-charged TiNbZr powders during the
isothermal process (500 °C). Data was collected every 5 s. Following the trajectory of (1), the intense spots on
the left sides gradually disappear, indicating that the proportion of original (110) crystal planes with smaller lattice
parameters decreases, whereas the gradual enhancement of the intensity of the spots on the right sides is detected
following the trajectory of (2), showing the increase of the (110) crystal planes with larger lattice parameters.
Meanwhile, although some intense spots have reached the rightmost region of the ring, they disappear during the
isothermal process. This may be ascribed to the fact that not all H is trapped in stable sites during hydrogenation.
Following the trajectory of (3), the gradual transition of the intense spot from the left side to the right is observed,
demonstrating the sequential expansion of the lattice structure during the isothermal process.
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Fig. S3.11 Local Debye-Scherrer rings on different peaks of the TiNbZr powders after high-temperature H,
charging for 40 s and 1825 s. All rings display similar phenomena with the broadening of rings and co-existence
of a series of intense spots along the rings.
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Fig. S3.12 The change of c/a ratio upon cooling for BCT-1 and BCT-2 crystal structures inside TiNbZr alloy

while charging with pure H, flow.

The c/a ratio floats up and down around ~1.20 for BCT-1 crystal structure, while the c/a ratio for BCT-2 crystal

structure is around 1.06.
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Fig. S3.13 Diffractograms of TiNbZr powders while charging with Ar for 100 s, 1800 s, and 3600 s, the related

temperatures are also indicated. No obvious changes in shapes and positions are detected during the whole process
of the Ar-charged TiNbZr powders.
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Fig. S3.14 (a) Representative TEM images of TiNbZr powder after heat treatment in H, along the [113] zone axis,
and (b) its corresponding Fast Fourier transform (FFT) pattern. (¢) Simulated SAED pattern of the coexistence of
BCC and BCT crystal structures along the [113] zone axis. The split of diffraction spots can be observed from the
experimental SAED pattern, indicating the coexistence of BCC (a =3.385 A) and BCT (¢ =3.335 A and ¢ = 3.462
A) crystal structures. The c/a ratio is calculated to be around 1.04. The simulated SAED pattern also confirms the
coexistence of BCC and BCT crystal structures.
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Fig. S3.15 Calculated liquidus temperature of the TiNbZr ternary alloy systems based on TCTI2 database by using
Thermo-Calc 2024b. Iso-temperature lines indicating the onset of solidification (from the melt) are presented in
the figure, with temperatures given in Kelvin (K).
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Fig. S3.16 Inverse pole figure (IPF, left), image quality overlaid with grain boundaries (IQ + GB, middle), and
kernel average misorientation (KAM, right) maps of the particle after the heat treatment under Ar.

The amount of low-angle grain boundaries is determined to be 19.6%, identical to that of the pristine TiNbZr
sample (16.2%), which is lower than that of the sample after heat treatment under H, (46.2%).
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Fig. S3.17 (a) Calculated zero-point energies (ZPE) of H for selected tetrahedral interstitial H atoms. The dashed
black line shows the ZPE calculated for H, molecular (per H atom) using the same harmonic approximation. (b)
Calculated zero-point energies (ZPE) contribution to the H solution energy.

The results suggest that the impacts caused by zero-point-energy (ZPE) are negligible as estimated by the minor
difference (-0.01 to 0.03 eV/H-atom) in solution energy with and without the incorporation of ZPEs.
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Fig. S3.18 (a) Calculated H-H force as a function of H-H distance before relaxation (positive means attractive,
while negative means repulsive). (b) H-H interaction energy as a function of H-H distance before relaxation. (c)
calculated solution energy per H atom (averaged over two H atoms) as a function of H-H distance before/after
relaxation.

The results suggest that the H-H distance should be larger than ~1.75 A.
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Fig. $3.19 Frequency of the calculated volume expansion (Vy/V,, — 1, where 1, and V}, represent the volume
before and after the incorporation of hydrogen solutes respectively) after each Murnaghan equation of state (EOS)
fitting.

The volume expansion of the supercell is determined to be approximately 11.1+0.3% after the incorporation of
45 hydrogen atoms (randomly distributed), consistent with the value derived from the HEXRD experiment.
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Table S3.1 Summary of reported characteristics and hydrogen-storage performances of the TiNbZr-based CCAs.

Alloys H/M ratio Alloy phase Hydride phase Steps upon hydrogenation Reference
TiNbZrFeNi 1.17 C14 Laves - - [172]
TiNbZrFeMnNi ~1.0 C14 Laves - - [173]
TiNbZr ~1.9 BCC FCC - [161]
Ti0.22V0.22Z10.22Nbo.11Hfo 22 1.82 BCC BCT - [161]
Ti0.22V0.22Z10.11Nbo 22Hf 22 1.99 BCC FCC - [161]
T10.22V0.22Z10.22Nbo 22Hfo.11 2.00 BCC FCC - [161]
Ti0.22Vo0.11Z10.22Nbo 220Hf 22 1.96 BCC FCC 1 step [161]
Tio.11V0.22Z10.22Nbo 22Hfo 22 1.97 BCC FCC - [161]
TiVNbZr 1.98 BCC FCC 1 step [161]
Ti0.30Vo.25Z10.10Nbo 25Tag.10 1.73 BCC FCC 1 step [174]
TiZrNbTa 1.4 BCC - - [133]

TiVZrNbHf 2.5 BCC BCT 1 step [101, 162]
TiZrNbHfTa ~2.0 BCC FCC 2 steps [100]
Ti0.325V0.275Z10.12sNbo 275 1.75 BCC BCT 1 step [175]
T10.24V0.24Z1028Nbog 24 ~1.9 BCC FCC 1 step [116]
Ti0.22V0.22Z10.33Nbo 22 ~1.9 BCC FCC 1 step [116]
Ti0.21V021Zr937Nbog.21 ~1.9 BCC FCC 1 step [116]
Ti92V0.2Zr0.4Nbo.2 ~1.9 BCC FCC 1 step [116]
Ti0.25V0.25Z10.04Nbo 25Tag.21 ~1.9 BCC FCC/BCT - [116]
Ti025Vo.25Z10.125Nbo2sTag s ~1.9 BCC FCC/BCC 1 step [116]
Ti0.25V0.25Z10.19Nbo.25Ta0.06 ~1.9 BCC FCC/BCC 1 step [116]
TiVZrNbMo ~1.9 BCC FCC 1 step [176]
TiVNbZr ~2 BCC FCC 1 step [171]
TiZrNbHf ~2 BCC BCT 1 step [171]
TiZrNbMoHf ~1.2 BCC FCC - [177]
Ti0.2Zr02Nbo 2Moo.1Hfo 3 1.54 BCC FCC - [178]
Ti0.2Zr02Nbg Moo 2Hfo » 1.18 BCC FCC 1 step [178]
Ti0.2Zr02Nbg 1Moo 3Hfo » 1.40 BCC BCT 1 step [178]
Mgo.10T10.30V0.25Z1r0.10Nbo 25 1.72 BCC - - [179]
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Table S3.2 Chemical compositions of TiNbZr powders. The values shown in the brackets indicate the nominated
values.

Element Ti Nb Zr

at% (Overall) 33.39 (33.34) 34.24 (33.33) 32.37 (33.33)
at% (pristine Dendrite 33.38 31.70 34.92
state) Inter-dendrite 31.29 37.46 31.25
at% (after H, Dendrite 33.07 32.07 34.86
charging) Inter-dendrite 31.11 37.25 31.64

Table S3.3 The H/M ratios at 1 bar H, of TiNbZr MEA in our study as well as different refractory CCAs from
the literature.

Alloys H/M ratio at 1 bar H: Temperature / °C Reference

TiNbZr 0.865 500 This study
TiNbZrFeNi ~0.8 32 [172]
TiNbZrFeMnNi ~0.82 32 [173]
TiVNbZr ~1.03 21 [161]
Tio0.30V0.25Zr0.10Nbo.2sTao.10 ~0.85 480 [133]
HfNDbTiVZr ~1.10 300 to 600 [162]
TiZrNbHfTa -0.80 300 [100]
Ti0.325V0.275Zx0.125Nbo.275 ~0.85 250 [175]
TiVZrNbHf ~0.27 305 [180]
AlTiVNbTa ~0.74 294 [180]
(TiVNDb)85Cr15 ~0.78 200 [181]
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Table S3.4 Lattice parameters and volumes of the unit cell under Ar flow at different temperatures.

Lattice Parameter (a) / A

Time /s Volume / A3 Temperature / °C
Fraction / wt.%
1 3.3878 38.8824 30

100

2800 3.4059 39.5090 500
100

3200 3.3940 39.0963 275
100

3500 3.3908 38.9858 79
100

3700 3.3903 38.9582 41
100
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Table S3.5 Lattice parameters and volumes of unit cells under H, flow at different temperatures. a;, c; and a», ¢, indicate the lattice parameters of BCT-1 and BCT-2, respectively.

Lattice Parameters, A (Fraction, wt.%)
Time /s Volume / A3 Temperature / °C
BCC-1 BCC-2 BCC-3 BCC-4 BCC-5 BCT-1 BCT-2
40 3.3836 (100) - - - - - - 38.7379 30
1700 3.3908 (85.64) | 3.4112 (14.36) - - - - - 39.0882 500
1800 - 3.4202 (31.76) | 3.4504 (37.40) | 3.4887 (12.62) |3.5339 (18.22) - - 41.4685 500
1900 - - 3.4604 (1.27) |3.4855 (15.34) |3.5306 (83.39) - - 43.7180 500
2800 - - - - 3.5397 (100) - - 44.2091 500
3.4843 3.4600
3800 - - - - 3.5074 (47.14) 13.91 38.98 43.6411 183
4.0335 3.6193
3.3738 3.4335
4000 - - - - 3.4883 (42.29) 10.41 47.30 43.2096 74
4.0596 3.6673
3.4031 3.4431
4200 - - - - 3.4882 (25.16) 15.52 59.32 43.4833 38
3.9654 3.6512
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Table S3.6 The corresponding tetrahedral and octahedral interstitial sites of TiNbZr lattice with a lattice parameter

of 3.3836 A.
r/A
Tetrahedron 0.426
Octahedron 0.227

Table S3.7 Number of hydrogen atomic configurations used to calculate statistical distributions of solution
enthalpy and c¢/a ratio, with the distribution 45 hydrogen atoms randomly.

Number of hydrogen Initial position of all hydrogen atoms
configurations Tetrahedral Octahedral
Permutation of SQS 1 50 50
metal supercell SQS 2 50 50
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Note 3.1 The estimation of the critical temperature for phase transition

The mean effective solution energies per H-atom for Scenario I (hydride) and random solid solution are -
0.646+0.014 eV/H-atom and -0.604+0.017 eV/H-atom, respectively, providing an energy difference (i.e., the
ordering energy) of about 0.042 eV/H-atom. The hydride scenario essentially restricts the H atoms on every
second tetrahedral plane (we have chosen a [001] direction). Assuming an ideal configurational entropy, the
available configurations for 45 H on all 27 (lattices) X 12 tetrahedral sites for the random solid solution can be
expressed as a binomial coefficient ( (34254)). If we assume that only every second tetrahedral sites can be occupied

(in the case of Scenario I), there are (108) X 3 configurations. Therefore, the difference in configurational

45

entropy is AS.ons = 56 - kg per supercell, i.e., with an effective mean energy difference of 0.042 eV per H-atom,
this would result in a transition temperature of about 382 K. Given that other factors likely contribute to the
transition temperature (e.g., thermal vibrations, compositional fluctuations, H-H distance constraint, and
exchange-correlation functionals), the estimation is in reasonable qualitative agreement with the experimental

findings of 723410 K (the occurrence of tetragonality upon cooling).
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4. Hydrogen-assisted spinodal decomposition in a TiNbZrHfTa complex

concentrated alloy

This chapter is a modified version based on the paper entitled “Hydrogen-assisted spinodal
decomposition in a TiNbZrHfTa complex concentrated alloy” published in the journal Acta
Materialia (DOI: 10.1016/j.actamat.2024.120707) [182]

4.1. Introduction

Hydrogen has become attractive as a promising green energy source due to its potential to
mitigate anthropogenic CO> emissions associated with the use of fossil fuels [92, 183, 184].
The deployment of hydrogen energy necessitates the development of advanced metallic alloys
tolerating hydrogen-rich atmospheres, even at elevated temperatures [24, 185, 186]. Refractory
complex concentrated alloys (CCAs), particularly those of the TiNbZrHfTa family, have been
recognized as potential candidates under such application conditions due to their extensive
compositional design space and excellent mechanical properties (with a yield strength of ~300
MPa at 1000 °C) [56, 57, 187, 188]. One of the key peculiarities in designing CCAs lies in the
stabilization of a single-phase solid solution depending on the maximization of configuration
entropy [2, 6, 189]. However, phase decomposition via secondary phase precipitation and
ordered phase formation has been frequently observed in some refractory CCAs after heat
treatment [190-192].

Hydrogen is bound in various chemicals, such as Ho, NH3, and hydrocarbons, ezc. It is worth
noting that the size of a neutral H’ atom, as measured by the Bohr radius, is only 0.529 A [114].
This enables hydrogen to readily enter metal lattices, especially for loosely packed body-
centered cubic (BCC) metals like refractory CCAs with a packing density of 68% [40, 193,
194]. This feature facilitates hydrogen diffusion and interaction with host metallic atoms in
bulk materials. Additionally, the medium electronegativity of hydrogen (2.2) allows it to form
various kinds of chemical bonds (ionic bond and covalent bond) with metallic elements [114,
195]. Hydrogen has long been treated as a detrimental element for structural materials, which
can cause catastrophic failure of metallic components, known as hydrogen embrittlement [ 196-
198]. On the other hand, hydrogen forms metal hydrides with several alkali (e.g., Li, Na, K),
alkaline earth (e.g., Mg), and refractory (e.g., Ti, Zr, Hf) metals via the reversible phase
transformation, which is the basis of hydrogen storage materials [57, 199, 200]. Therefore, a

better understanding of the interaction between hydrogen and constituent metallic elements in
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refractory CCAs is essential for optimizing their composition and microstructure suited for
applications in hydrogen-rich environments as structural materials or hydrogen storage.

In this study, nanoscale spinodal decomposition is observed in an equiatomic TiNbZrHfTa
CCA upon exposure to Hz at 500 °C for 0.5 h, resulting in two phases enriched in Ti/Zr and
Nb/Ta, respectively. A statistical thermodynamic model incorporating hydrogen has been
developed to elucidate the mechanisms of such hydrogen-assisted spinodal decomposition. The
hydrogen acquired from the environment expands the spinodal region of TiNbZrHfTa CCAs,
thus promoting spinodal decomposition. Our findings highlight the significant role of hydrogen
in altering the thermodynamic boundaries by expanding the spinodal decomposition region in
the TiNbZrHfTa alloy. The spinodal features improve the hardness and wear resistance. This
study provides a novel strategy for designing spinodal-strengthed refractory CCAs by
deploying acquired hydrogen from the environment to modify the thermodynamic conditions

of the alloy system and modulate local chemical and structural patterns at the nanoscale.

4.2, Materials and methods

4.2.1. Material fabrications

The five-component TiNbZrHfTa compositionally complex alloy (CCA) with an equiatomic
ratio was fabricated using the corresponding pure metals with a purity of 99.95 wt.% by arc
melting under an Ar atmosphere. To ensure the homogeneity of the constituent elements, the
ingots were remelted at least five times during the arc-melting process. A piece of Ti getter was
placed in the arc melter to avoid potential oxygen contamination. The as-cast material was
cold-rolled down to ~1.2 mm with a thickness reduction of 80%. Subsequently, the material
was annealed at 1100 °C for 5 h in a He-filled quartz tube, followed by forced cooling outside
the furnace (air quenching), which was referred to as the as-received state in this study. The as-
received specimens were exposed to pure H> gas with a purity of 99.999% in a thermal
dilatometer (DIL 805A/D, TA Instruments, USA). Before the exposure to H> gas, the DIL
chamber was evacuated by a vacuum pump to a pressure below 10 bar. Then H> gas was
introduced into the DIL chamber up to 0.8 bar. The specimens were heated with the induction
coil to 500 °C with a heating rate of 20 °C/min. The isothermal treatments were conducted for
0.5 h, 1 h, and 2 h, followed by furnace cooling. The corresponding samples were referred to
as HT-H,, HT-H»-1h, and HT-H»-2h, respectively. In addition, a reference specimen was
exposed to pure Ar (99.999% purity) at 500 °C for 0.5 h, referred to as HT-Ar sample.
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4.2.2. Material characterizations

The dissolved hydrogen and oxygen contents of the as-received, HT-Ar and HT-H> specimens
were determined by a melt extraction method using the GALILEO G8 ONH (Bruker, Germany)
equipment. The measurements were performed immediately after heat treatment with a
transferring time shorter than 12 h. The specimen surfaces were ground with 1000-grit SiC
paper to eliminate the surficial oxide layer during sample transfer. Measurements were
conducted at a power of 35%, using tin baskets as the carrier. A thermal conductivity detector
was employed to detect the hydrogen and oxygen contents, and helium was used as the carrying
gas.

To identify crystal structures and quantify phase compositions, synchrotron high-energy X-ray
diffraction (HEXRD) experiments were performed at the Powder Diffraction and Total
Scattering Beamline, P02.1, of PETRA III at Deutsches Elektronen-Synchrotron (DESY,
Hamburg). HEXRD profiles were acquired with a fixed beam energy of 60 keV (A= 0.207354
A) and processed with the aid of the GASA-II software [76].

The microstructures of the as-received and heat-treated samples were characterized by
backscattered electron (BSE) imaging, energy dispersive X-ray spectroscopy (EDS), and
electron backscatter diffraction (EBSD) techniques using a Zeiss Merlin scanning electron
microscope (SEM). Specimens for SEM characterization were mechanically ground (from 400
to 4000 grits of SiC papers) and polished with 30 vol.% H»O:-contained colloidal silica
suspension solution until a mirror-finish surface was obtained. EBSD data was acquired at an
acceleration voltage of 15 kV with a step size of 0.1 um. The datasets were analyzed using the
software OIM Analysis™ V8.0.

The nanoscale structures were further characterized using an image-corrected transmission
electron microscopy (TEM, Titan Themis G2 300). The TEM specimens were prepared by the
focused ion beam (FIB) lift-out method using the FEI Helios NanoLab 600i dual-beam
FIB/SEM instrument. The TEM images were acquired at an acceleration voltage of 300 kV
along the [001] zone axis. The local strain map was obtained from geometric phase analysis
(GPA) using the open-source program Strain++ [201]. Atom probe tomography (APT,
CAMECA LEAP 5000XR) was employed to investigate the elemental distribution at a near-
atomic scale. The sharp-tip specimens were prepared by lift-out and annular milling procedures
using the FIB. All the APT measurements were conducted under laser mode with a base
temperature, laser energy, pulse rate, and detection rate of 70 K, 60 pJ, 100 kHz, and 0.5%,
respectively. The reconstruction of the 3D atom maps and data analysis was conducted using

the commercial software AP Suite 6.1.
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4.2.3. Microhardness and scratch tests

The Vickers hardness measurements were performed using Zwick Roell ZHV 10 hardness
testing machine with a load of 0.2 kg. A minimum of 6 indents were collected for each
specimen, and the data was shown as the mean Vicker hardness values (HV0.2) plus the
standard deviation. The wear behavior was evaluated in the Keysight G200 nanoindenter using
a 5-um-radius spherical diamond tip. The scratch tests were conducted with a constant load of
20 mN in ambient air and a wear velocity of 1 um/s. The depth of the scratch was characterized
using the same diamond tip with a force of 0.1 mN before and after scratch tests, while the

surface topography was captured using white-light confocal microscopy.

4.3. Results

4.3.1. Hydrogen-assisted spinodal decomposition

The as-received TiNbZrHfTa sample reveals a single BCC phase with a lattice parameter of
3.406 A, as suggested by the high-energy X-ray diffraction (HEXRD) profile (Fig. 4.1a). Upon
the heat treatment in H> atmosphere at 500 °C for 0.5 h, a large amount of hydrogen is absorbed
by the TiNbZrHfTa CCA (hereafter, referred to as HT-H> sample), which was quantified to be
8.60+0.41 at.% by TDS analysis. This content surpasses those in the as-received and Ar-treated
samples (HT-Ar) by a factor of 19 and 8, respectively (Table S4.1 and Fig. S4.1). The HEXRD
measurements suggest that the HT-H> sample maintains a BCC crystal structure and no
formation of hydride is observed in Fig. 4.1a. These facts are supposed to be due to the high
solubility of hydrogen in these principal elements (54.55 at.% for B-Zr) [165]. Nevertheless,
the diffraction peaks of the HT-Hz sample shift to lower Bragg angles and become asymmetric
(Fig. 4.1b). Such peak shift indicates an increase in the lattice parameter, and peak asymmetry
suggests that two BCC phases possibly co-exist with different lattice parameters. For instance,
the (211) peak can be deconvoluted into two peaks (Fig. 4.1c and d). From the Rietveld
refinement on the full HEXRD profile, the BCC Phase 1 with a lattice parameter of 3.414 A
(a1) accounts for 56.0 wt.%, and the fraction of BCC Phase 2 with a lattice parameter of 3.398
A (a2) is 44.0 wt.%.
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Fig. 4.1 (a) Overall high-energy X-ray diffraction (HEXRD) profiles and (b) enlarged view of BCC,; peaks of
the as-received, HT-Ar, and HT-H, specimens. (c) The plot of (sind)? as a function of (A°+k’+/°) of individual
HEXRD peaks to determine the lattice parameters of the As-received and HT-Ar samples. (d) Enlarged image
showing the deconvolution of BCC,; peaks of the HT-H> specimen.

Microstructures were further evaluated by coupling BSE and EBSD analyses (Fig. 4.2a-c and
Fig. S4.2). The as-received sample shows an equiaxed grain morphology (Fig. 4.2a) with a
grain size of 78.79+27.40 um (Fig. S4.2g). The inverse pole figure reveals that grains are
randomly oriented and high-angle grain boundaries (>15°) constitute the major type of
interfaces (>80%, Fig. S4.2a and b), suggesting complete recrystallization of the as-received
sample. After heat treatment in H> and Ar gases, the HT-H; and HT-Ar samples maintain
identical microstructural features compared to the as-received sample, in terms of grain
morphology, size, and crystallographic orientation (Fig. 4.2a-c and Fig. S4.2). EDS elemental
mapping across multiple grains confirms a spatially uniform distribution of all five constituent
elements at the microscopic scale in all three samples (Fig. S4.3), and the bulk composition is
determined to be Tix2.95Nbig.93Zr2089Hf1822Tar9.01 (in at.%). These findings imply that heat
treatment under both H, and Ar atmospheres has a negligible impact on structure and

composition at the microscopic scale.
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Fig. 4.2 Backscattered electron (BSE) and representative enlarged images of (a, d) As-received, (b, ¢) HT-Ar, and
(c, f) HT-H, samples, respectively. Insert in (f) shows the width distribution of the region with dark (black) and
bright (red) contrast.
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At a higher magnification down to the nanometer scale, two distinct regions are identified in a
modulated pattern in the sample treated in the H, atmosphere, as observed in terms of dark and
bright contrast, respectively, in Fig. 4.2f. The dark regions with a width of 3.304+0.64 nm are
homogeneously distributed and intersect at an angle of approximately 90°. The bright features
with a width of 8.45+1.41 nm interwoven with the dark regions. Such an interwoven pattern
was also observed using TEM, as shown in the bright-field image (Fig. 4.3a). The width of the
bright and dark regions are quantified to be 3.56 nm and 7.97 nm, respectively, which concur
well with the SEM observations (Fig. 4.2f). These interwoven structures are
crystallographically aligned along the <100> directions, as determined by TEM analysis. Such
an orientation dependence minimizes elastic strain energy in the TiNbZrHfTa alloy (see
Supplementary Note 4.1) [202, 203]. The selected area electron diffraction in 12b also reveals
a BCC crystal structure of the HT-H> sample and no secondary crystal structure is observed,
being consistent with the HEXRD results. Thus, the contrast in Fig. 4.2f and Fig. 4.3a is
primarily attributed to the inhomogeneous elemental distribution, as particularly the

backscattered electron signal is sensitive to chemistry.

85



30

Ta/Nb-rich region ——Ti ——2Zr Nb
) mn TiiZr-rich region Ta
=
-
5,
24 4
c
s T @ & o
=
. ‘\"IIO - ®
- S
7 - - ]
. (‘ ot . S8y
. . Incident beggm [ |
. - o
. . c
- . - : o
) . . ! o
. .
> e @19z 9=
- L %
- - 0 Nb 0 Hf - Ta Isosurface (22 at.%) Distance (nm)

Fig. 4.3 (a) Typical bright-field transmission electron microscopy (TEM) image, and corresponding (b) selected
area electron diffraction pattern exhibiting a single BCC phase. The electron beam is along the [001] zone axis.
Three-dimensional reconstruction map of (c) Ti distribution, Zr distribution, and superimposed Ti and Zr
distribution probed by atom probe tomography (APT). (d, ¢) APT maps showing the Ta-rich nanofeatures in the
matrix. The Ta-rich nanofeatures are highlighted using iso-concentration surfaces containing 22 at.% Ta. (f) 1D
concentration profiles computed along the cyan cylinder marked in (¢) with a binning size of 0.5 nm. The error
bar represents the standard deviation of the counting statistics in each bin.

To further assess the elemental distribution in the HT-H> sample, we employed APT, which
allows for local chemical analysis down to near-atomic resolution. The overall composition of
the HT-H> specimens is determined to be Ti19.66+0.91Nb21.02+0.91Z119.05:0.90Hf19.05:0.06 Ta19.45:0.33
(in at.%) by averaging the composition of three APT tips, agreeing with the nominal bulk
composition. The three-dimensional elemental distribution maps, e.g., Ti and Zr maps (Fig.
4.3c), reveal a nano-structured interwoven pattern, similar to that observed in the BSE and
TEM images. Two regions are distinguished by the periodic chemical modulation. A needle-
shaped region with an average width of ~3.0 nm is enriched in Ti (21.34+0.73 at.%) and Zr
(22.88+0.82 at.%), yet depleted in Ta (17.72+1.56 at.%) and Nb (19.20+0.33 at.%) as shown
in Fig. 4.3c and f. The other region, marked by the iso-concentration surface of 22 at.% Ta
(Fig. 4.3d), is depleted in Ti (16.86+0.78 at.%) and Zr (14.41£0.59 at.%), while it is enriched
in Ta (23.85+1.46 at.%) and Nb (23.10+1.15 at.%). The average width of this Ta/Nb-rich
region is about 8.0 nm. Such a nano-scale elemental separation is primarily attributed to the
relatively low quantity of mixing enthalpy between Ti and Zr as well as Nb and Ta [35]. In
comparison, the periodically modulated chemical pattern is not observed in the APT tips of the
as-received and HT-Ar specimens (Fig. 4.4), where all five principal elements are

homogeneously distributed in the whole tips. Moreover, the clustering behavior in the HT-H»
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sample is confirmed by the nearest neighboring distribution, describing the probability of
another Ti atom existing within some distance of a Ti atom [204-206]. As shown in Fig. 4.4¢-
g, the experimental line of the HT-H» sample does not match well with the calculated line that
indicates the random distribution of Ti atoms, suggesting the clustering of Ti atoms. Similar
trends can be obtained from the p values extracted from the APT datasets (Fig. S4.4). n value
reflects the local clustering of the principle element, where it is indicative of element clustering
when p closes to 1, while it means random distortion of elements when p closes to 0 [207, 208].
The p values for each principle element of the HT-H> specimen are larger than those of the

other two specimens, suggesting the clustering and redistribution of elements in the HT-H»

sample.
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Fig. 4.4 Three-dimensional APT maps of the distribution of Ti and Zr in (a) as-received specimen and (b) HT-Ar specimen.
Concentration profiles of principal elements along the yellow cylinders in (c¢) as-received specimen and (d) HT-Ar specimen,

respectively. The fifth nearest neighboring distribution (NND) of Ti atoms of (e) as-received, (f) HT-Ar, and (g) HT-H2
specimens, respectively.

Based on the above results, the original BCC matrix decomposed into two BCC phases with
distinctive lattice parameters (a1 and a2) and constituent elements (enriched in Ti/Zr and Nb/Ta)
is revealed after heat treatment under H». The process of this decomposition can proceed either
via a nucleation and subsequent growth pathway or by a spontaneous spinodal decomposition
without nucleation [28]. The nuclei for the nucleation pathway are formed with an equilibrium
concentration (or deviate from the tie-line concentration for the case of a multicomponent
system) in the initial state, maintaining this concentration (or evolving towards the equilibrium

concentration) throughout the coarsening process [12, 28, 209, 210]. In such cases, a sharp
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change in local concentration can be anticipated. In contrast, the spinodal decomposition
amplifies with time, and the local concentration gradually deviates from the initial
concentration until the equilibrium concentration is attained [4]. Thus, the amplifications of
local composition over time (0.5, 1, 2 h) for heat treatment in H» are investigated to elucidate
the decomposition process in the present TiINbZrHfTa CCA. The characteristic uphill diffusion
behavior of elements over time rationalizes a spinodal decomposition process, rendering the
periodically modulated chemical pattern of the TiNbZrHfTa alloy treated in the H> atmosphere
(Fig. 4.5). While the alloy maintains a BCC crystal structure (Fig. S4.5), an interwoven
chemical pattern gradually develops with prolonged treatment durations. As exemplified by
the Zr concentration profile, Zr concentration increases over time (0.5, 1, 2 h) in the needle-
shaped region from 21.70 at.% at 0.5 h, to 27.07 at.% at 1 h, and reaching 34.39 at.% at 2 h
(Fig. 4.5d). Such an uphill diffusion behavior and the iso-structure of the Ti/Zr-rich and Ta/Nb-
rich regions (i.e., both in BCC crystal structure with coherent interface) characterize a spinodal
decomposition pathway [12, 28, 211]. An increase in the wavelength of the spinodal
decomposition over annealing time under Hz is observed, evolving from the initial range of
4.21+£0.19 nm (0.5 h) to 9.17+£0.90 nm and 11.21£0.45 nm for the HT-H»-1h and HT-H>-2h
specimens, respectively (Fig. 4.5e and Fig. S4.6) [212, 213]. Such a hydrogen-assisted phase
decomposition phenomenon has not been reported in the literature. Its underlying mechanism

will be discussed in the Discussion Section.
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4.3.2. Enhance in hardness and wear resistance via hydrogen-assisted spinodal
decomposition

The hydrogen-assisted spinodal composition results in confined nanostructuring, associated
with the generation of a periodic strain field (Fig. 4.6a and b). The crystal lattices of two
isostructural phases possess slightly different lattice parameters (A = 0.007 nm), due to the
different atomic radii of Zr (0.155 nm) than that of Nb (0.145 nm) and Ta (0.145 nm) [214].
Thus, the coherent interface of the periodic isostructural phases is characterized by a subtle
strain misfit of ~0.2% (Fig. 4.6b). Such a feature is attractive in enhancing mechanical
properties [52, 215].

The micro Vickers hardness of the TiNbZrHfTa alloy is shown in Fig. 4.6¢c. The hardness
values are similar for the as-received (312.10+5.03 HVO0.2) and the HT-Ar (301.00+28.43
HV0.2) specimens. In contrast, the heat treatment in the H> atmosphere (HT-H>) increases the
hardness by ~91 HV0.2 to 401.83+27.92 HV0.2. Hydrogen is considered as a strengthening
element in Ti alloys mainly due to its solid solution strengthening effect, and the occurrence of

hydrogen-induced secondary phase formation [216-218]. For solid solution strengthening, the
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increment in yield strength (o) is proportional to the hydrogen concentration (Ao & +/cy, ¢y is
the H concentration). In addition, hydrogen will increase the lattice strain (€), thus leading to
larger lattice distortions which enhance the friction stress in the material [219]. In our case, the
hydrogen concentration inside the alloy drops down to 108 ppm before the hardness
measurement (one week after hydrogen charging) due to the high hydrogen diffusivity (~107'°
m?/s for B-Ti) [220]. The HEXRD results shown in Fig. 4.1 exhibit no significant change in
lattice parameters between the HT-H: and the as-received specimen states. These results
suggest that the solid solution strengthening effect from hydrogen is negligible in this specific
case. Additionally, from our experimental results (Fig. 4.1 and Fig. 4.2a), besides spinodal
phases, no other secondary phases can be detected. Therefore, the enhanced hardness is
supposed to be predominantly ascributed to the hydrogen-assisted spinodal decomposition
effect. The strengthening effect of the spinodal features can be derived from both lattice misfit

strengthening and modulus strengthening based on Kato’s model [221]:

Ao = Azﬂ + O'“fm’ (4.1)

where A stands for the amplitude of composition modulation (4 = 0.08, Fig. 4.3f), k for the

variation in lattice constant (k = 0.063, Fig. 4.1d) with respect to the composition fluctuation,
Y = (Cr1 +2612)(Cra — ClZ)/C11 is related to the elastic constant C;; [215], (Y = 55.7 GPa

based on literature data [222]), and AG stands for the amplitude of the shear modulus
fluctuation (AG = 3.1 GPa), b for Burgers vector (b = 2.942 X 10" m determined from Fig.
4.1a) and 2 is referred to the wavelength of modulation (1 =4.2 X 10 m, Fig. 4.5¢). Thus, the
spinodal decomposition predominantly yields a misfit strengthening effect of ~140 MPa and a
modulus strengthening effect of ~141 MPa, resulting in a total increase in strength (Ag) of
~281 MPa. Using a conversion factor between hardness and yield strength of AHV0.2 = 3 - Ac
[223, 224], an increment in hardness is thus predicted to be 84.3 HV(0.2. The measured value
of the hardness increased by 91 HV0.2 agrees well with this predicted value. Moreover, the
hardness is further enhanced with prolonged heat treatment in H associated with the intensified

composition fluctuation (Fig. 4.6d).
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Fig. 4.6 (a) Image-corrected high-resolution transmission electron microscopy (HR-TEM) image of the HT-H,
specimen along [001] zone axis. (b) Map of strain distribution (&,,) of the HT-H, specimen determined by
geometric phase analysis (GPA) of HR-TEM image from the same area in (a). (¢) Hardness (HV0.2) of as-received,
HT-Ar, and HT-H, specimens after the heat treatment (hardness measurements were conducted one week after
the heat treatment). (d) Hardness (HV0.2) evolution of specimens treated in H> at 500 °C for 0.5 h (HT-H»), 1 h
(HT-H,-1h), and 2 h (HT-H»-2h).

The wear behavior of the as-received and HT-H»-2h samples was also studied by scratch tests.
As revealed by the three-dimensional morphology of the wear surfaces using confocal
microscopy (Fig. 4.7a-c), the HT-H>-2h sample reveals a narrow (2.38 um in width) and
shallow (210 nm in depth) wear track, which is profoundly different from the wide (3.54 pum)
and deep (278 nm) wear track of the as-received sample. A much higher steady-state friction
coefficient of 14.23+0.58 is detected for the HT-H2-2h sample compared with that of the as-
received sample (1.66+0.42, Fig. 4.7d), which is primarily attributed to the spinodal
decomposition [225, 226]. It is worth noting that such a higher steady-state coefficient for the
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HT-H»-2h sample is independent of crystallographic orientation (Fig. 4.7¢). Moreover, yield
strength and plastic properties are evaluated based on scratch tests (see Supplementary Note
4.2) [227, 228]. Compared with the estimated yielding strength of the as-received sample
(929 MPa), an increase in yield strength by 401 MPa is observed in the HT-H>-2h sample.
Additionally, the HT-H»-2h sample possesses a higher strain hardening exponent of 0.153 than
that of the as-received sample of 0.146. Such a higher strain hardening exponent implies a
stronger work-hardening effect in the HT-H>-2h sample. These two examples (i.e.,
enhancement in hardness and wear resistance) demonstrate that the hydrogen-assisted spinodal

decomposition is an effective tool to tailor the mechanical properties of TINbZrHfTa CCAs.
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Fig. 4.7 Three-dimensional profiles of the wear surface of (a) the as-received and (b) HT-H>-2h samples. (c) The
corresponding two-dimensional cross-sectional depth profiles and (d) friction coefficients as a function of the
scratch distance. (e) Averaged friction coefficients of the as-received and HT-H,-2h samples, primarily from the
(110), (100), and (111) crystallographic planes.
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4.4. Discussion
The preferential spinodal decomposition in specimens treated in a hydrogen atmosphere poses
one intriguing question regarding the role of hydrogen in this phase decomposition process. To
unravel the underlying mechanisms of hydrogen-assisted spinodal decomposition, we next
assess the role of hydrogen from both the thermodynamic and kinetic perspectives.
Thermodynamically, Gibbs free energy was calculated by adopting a sub-regular solution
model considering the chemical complexity of the present system (see Supplementary Note 4.3)
[4, 229]:

G =G+ G (4.2)
where, G' and G®* represent the ideal Gibbs free energy and excess Gibbs free energy,

respectively. Here, G'? takes the form of a weighted average of all the alloying elements:

G = Z x;G; (4.3)

L

where, x; and G; are referred to as the atomic percentage of i element in the alloy system
including hydrogen (which satisfies )}; x; = 1) and the corresponding ideal Gibbs free energy
respectively. For the sake of simplicity, we assume xz, = x7; = xpr, and X, = Xpp ,
according to the elemental separation tendency. For hydrogen, its content (xj) is fixed either
0 at.% (for as-received condition) or a constant of 8.60 at.% (for HT-H> condition), consistent
with the total hydrogen content measured by TDS in the HT-H> sample. The G is the excess
Gibbs free energy contribution due to the mutual interaction of binary, ternary, quaternary, and
quinary elements as well as the senary interactive contribution:

G = Gphnary + Giernary+Gguaternary + Gguinary + Gsenary 4
To avoid redundancy in the main text, the analytical details regarding the calculation of Gibbs
free energy as well as the corresponding interaction parameters are all summarized in
Supplementary Note 4.3. As illustrated in the Gibbs free energy landscape as a function of Zr
composition (Fig. 4.8a and b), the incorporation of hydrogen into the alloy changes the free
energy landscape of the TiNbZrHfTa alloy, revealing a characteristic double-well potential
with a region of negative curvature in between the local free energy minima, which are
delineated by the chemical spinodal points d2G/dx? = 0. The equiatomic TiNbZrHfTa
composition falls in between the spinodal point. Moreover, the eigenvalues (4;) of the Hessian
matrix were calculated to assess the extent of the thermodynamic effect of hydrogen on
spinodal decomposition in this multicomponent alloy system (Fig. 4.8c) [230]. A positive 44

indicates a stable configuration, while the phase instability is reflected by a negative A;. The
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results suggest that spinodal decomposition can occur in the TiNbZrHfTa alloy system without
the presence of hydrogen below the critical temperature point (~500 °C), implying that the
single BCC phase is unstable. A single solid solution is prone to be stabilized by the entropy
effect at high temperatures, while it becomes unstable at low temperatures, decomposing into
multiple phases [189, 231, 232]. The stability of a solid solution with multiple elements,
particularly those exceeding three, remains a topic of ongoing debate [231, 232]. The stability
of the initial TiNbZrHfTa alloy system is not the main topic in this study. We, however, note
that the addition of hydrogen expands the spinodal region to a high-temperature region, with a
critical temperature of 570 °C. The lower A, value with the incorporation of hydrogen (Fig.
4.8c) suggests a larger driving force for spinodal decomposition as compared with the
TiNbZrHfTa alloy system. Thus, spinodal decomposition is prone to occur at 500 °C in the
TiNbZrHfTa alloy system in the presence of hydrogen, supporting the experimental
observations. Such a change in the spinodal region can also be triggered by a small amount of
other interstitials, for instance, 2 at.% of oxygen can control the formation of the spinodal
structure by influencing the spinodal gap of the Ti-V-Hf-Nb system [52].

Hydrogen, in this regard, contributes saliently to the activation of spinodal decomposition from
a thermodynamic perspective by expanding the spinodal region. This is probably ascribed to
the intensively negative mixing enthalpy between hydrogen and the principal elements (<-40
kJ/mol) [35]. The more negative mixing enthalpy of Zr-H (AHJ¥¥ = -69 kJ/mol) and Ti-H
(AHMY = _54 kJ/mol) pairs as compared with that of Nb-H (AHIYW* = -46 kJ/mol) and Ta-H
(AHPYX = _46 kJ/mol) pairs predominantly drives the separation between Zr/Ti and Nb/Ta [35].
These results suggest that hydrogen can result in a significant thermodynamic modification in

the TiNbZrHfTa alloy system.
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Fig. 4.8 Zr composition dependence of Gibbs free energy in the TiZrHf-NbTa pseudo-binary system (a) without
and (b) with the presence of hydrogen. Insert in (b) showing the existence of miscibility gap, indicated by the
points where the second derivative of Gibbs free energy with respect to Zr composition is 0. (¢) Eigenvalues (4,)
as a function of temperature for TiNbZrHfTa with and without the incorporation of hydrogen. (d) Calculated
vacancy concentration as a function of temperature.

From the kinetic perspective, the introduction of hydrogen increases the vacancy concentration
via the reduction of vacancy formation enthalpy, on the one hand, thus facilitating
substitutional diffusion via vacancies [233, 234]. On the other hand, the formation of hydrogen-
vacancy clusters can significantly impede vacancy migration, leading to opposing effects on
diffusion [114, 235, 236]. Since the stagnation in atomic diffusion (e.g., principle elements)
does not contribute positively to spinodal decomposition, here we could first focus on the
vacancy concentration to evaluate the kinetic effect caused by hydrogen on spinodal
decomposition. Therefore, vacancy concentration (CS) was calculated to evaluate the kinetic

influence of hydrogen on the activation of spinodal decomposition:
G¢ HY
& = exp (— k—’;) ~ exp (— k—;) )
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where, H}’ , k, and T denote the formation enthalpy for vacancy, gas constant, and absolute

temperature, respectively. The calculation details and corresponding vacancy formation
enthalpies of the individual principle elements with and without incorporating hydrogen are
summarized in Supplementary Note 4.4 and Table S4.5. As seen in Fig. 4.8d, there is little
difference in vacancy concentration with and without the presence of hydrogen at 500 °C,
demonstrating a negligible kinetic effect caused by hydrogen on spinodal decomposition. Thus,
the hydrogen-assisted spinodal decomposition is predominantly rationalized by the
thermodynamic effect of hydrogen in the TiNbZrHfTa alloy system, which modifies the local

thermodynamic landscape of the system and promotes phase separation.

4.5. Conclusions

In summary, we show that hydrogen can be introduced as an effective tool to modify the local
thermodynamics in an equimolar TiNbZrHfTa compositional complex alloy at 500 °C,
facilitating spinodal decomposition. A periodically modulated chemical pattern forms with a
wavelength of ~13 nm and consists of one phase enriched in Ti and Zr and the other enriched
in Nb and Ta. The needle-like spinodal features are preferentially aligned along <001>
directions, to minimize the elastic strain energy of the system. Such a hydrogen-assisted
spinodal decomposition is rationalized by the modification of the local thermodynamic
landscape by hydrogen, rendering an expanded spinodal region. Moreover, we exemplarily
demonstrate that this hydrogen-assisted spinodal decomposition improves the hardness and
wear resistance in the alloy system. Thus, we show here a novel strategy to trigger spinodal
decomposition by introducing hydrogen as an acquired alloying element from the heat
treatment environment, opening up alternative avenues for designing metastable alloys and

improving mechanical properties.
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4.6. Supplementary materials
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Fig. S4.1 Normalized voltage amplitude when measuring hydrogen (a) and oxygen (b) as a function of time of
as-received, HT-Ar, and HT-H, samples. Normalization was calculated over the individual weight of samples,
Normalized amplitude. = Viamples/Msampless Where Veamples is the voltage during measurement, and #samples 1S the

weight of the individual measured sample.
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Fig. S4.2 (a-c) Inverse pole figure (IPF + IQ) and (d-f) grain boundaries (GB + 1Q) overlaid with the image quality
of as-received, HT-Ar and HT-H, samples probed by the electron backscatter diffraction (EBSD), respectively.
(g) Distribution of grain sizes of different samples. The pristine microstructure of TINbZrHfTa exhibits randomly
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Fig. S4.3 Individual elemental maps of Ti, Nb, Zr, Hf, and Ta of the (a) as-received, (b) HT-Ar, and (HT-H>)
samples probed by electron dispersive spectroscopy (EDS). All of the principal elements are evenly distributed
without obvious partitioning or segregation phenomena.
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Fig. S4.4 p values determined from the frequency distribution analysis (FDA)[207] of each principal element in
as-received, HT-Ar, and HT-H» specimens.

The presence of Ti clustering is verified from the p values after the normalization of the chi-squared coefficient
(x?) extracted from the APT dataset. p value reflects the local clustering of each element, where it is indicative
of element clustering when p closes to 1, while it means random distortion of elements when p closes to 0 [207,
208]. The p values for each principle element of the HT-H, specimen are larger than those of the other two
specimens. Ta exhibits the highest p value of 0.7899, at least three times larger than those of as-received and HT-
Ar specimens (Table S2). The discrepancy of the p value for Zr is even bigger, with a gap of 0.4973 and 0.5677
to HT-Ar and as-received specimens, respectively. Similar trends are also observed for Ti and Nb elements among
these three specimens. Hence, all of the principal elements except Hf favorably tend to cluster after heat treatment
in Hz.
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Fig. S4.5 High-energy X-ray diffraction (HEXRD) profiles of specimens after heat treatment in H, for 1 h (HT-
H»-1h) and 2 h (HT-H»-2h). Both two specimens exhibit a single body-centered cubic crystal structure without

the formation of secondary phases, such as hydride.
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Fig. S4.7 Residual cross-sectional profiles for the as-received TiNbZrHfTa and HT-Ha, 2 h alloys. h¥, and hf
represent the pile-up height and residual height for the HT-Ha, 2h sample respectively, while h, and h; represent

the pile-up height and residual height for the as-received TiNbZrHfTa alloy respectively. These values will be
used in the calculation for the strain hardening exponent (n) and yield strength (oy).
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Table S4.1 The hydrogen content and oxygen content measured by thermo desorption spectrometer (TDS) of the
as-received, HT-Ar, and HT-H, specimens, respectively. Three individual specimens were used for the TDS
measurements.

Hydrogen content (wppm) Oxygen content (Wppm)
As-received 45.32+26.68 (0.45+0.32 at.%) 280.24450.45 (0.21£0.04 at.%)
HT-Ar 88.96+44.65 (1.03+0.52 at.%) 223.59+37.54 (0.16+0.03 at.%)
HT-H: 803.07+34.93 (8.60+0.41 at.%) 200.03+54.85 (0.13+0.04 at.%)

Table S4.2 The concentrations and p values of each principal element of the as-received, HT-Ar, and HT-H,
specimens, respectively. The concentrations and p values shown here are calculated from the whole APT tip. The
concentrations were analyzed on the basis of three individual tips.

As-received HT-Ar HT-H,
Element Con. (at.%) p Con. (at.%) n Con. (at.%) n
Ti 20.32+0.16 0.0595 21.39+0.02 0.3027 19.66+0.91 0.5056
Nb 20.13+0.65 0.0314 21.379+0.32 0.0977 21.02+0.91 0.3354
Zr 20.62+0.29 0.0367 21.20+0.22 0.1161 19.08+0.90 0.6134
Hf 18.76+0.18 0.1032 18.14+0.23 0.0673 19.05+0.06 0.1220
Ta 19.51+0.40 0.1034 17.91+0.11 0.2289 19.46+0.33 0.7899
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Note 4.1 The determinization of the orientation dependence of spinodal features
When considering the Gibbs free energy under a general stress field [202]:
G=U- Zi‘jeijoij—TS S4.1
In Eq. S1, U is the internal energy, T is the temperature, S is the entropy, €;; and g;; represent the strain tensor
and stress tensor of the substance respectively. Then, we take the differential form of G:
dG =dU - ), €;doy; — ), oy;de;; —TdS — SdT S4.2
At constant temperature (d7 = 0), using the first law of thermodynamics (AU = @ — W) to cancel some terms:
dG = — Zi’j €;j doy; S4.3
The stress tensor in the former equation can be written as the product of a scalar magnitude and a tensor with a
constant trace of order unity:
G=- Zi,j €;;6;jdo = — Zi,j,k,l Sijk10i;0ri0 do S4.4
where sy, represents the elastic compliance tensor. To determine the Gibbs free energy under a general stress o,
we integrate the stress from 0 to o
G=Go+ [, dG =G, — iaz(zi.j.kl Sij18i;011) S4.5
G, is the Gibbs free energy at a datum condition, which the status with 0 stress is chosen in the above equation.
Using matrix to replace the compliance tensor:
G =Gy— %02[653” S4.6
Since the TiNbZrHfTa CCA system has the BCC crystal structure, the compliance tensor S is
S11 S12 S12
S12 S11 S12 0 \

| S12 S12 S11 l. . . .
Sas O o |in Eq. S6, while * denotes the transpose. For a general orientation of the stress

\ 0 0 Sy 0/
0 0 5S4

relative to the crystallographic axes, & is satisfied in eight different ways, corresponding to the eight-symmetry

equivalent stresses,

o= [01, 0,, 03, ¥\[0,0,, +./0,03, i,/aza3] S4.7

where o; are the diagonal components of matrix 6. Thus, G has the value:
G =G, — %02 [511(012 + 0,2 + 032) — 2 (511 —S1p — 2544) (0,0, + 01035 + 0203)] S4.8
Since G keeps the same value for each of the eight possible choices of sign for the last three entries in Eq. S8, and
the trace of the stress tensor is invariant under rotation and is equal to unity:
G=G,— %02 [511 -2 (511 — 513 — %SM) (010, + 0103 + 0203)] S4.9
The Eq. S9 can be written as a sum of orientation-independent and orientation-dependent terms:
G =Gy+o? (511 —S12 — %544) (0,0, + 0,05 + 0,03) S4.10
The quantity 0,0, + 0,03 + 0,03 contains the orientation dependence, which shows a minimum value of 0 when
the stress is aligned with a (100) direction, while exhibits a maximum of § when aligned at (111) direction. Since
the term s;4 — Sy3 — %544 is always positive calculated according to the values in Table S4.3, G is minimized

when the spinodal features are aligned with (100) directions.
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Table S4.3 Elastic compliance tensors of the pure 3-Ti or Ti alloys with a BCC crystal structure adopted for the

calculation of Gibbs free energy.

Alloy systems S11 (GPa) S1, (GPa) S44 (GPa) Ref
B-Ti 134 110 36 [222]
Ti-40Nb 141.3 117.0 32.1 [237]
Ti-36Nb—-5Zr 142.8 108.6 254 [238]
Ti-30Nb-10Ta-5Zr 67.1 39.9 29.8 [239]
Ti-36Nb—2Ta-3Zr-0.30 125 93 28 [240]
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Note 4.2 Predictive methodology for strain hardening exponent () and yield strength (oy)

The prediction of strain hardening exponent (n) and yield strength (g,) is based on the results obtained from the
scratch test [227, 228]. The independent functions (like the scratch hardness Hs, the pile-up height 4,, the residual
height 4,, and the friction coefficient x,) can be written for independent quantities, which subsequently can be
evaluated numerically and used for any specific material condition within the solution space by making the

quantities dimensionless and using the /7 theorem [227, 228]:

[z (M) +Tg2(ug)]
, = (Z—) = [a1(n) + nly; (u)] (‘;—y) e S4.11
y
Chy oy pg(n)
Il = o 1, = llg rp (Mg rp(pta) / |1+ (Xp(n)Fxp(ﬂa)E*> S4.12

where E*, and r, represent the reduced elastic modulus and the normalized pile-up height obtained from the scratch
test respectively, the subscript RP indicates the value of the function at the limit of rigid plastic properties. All the

numerical closed-form solutions to these sub-functions are listed below:

al(n) = 3.32 — 5.79n + 2.8n? S4.13

Iy (ug) = 012 — 0.64/[1 + e30Wa=0D] S4.14

a,(n) = 0.07 — 1.283n + 0.248n? S4.15

I, (ug) = 0.006 — 0.0278/[1 + 25#a=0.1)] S4.16

Mg gp(n) = 0.904 — 1.684n + 1.987n? — 2.722n° S4.17

I rp (1) = 0.909 + 0.627p, S4.18

Xg(n) = 0.0378 — 0.2129n + 1.145n? — 3.34n° + 3.54n* S4.19
Iip(ug) = 0.651 + 1.21p, + 7.61p,> S4.20

pp(n) = 0.681In(n + 0.02) S4.21

There are some assumptions before this method is valid: a. incremental theory of plasticity is valid; b. the material
plastic flow behavior is isotropic.

Therefore, the above dimensionless functions can be rewritten:

, . H [1/(1+az(M)+g2 (ua))]
Mo (Hy, B m,ug) = (2) = [(2) /(2100) + 1l (1)) 54.22
! ! hP H(II pﬁ(n)
Mgy ug) =77 =1 = g rp (W rp(Ha) / (1 + (W> 54.23

To solve this system numerically, IT}, is inserted into 17,} to obtain n. Then the obtained value 7 is inserted in H,}

. O-
to determine E—’:
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Note 4.3 Thermodynamic calculation for Gibbs free energy of TiNbZrHfTa CCA system
The Gibbs free energy in the TiNbZrHfTa CCA with and without heat treatment under H, is calculated via a sub-
regular model [4, 229]:

G =G+ G S4.24
In Eq. S11, G represents the ideal Gibbs free energy:
d = ZixiGi = Zi RTxL-lnxL- S4.25

where R is the gas constant, 7 is the temperature, and x; represents the atomic percentage of i element in the alloy
system. Since Ti and Zr show the tendency to accumulate together from the experimental results, we assume that
the content of Zr (xz,) remains the same as that of Ti (xr;) and Hf (xf) for the sake of simplicity. Similarly, x4
is assumed to be the same as xy,:

Xzr = X7y = Xyp and Xrq = Xyp S4.26
where the sum of the contents of all the elements is 1 (xz, + X7; + Xuf + X714 + Xy = 1). Inthe case of hydrogen,
we maintain the similar assumption. However, the hydrogen content (x) is fixed at a constant of 8.60 at.%
according to the total hydrogen content measured by TDS. One additional condition is incorporated into the
calculation of the Gibbs free energy of the TiNbZrHfTa CCA system coupled hydrogen:

Xzr + X + Xpg + Xpq + Xyp + x5y = 1 and x4y = 0.086 S4.27

The excess free energy term G°* is calculated considering the binary, ternary, quaternary, quinary and even the
senary interaction terms:

G = Gpinary + Glernary+Gauaternary + Gquinary + Gsenary S4.28

Specifically, the binary interaction term Gpj; 4,y is expressed as:

Gary = Z GSP z 057 $4.29

where .(2151-1) is the binary interaction parameter, and the exact forms of ijD available for the calculation are

summarized in Table S4.4. Similarly, the ternary, quaternary, quinary, and senary excess free energy are modeled

ex
Gternary Z Gl]k ) quaternary — Z Gl]kl’

i,jk i,jkl

ex — ex — SD
unmary Z i Gl}klm' Gsenary - Z i Gijklmn S4.30
i,jklm i,jklmn

respectively via:

Table S4.4 Thermodynamic parameters adopted for binary and ternary excess free-energy calculation. The
quantities shown here are all the available parameters to the best of our literature search. Part of the ternary
interaction parameters, all of the quaternary, quinary and senary interaction parameters are not available.

Term Equations or values Ref

Binary 0BEE,, Jmol —9166.70xNb + 9552.67 [241]
Interaction

parameter ?CTC,Z, J/mol —9938.63xTa + 9938.63 [241]

‘T?CZ“;, J/mol —4346 +5489 - T [242]

0755, J/mol +3003.24 — 7.4114 - T [242]

027755, J/mol —838.6 [242]
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Ternary
interaction
parameter

O7fNp, J/mol

0ff,, J/mol
Qb
J/mol

025554, Jmol
0ELL ., Jmol
075, J/mol

NECE J/mol

Q55E. Timol

NEEC J/mol
BCC

'QTiNber
J/mol
BCC

D7 NvTas
J/mol

BCC
-QNbZrHa

J/mol

BCC
'QTerHv

J/mol

+15911 + 3.35-T + (3919 — 1.091T) - (xXNb — xZr)
—4396.2 + 4.4302-T

+22713.5

+22945.8
+1298.3
2970.28 — 6.5847 - T
—474971+359-T
52413
33700

37.46
—136602.7
15247.30

*

+50800 —54-T

[243]
[244]

[245]

[246]
[247]
[234]
[248]
[248]
[233]

[249]
[250]
[248]

[251]
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Note 4.4 Calculation for vacancy concentration of TINbZrHfTa CCA system

The calculation of vacancy concentration is modeled via [12]:

C = exp (— i—;) = exp <— Hf;TTSf) =~ exp(— z—p S4.31

The corresponding vacancy formation enthalpy (Hy') available for the calculation of vacancy concentration

before and after heat treatment under H, are summarized in Table S4.5.

Table S4.5 Vacancy formation enthalpy (Hf') adopted for the calculation of vacancy concentration change.

Element Hf, eV Hf with H, eV
Ti 2.24[252] 1.94[55, 253]
Zr 2.34[252] 1.81[55, 254]
Hf 2.39[252] 2.18[55]
Nb 2.31[255] 2.10[255]
Ta 3.08[256] 2.87[55]
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5. Role of boron in yield strength softening and plastic deformation

mechanisms in a refractory high-entropy alloy

This chapter is a modified version based on the paper entitled “Role of boron in yield strength
softening and plastic deformation mechanisms in a refractory high-entropy alloy” (Ready for

submission)

5.1. Introduction

Refractory complex concentrated alloys (CCAs) composed of multiple (five or more) elements
offer renowned advantages over the dilute counterparts in optimizing mechanical and
functional properties within the seemingly infinite compositional space [2, 24, 96]. Although
these refractory CCAs have the intrinsic high strength (e.g., ~1200 MPa for TiNbZrHfTa) due
to the significant Peierls barrier, the relatively poor ductility (~10%) at room temperature is
detrimental to the potential applications of this new class of alloys [13, 20, 21, 257]. This
limitation is mainly attributed to the subtle difference between the ideal ultimate tensile
strength and the strength for cleavage inception, which arises from the presence of less densely
packed atomic planes in body-centered cubic (BCC) alloys [12, 14]. This subtle difference
means that refractory CCAs are more likely to fail in a brittle manner before significant plastic
deformation occurs. As a consequence, the reported tensile ductility of refractory CCAs is
usually below 15%, and most researches are concentrating on ductility observed during
compression tests [21, 258-262]. Additionally, the poor processability at atmospheric
temperature make it difficult to eliminate the as-cast defects in refractory CCAs including
porosity, dendrite microstructure and elemental inhomogeneity that are susceptible to
stochastic premature failure [20, 263]. Therefore, the design of refractory CCAs with large
room-temperature tensile ductility and processability, while maintaining high strength remains
challenging.

High-temperature homogenization (above 0.777,, where T, is the absolute melting point) is one
common method to achieve the desirable ductility by obtaining a uniform microstructure [96,
264]. This processing routine is usually time and energy intensive due to the sluggish diffusion
of these refractory elements as well as being accompanied with a sacrifice of yield strength [21,
265]. Significant efforts including reducing grain size, introducing heterogeneous
microstructure or inducing phase transformation have also been devoted to improving the

ductility of refractory CCAs [263, 266, 267]. These methods mainly contribute to enhanced
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working hardening capacity, thus increasing the formability. However, tensile ductility has
only been reported in a limited number of refractory CCA systems, as implementing these
approaches (e.g., inducing phase transformation) requires specific alloy compositions to be
effective. An emerging alternative strategy for improving the ductility of refractory CCAs is
grain boundary (GB) segregation engineering, altering interface properties by atomic-scale
fine-tuning of the GB excess quantity [42, 43, 268]. As derived from classical thermodynamics,
a solute element may preferentially reside in GBs driven by the reduction of Gibbs free energy
[44, 46, 269]. Among the various dopants, boron (B) has garnered significant attention for its
ability to enhance the mechanical properties of polycrystalline materials, which serves as a
cost-effective method to improve the strength and ductility as compared with the alloying
elements [32, 270-274]. For example, in an as-cast NbMoTaW solid solution, the addition of
metalloid B was revealed to mitigate the oxygen contaminant at GBs, thereby alleviating the
room-temperature brittleness [32]. On the other hand, the enhanced GB drag effect and reduced
Gibbs-Thomson force caused by B segregation impede grain coarsening during
recrystallization of polycrystalline refractory CCAs [271, 272].

In the present work, we report a counter-intuitive phenomenon in the B-doped equiatomic
TiNbZrHfTa refractory CCA, where a yield strength softening behavior (a reduction by
~6.2+0.7%) 1s observed despite a decrease in grain size. To explore the underlying mechanisms
for this softening behavior, the site-specific atom probe tomography (APT) was conducted to
measure the GB chemistry upon B doping and the associated deformation behavior was
evaluated by integrating EBSD/SEM correlative characterization, crystallographic analysis,
and subsequent quantitative assessments on micro-deformation events related to GBs. Hence,
we reveal that: (1) B addition significantly alters the GB chemistry, where B and Zr co-
segregation is observed; (2) The reduction in yield strength is mainly due to a reduction in Hall-
Petch coefficient caused by segregation of B as well as Zr at GB, thus compromising the
strengthening effect induced by grain refinement; (3) GBs tend to accommodate higher strain
upon B doping as compared with the B-free sample; (4) The inception of slip transfer can be
mitigated by GB shear localization, where active slip transfer is significantly confined to lower

misalignments for both slip planes and directions when B segregation is present.

5.2. Experimental section
5.2.1. Materials
The equimolar TiNbZrHfTa refractory CCAs without B addition, and with the addition of

0.003 at.% (30 ppm) B were cast using arc-melting under Ar atmosphere. The pure metals
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(>99.95 wt%) were used for the base alloy. B doping was conducted by adding high-purity
TiB.. The as-casted samples were cold-rolled with a thickness reduction of 80%, followed by
homogenization annealing in the BCC solid solution domain at 1100 °C for 5 h under a helium
atmosphere, to rejuvenate the recrystallized microstructure. The annealed materials were then
quenched in water. Hereafter, the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B were
denoted as B-free and B-doped specimens, respectively. We also note that the overall oxygen
content of the specimens is below 0.30 at.% as measured atom probed tomography (APT),
which is supposed to not alter the mechanical properties of this class of alloys [275].

5.2.2. Microstructure characterization

The metallographic specimens were ground from 220 grit up to 4000 grit SiC sandpaper and
subsequently polished with 50 nm colloidal silica oxide particle suspension to obtain a mirror-
finished surface. A combination of secondary electron, backscatter electron (BSE) imaging,
energy-dispersive X-ray spectroscopy (EDS), and electron backscatter diffraction (EBSD)
techniques was used for microstructure characterization (Zeiss Sigma 500, Germany). The
EBSD scans were carried out at an acceleration energy of 15 kV and a current of 2 nA, and a
scanning step size of 1.0 pum was set for the scans. The post-processing of the EBSD data and
the extraction of corresponding crystallographic information for further theoretical analysis
were accomplished in commercial OIM software (version 8.0). Surface slip trace analysis and
slip transfer quantification were carried out in a home-built STrCryst software package

(https://github.com/shaolouwei/STrCryst).

To quantitatively explore the effect of GB chemistry on the plastic deformation mechanisms,
we employ the crystallographic orientation data and slip line morphology to determine the
activated slip modes by slip trace analysis. This technique has been applied in the investigation
of deformation mechanisms for both single- and dual-phase metallic alloys [17, 276, 277].
However, three potential sources of inaccuracies should be mentioned: (1) the slip trace
observation can be interfered with by the surface quality; (2) the identification of slip variants
is complicated by the curvature of the slip traces, especially at the regions with high local
strains; (3) the present work primarily focuses on slip configurations at the meso-scale (i.e., the
scale of grain size), while composite slip may admittedly develop at the microscopic level [16,
72, 73, 278]. To mitigate the potential artifact generated during specimen preparation, the
specimens were tilted to +10° to verify the occurrence of slip steps before imaging. Considering
the geometric relation between the crystal orientations and slip lines, the active slip modes can
be calculated via the following equation,
t=(g1-n)xN (5.1)
110


https://github.com/shaolouwei/STrCryst

where t represents the unit directional vector corresponding to the slip plane. n, and N are the
unit outer normal directions of the slip plane (crystal frame) and sample surface (sample frame),

respectively. g denotes the coordinate transformation matrix [279],

COS @1 €COS @, — Sin ¢4 sin ¢, cos P sin ¢4 cos ¢, + cos ¢, Sin@, cos®  sin @, sin P
g = |—cos¢@;sing, —sing; cos @, cos® —sin ¢, sin @, + cos @, cos ¢, cos® cos @, sinP|(5.2)
sin ¢, sin @ —Ccos @, Sin® cos @

where (¢4, @, ¢,) are the Euler angles following Bunge’s convention, which can be obtained
from the EBSD measurements [279]. For the slip trace analysis, {110}{111), {112}(111), and
{123}(111) slip systems are all taken into consideration due to the similar packing density of
the {110}, {112}, and {123} planes in a BCC crystal structure [73]. The angle (¢) between the
slip line and the loading axis can then be calculated via,
t-f
|t] - |f]

In this equation, f = [010]7, denotes the far-field uniaxial loading direction. Theoretical slip

¢ = arccos (5.3)

traces are determined by applying a £10° (¢) deviation tolerance as compared with the
experimental observations. The corresponding Schmid factors (m) specific to the activated slip
systems are calculated through [280],

m=[(g-f)-n]-[(g-f)-s] (5.4)
Here, n and s represent the unit slip plane normal and the unit slip direction.
Synchrotron high-energy X-ray diffraction (HEXRD) experiments were conducted in a
transmission mode at the Powder Diffraction and Total Scattering Beamline P02.1 of PETRA
IIT at Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Germany [70]. A beam with a
fixed energy at 60 keV was employed to obtain a monochromatic X-ray with a wavelength of
~0.207 A. The acquired diffraction peaks were integrated and subsequently post-analyzed
using GSAS-II software [76]. Based on the XRD line broadening, the modified Williamson-

Hall method was used to evaluate the dislocation density (p) of the specimens [281]:

_ kA
B cosB = 4esinf + 5 (5.5)

where f§ was the full width of half maximum (FWHM) of the diffraction peak at 6. €, A, and D
represent the microstrain, the wavelength of the X-ray beamline, and the crystallite size,

respectively. k is a constant for different materials, where 0.94 is usually used for BCC-type

alloys [].
Then, the dislocation density was calculated as follows [282]:
2v/3¢
= 5.6
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Atom probe tomography (APT) was employed to analyze the local chemistry at GBs down to
near-atomic resolution. The APT tips were prepared using the site-specific lift-out method with
the aid of the EBSD technique (to identify GBs prior to lift-out) using an FEI Helios NanoLab
660i dual-beam SEM/FIB instrument. The APT measurements were conducted in a LEAP
5000XR instrument (a reflectron mode) to ensure high mass resolution. Laser mode was
employed for the measurements with a tip temperature, laser energy, pulse rate, and detection
rate of 70 K, 60 pJ, 100 kHz, and 0.5 % (5 ions per 10000 pulses), respectively. The
reconstruction and post-analysis of APT data were carried out using the AP suite software
(version 6.1).

5.2.3. Uniaxial tensile testing

Rectangular dog bone-shaped tensile specimens with a gauge geometry of 4.0x2.0x1.0 mm?
were prepared using electrical discharge machining. The specimens were ground with a series
of SiC sandpaper (from 200 grit to 4000 grit), followed by fine-polishing with 50 nm colloidal
silica oxide particle suspension before tensile tests. A Kammrath and Weiss stage (strain rate:
1.25%107 s!) equipped with an optical camera (every 1 s) for digital image correlation (DIC)
analysis was employed for the tensile test. A virtual extensometer (speckle patterns) was
adopted to measure the local strains, and the data was processed using the Aramis GOM
Correlate 2020 software (V6.3.0, GOM GmbH). Three tests were repeated for each

microstructural condition to achieve reasonable statistics.

5.3. Results

5.3.1. Microstructure and GB segregation

Both B-free and B-doped TiNbZrHfTa refractory CCAs exhibit an equiaxed grain
microstructure (Fig. 5.1a and b), showing a random orientation distribution with negligible
texture (Fig. S5.1). High-angle GBs (> 75%) constitute the major type of GBs in both
specimens, implying complete recrystallization after homogenization. The grain sizes of B-free
and B-doped specimens are 69.9+27.2 um and 53.9+£23.5 um, respectively (inserts in Fig. 5.1a
and b). Compared with the B-free specimen, the reduction in grain size of the B-doped
specimen probably originates from the B addition and its possible segregation at GBs,
increasing the activation energy for GB migration and thereby leading to grain refinement [272],
which will be discussed in Section 4.1. The corresponding EDS elemental distribution maps
across the magnified regions marked in Fig. 5.1a and b show a homogeneous distribution of

all elements. Additionally, the compositions for the B-free and B-doped specimens are
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determined to be Ti19.77Nb1s.75Z121.27H120.70Ta19.51 and Ti19.21Nb1g.74Zr20.66Hf20.86 Ta20.52 (in at.%),

respectively (Table S5.1), consistent with the nominal equiatomic composition.

TiNbZrHfTa with 0 ppm B TiNbZrHfTa with 30 ppm B

...................

EDS mapping

___________________

___________________

les= 53.93;23.47?!“
1,0 e
JZ j

e et

. = B

% 100 pm ! 100 pm :

T D
Grain size (um}

Fig. 5.1 Representative scanning electron microscopy (SEM) images of the (a) B-free and (b) B-doped
TiNbZrHfTa CCAs, and their corresponding energy-dispersive X-ray spectroscopy (EDS) mapping of individual
principal elements. The regions for EDS mapping are indicated by white dashed lines. The inserts represent the
grain size distribution obtained over 50 grains from (a) and (b), respectively.

The HEXRD profiles confirm that (Fig. 5.2a) both specimens reveal a single-phase
microstructure with a body-centered cubic (BCC) crystal structure. The lattice parameters are
3.406 A and 3.398 A (Fig. S5.2) for the B-free and B-doped specimens, respectively. No
additional diffraction peaks of a boride phase are observed in the B-doped specimen. From the
linear fitting curves of 8 cos 8 as a function of 4 sin 8 (Fig. 5.2b), the microstrain (&) and
crystalline size (D) can be extracted from the slopes and intercepts, respectively, to calculate
the dislocation density (Equations (5) and (6)). As revealed in Fig. 5.2c, both specimens
possess a similar level of dislocation density, 1.77x10'* m™ and 1.72x10'"¥m in the B-free
and B-doped specimens, respectively. These results suggest that the small addition of B (30
ppm) does not cause obvious changes in microstructure features, such as grain morphology,
phase constituent, chemistry at the microscopic scale, and initial dislocation density, except

grain size.
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Fig. 5.2 (a) Synchrotron high-energy X-ray diffraction (HEXRD) profiles of the TiNbZrHfTa CCAs without and
with 30 ppm B. (b) Plots of fcosé versus 4sinf and their corresponding linear-fitted curves. B represents the full
width of half maximum (FWHM) while 6 is the diffraction angle. (c¢) Calculated dislocation density of the
TiNbZrHfTa CCAs without and with 30 ppm B.

Although the observed grain refinement signifies the potential B segregation at GBs, it remains
crucial to identify the actual distribution of B in the specimens. B is widely recognized to be
located at GBs due to the minimization of the free energy at the GB [271, 272]. Three-
dimensional APT analyses were employed to quantitatively investigate the GB chemistry of
both specimens (Fig. 5.3). The misorientations of the probed GBs are determined to be 44.57°
and 47.10° using EBSD for the B-free and B-doped specimens (Fig. S5.3), respectively. The
GBs in APT datasets are identified by the decoration of B atoms (marked by blue dots). The
B-free specimen exhibits a slight enrichment of B (max. 0.10 at.%) at the GB as highlighted
by the iso-concentration surface of B (0.08 at.%, Fig. 5.3b). This subtle contamination of B in
the B-free specimen is perhaps due to the metallurgical impurity introduced in the raw materials
or during sample preparation. Additionally, a co-segregation of Zr at the GB is detected up to
24.08 at.%, as shown by the iso-concentration surface containing 22.00 at.% Zr, in contrast to
the bulk concentration in the matrix, i.e., 20.77 at.%. Subtle depletion of Nb and Ta (Fig. 5.3c
and d) by 1.92 at.% and 1.52 at.% from the equiatomic composition is determined at the GB,
as shown in the 1D concentration profiles. The lowest mixing enthalpy between B and Zr (-71
kJ/mol) predominantly contributes to such a co-segregation behavior as compared with the
other principle elements [35]. The depletion of Nb and Ta is mainly ascribed to their high
mixing enthalpy with B (both are -54 kJ/mol) [35]. In the B-doped specimen, the quantity of B
at GBs is intensified as highlighted by a set of isosurfaces delineating regions containing more
than 0.80 at.% B (Fig. 5.3f). An enrichment of up to 1.98 at.% B is found at the GB, whereas
the concentration of B in the matrix is less than 0.10 at.% (Fig. 5.3h), demonstrating that B is
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mainly accumulated at the GBs. Similar to B-free specimen, co-segregation of Zr at the GB is
observed in the B-doped specimen (Fig. 5.3g), but with a higher concentration, reaching up to
28.20 at.% (Fig. 5.3h). Additionally, depletion of Nb and Ta is observed with a stronger extent
(a reduction of 3.27 at.% and 3.36 at.% for Nb and Ta, respectively). These changes in GB
chemistry between the B-free and B-doped TiNbZrHfTa CCAs can significantly affect not only
the microstructure (e.g., grain refinement) but also the mechanical responses, particularly those
associated with GB properties (GB strengthening, GB shear localization, slip transfer across

the GB, etc.), which will be elaborated in the Discussion section.
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Fig. 5.3 Atom probe tomography (APT) analysis for the grain boundary of TiNbZrHfTa CCAs with (a-d) 0 ppm
B and (e-h) 30 ppm B. Grain boundaries are indicated by black arrows. B atomic distribution (in blue) with a 0.08
at.% and 0.80 at.% B isosurface for TiNbZrHfTa CCAs containing (b) 0 ppm B and (f) 30 ppm B, respectively.
Insert in (f) shows the enrichment of B atoms (depicted in spheres) within the grain boundary. 1D concentration
profiles of B, Ti, Zr, Hf, Nb, and Ta across the grain boundary of the TiNbZrHfTa CCAs containing (d) 0 ppm B
and (h) 30 ppm B as highlighted with a 25-nm cylinder of purple cylinders. Red arrows indicate the direction of
the cylinders.

5.3.2. Tensile properties
Fig. 5.4a presents the uniaxial tensile properties of the TiNbZrHfTa refractory CCAs without
and with the B addition (with three repeated tests). The B-free specimen yields at 920.70+3.69
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MPa, followed by a modest strain hardening process, reaching an ultimate tensile strength of
940.35+15.15 MPa at a uniform elongation of 3.80%. In contrast, a lower yield strength of
869.78+10.41 MPa is observed for the B-doped specimens (insert in Fig. 5.4a), with a reduction
by 6.24+0.7% compared with the B-free specimens. As B addition in other alloys often results
in an enhancement in strength [270, 272, 273], such yield strength softening in the TiNbZrHfTa
alloy necessitates the fundamental understanding of the underlying mechanisms, which will be
discussed in Section 4.1. Both alloys exhibit similar fracture elongation values (22.24+0.20%
and 20.91+1.14% for B-free and B-doped specimens, respectively), and strain-hardening rates
(Fig. 5.4b).
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Fig. 5.4 (a) Engineering stress-strain curves of the TiNbZrHfTa CCAs with 0 and 30 ppm B. The mean values
(shown as open circles) and corresponding scale bars are obtained over three repeated tests. Insert is the enlarged
view of the strain range from 0.5 % to 3.0 %, revealing the yield strength softening after the addition of 30 ppm
B. (b) Strain-hardening rates as a function of true strain.

5.3.3. Slip trace assessments

Apart from the single slip occurring inside the grains (Fig. S5 and Fig. S5.6), Fig. 5.5a and b
show the experimental and theoretical results for the two regions of interest that underwent
multiple slip and cross slip, respectively, in the B-doped specimen. The determination of
different slip activities was conducted using fast-Fourier transform patterns, and the
corresponding details were revealed in Fig. S5.5. In the multiple slip example, two types of
straight slip traces (with different Burgers vector) with an intersecting angle of 45.66° are found.
These two slip traces are recognized to be the activated (121)[111] (m = 0.381) and
(231)[111] (m = 0.326) slip systems via the comparison of the actual slip traces and the
calculated ones (Fig. 5.5a). For the cross slip case, curved slip traces (with the same Burgers
vector) with activated (123)[111] (m = 0.468) and (112)[111] (m = 0.448) slip systems are
identified (Fig. 5.5b), implying the change in slip planes during dislocation slip. These results
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suggest that the activated slip systems do not strictly obey the Schmid law, where the slip
systems with the highest Schmid factors will tend to be activated before those with lower
Schmid factors. This characteristic is primarily ascribed to the non-linear glide behavior of
dislocations in the BCC alloys [13, 14]. In addition to the common slip activities, the presence
of GB shear localization is revealed by an out-of-plane offset between adjacent grains (Fig.
5.5¢c, Fig. S5.5 and Fig. S5.6). In this case, plasticity is accommodated by the GB sliding. A
sharp increase in gray value in secondary electron image (by ~101) is detected across the GB
region (Fig. 5.5d). Therefore, we adopted the first derivative of gray value (the absolute value
above 20) as an indicator to identify the shear localization at the GB instead of milling all the
GBs for side-view observations (Fig. S5.10) for subsequent quantitative assessments on the

slip modes accommodating plasticity.
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Fig. 5.5 Representative B-doped grains at a global strain of 2% with (a) multiple-slip activity and (b) cross-slip
activity and the corresponding inverse pole figure (IPF) maps as well as the slip trace analysis for identifying the
operating slip systems, respectively. (c) Observation of grain boundary shear localization acquired at an incident
plastic deformation (2% strain). The top insert in (c) is the SEM image of the cross-sectional view of the grain
couple with a tilt angle of 52°, showing the height misfit between the adjacent two grains (marked with G1 and
G2). The bottom insert in (c) is the post-processed SEM image with a color transform using blue lookup table,
revealing the sharp increase in contrast at the grain boundary region. (d) The gray values across the grain boundary
as highlighted by a red arrow in (c).
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5.4. Discussion
5.4.1. Competitive effect between Hall-Petch coefficient (K,) and grain size (d) on the
change of yield strength
A decrease in yield strength was observed in the B-doped specimen compared with the B-free
counterpart (Fig. 5.4a). This yield strength softening behavior is contradictory to most of the
observations on the simultaneous increase in both yield strength and ductility by B addition in
other metallic materials, e.g., steels, Ti-based alloys and metal matrix composite [270, 272-
274]. Generally, yield strength (gys) of the metallic alloys can be expressed as follows [6],
Oys = Ogp + Ogisio + Op + Oss (5.7)
where, dgy,, 0gisio, Op, and agg denote the strengthening effects from GB, dislocation density,
precipitate, and solid solution (dilute and concentrated), respectively. In this study, negligible
changes in the gyis (identical dislocation densities at the initial state, Fig. 5.2c), op (no
formation of secondary phases, Fig. 5.2a), and g (similar alloy composition as well as the
ppm-level addition of B) are found upon B doping. Therefore, the decrease in yield strength in
the sample with B addition is mainly ascribed to the contribution from GBs (dg,). This
hypothesis also aligns with the experimental observations that the major differences in
microstructure in these two specimens are the grain size and the elemental segregation at GBs
(Fig. 5.1 and Fig. 5.5). The strengthening effect from GB is generally expressed by the Hall-
Petch relationship [283-285],

0w ="/ 2 (5:8)

In the above equation, K,, is a material-dependent constant, while d is the mean grain size.
These two factors will be discussed in detail individually to explore the plausible mechanisms
causing the yield strength softening.
On grain refinement (d). For the term grain size d in the Hall-Petch equation, GB segregation
of B and Zr in the B-doped CCA can lead to an enhanced GB solute drag effects, thus refining
the grain size as compared with the B-free one [271, 272]. Such grain refinement can be
reflected by the classical mean-field grain growth kinetics [271],

D —Df =Cxt (5.9)
where D, Dy, and n are the measured mean grain size at annealing time ¢, initial grain size

(assumed to be 1 pum [271]), kinetic exponent quantifying the grain growth behavior,

respectively. C represents the kinetic constant C = C, X exp (— Q/ RT) [286], where Cy, Q, R,
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and T denote the pre-exponential factor, activation energy for grain growth, gas constant and

annealing temperature, respectively. Then, we can obtain,

n{(D} — D§)/t} = Co — (Y py) (5.10)

For n, generally, it is in the range from 2 (for uniform grain growth) to 4 (indicating the
abnormal grain growth) [287]. Here, n = 3 is selected for the calculation considering the broad

grain size distribution (Fig. 5.1 and Fig. S5.11) in the investigated CCAs. Withn = 3, Dy =
ZDt can be obtained, representing the final grain size [288, 289]. Therefore, the activation

energies for grain growth (Q) are calculated to be 273.17 kJ/mol, and 282.02 kJ/mol for the B-
free and B-doped CCAs. The addition of B (and Zr co-segregation) leads to an increase in Q,
thus resulting in the reduction in grain size d, which is consistent with the grain refinement
observed after B doping (Fig. 5.1). However, instead of an expected increase in yield strength,
an opposite change, yield strength softening, was revealed in the investigated B-doped CCA.
Such an intriguing phenomenon suggests that changes in GB chemistry will also have a non-
negligible effect on K.

On the effect of grain boundary chemistry on K. As for the Hall-Petch slope, K, the effect

of B segregation as well as the associated alternation in GB chemistry can be demonstrated
based on the selection of yielding models (i.e. the pile-up model, and the GB ledge mode) [290-
292]. In this study, as shown in Fig. S5.12, massive dislocation segments and the formation of
dislocation channels are observed near the GB, while no visible dislocation can be detected
inside the grain at the initial stage of plastic deformation (with a global strain of around 1.2%).
These behaviors suggest that GBs can serve as dislocation sources for the B-doped CCAs [292].
In this case, K, is adopted according to the GB ledge model,

K, = aMG®BbV3m (5.11)
where, a, G°B, and m represent a material-dependent constant, shear modulus of the GB, and
the ledge density. From the EBSD mapping (Fig. S5.1), the types of GBs are similar in
composition for B-free and B-doped CCAs, where high-angle GBs account for more than 75%.
The ledge density, which is a function of the misorientation angle, is thereby assumed to be

GCB can be deduced due to more intensive

identical for these two cases [293]. A change in
segregation of Zr and depletion of Nb/Ta at the GB in the B-doped specimen as compared with
the B-free case (Fig. 5.3). Zr (BCC) possesses the lowest shear modulus (18 GPa), while Nb
and Ta have comparably higher ones (38 GPa for Nb and 68 GPa for Ta) among these metallic

elements, thus leading to a reduction in G B [294, 295]. Taken a linear approximation of G B
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to the GB composition, G°B = Y" x;G;, where x; represents the atomic percentage of i
element, it is revealed that the GSB (32.1 GPa) of the B-doped specimen is lower than the
vicinal values (~35.2 GPa) in the matrix and the G%B (~33.5 GPa) for the B-free one (Fig. 5.6b).

A simple relationship between grain chemistry composition and Hall-Petch coefficient can thus

GB GB
G x . . . .

B 2 o5 Where K), decreases with the increasing Zr concentration
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(Fig. 5.6¢). Hence, the GB ledge model also supports the observed yield strength softening in

this study.
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Fig. 5.6 (a) Calculated activation energy for grain growth as a function of B concentration. *: data used in the
calculation is shown in Fig. S11. (b) Calculated shear modulus across the GB with the composition obtained from
APT analysis. (c) Hall-Petch constant of non-B sample over Hall-Petch constant of B-containing sample
(K /K}'°P) plotted against Zr concentration.

A competition effect between K, and d on the change of yield strength caused by the
alternation in GB chemistry (B, and Zr segregation) can then be assessed according to the above
results. The overall yield behavior is determined by the magnitude and balance between the
size effect and segregation-induced softening. Thus, three scenarios are summarized: (a) The
strengthening effect caused by grain refinement plays the dominant role, which can even offset
the softening effect induced by the reduction of K,,. In this case, a continuous increase in yield
strength can be determined from the combination effect of B and Zr (Fig. 5.7a). (b) A crossover
point exists when the strengthening effect from the reduction of d is comparable with the
softening effect caused by the decreasing K,,. Hence, there will be a critical segregation
concentration of B/Zr where the strengthening effect from grain refinement will be
predominant on the change of yield strength (Fig. 5.7b). (¢) K,, plays a dominant role,
demonstrating that the combination effect from B and Zr always results in a reduction of yield
strength (Fig. 5.7¢). The reduction in yield strength observed in the present study implies the
possibility of case (b) or (c¢) in the investigated CCAs. To clarify the actual case, additional

studies are required in the future. Such findings suggest the non-negligible role of the co-
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segregation elements (here, Zr) in the mechanical properties. When deploying GB segregation
engineering of doping elements, co-segregation behavior of other alloying elements is

necessary to be considered.
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Fig. 5.7 Scheme diagrams showing the competition effect between B and Zr on yield strength: (a) The
strengthening effect of B is the dominant part, contributing to the continuous increment of yield strength; (b) The
strengthening effect from B and the weakening effect from Zr is comparable, so there exists a crossover point
from the combination effect. (¢c) The weakening effect from Zr is dominant, thus leading to a drop of yield strength
as compared to the non-B sample.

5.4.2. Activation of grain boundary shear localization upon B doping

In addition to the yield strength softening characteristic, the plastic deformation behavior with
and without B doping is also evaluated to verify whether the change in GB chemistry will affect
subsequent plastic deformation behaviors. In the TINbZrHfTa refractory CCA, dislocation slip
accounts for the primary deformation mechanism to accommodate plastic deformation.
Generally, plasticity of BCC metals and alloys is controlled by the mobility a/2<111> screw
dislocations whose core structure is a non-planar and gliding in {110}, {112}, and {123} planes
or in composite mode (pencil glide) [12-14]. To clarify the slip behavior of the polycrystalline
refractory CCA, a large region (500x500 um?) with a global strain of approximately 2% was
captured for the quantitative assessment of activated slip traces (Fig. 5.8a and b, Table S5.3
and Table S5.4). Most of the grains exhibit slip traces following low-indexed slip planes, such
as {110}, {112} and {123}. The {112}(111) system is determined to be the favorable slip
system for plastic deformation in both the B-free and B-doped systems (Fig. 5.8¢), suggesting
that B addition has a negligible effect on the types of slip systems activated for plastic
accommodation. Apart from the activated slip systems, comparison results of the plastic
accommodation modes (multiple slip, cross slip, GB shear localization and slip transfer) were
also acquired. Since the total plastic deformation gradient caused by plasticity micro-
mechanisms that can be considered as affine shear (e.g., conservative motion of dislocations

and mechanical twinning) takes the form of )}, y*(s* @ m%), where s%, and m® denote the
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constant orthonormal unit vectors of each plastic deformation mode a [296].y* represents the
scalar shear strain, which defines the plastic strain theoretically. However, deriving this value
experimentally is challenging. Here, instead of acquiring the shear rate, here we mainly focus
on the counts for the sake of simplicity. As revealed in Fig. 5.8d, GB shear localization
becomes one new mechanism for accommodating plasticity in the B-doped CCA as compared
with the B-free CCA. In the latter case, single-mode dislocation slip (not shown in the figure)
is the main mechanism for plastic accommodation. GBs are usually considered as the origin of
strain localization and damage initiation once dislocations approach and concentrate on them,
serving as a barrier against dislocation motion and thus resulting in stress concentration [297-
299]. This associated forward stress concentration can be mitigated via Rachinger-type GB
sliding, i.e., a highly localized shear deformation along or at the vicinity of the GB planes [300-
303]. Therefore, this increase in the amount of GB shear localization cases (from the count of
8 to 27) after the addition of B suggests that GBs tend to become another deformation mode to
accommodate plasticity in addition to grain interiors, potentially relating to the detected
alternation in GB chemistry. Furthermore, it is found that the GB shear localization occurs
more frequently at high-angle GBs, particularly those with a misorientation angle above 30°
(Fig. 5.8e and Fig. S5.15). This characteristic is primarily due to the larger free volume within
the high-angle GB (as free volume increases with the misorientation angle between grains),
thus resulting in a stronger enrichment of B and Zr [304, 305]. The magnitude of the GB shear

localization can be evaluated via the sliding rate (ygps) between two grains (the corresponding

details are shown in supplementary Note 5.1) [306],

. Bb?a?
Vebs = J-GBT D, (5.12)

In this equation,  and D, represent a constant depending on materials and lattice self-diffusion
coefficient. Taking all the known values from the experiments (o, d, and G°B (the shear

modulus at the GB is taken into consideration since this behavior is sensitive to the change in

. . Vges _ oMoB? gBGSB
local chemistry)), then, we can obtain, —5— = —7——5
Ygbs o7 dMOP G

~ 0.837 < 1. Therefore, the B-

doped TiNbZrHfTa refractory CCA exhibits a higher GB sliding rate than that of the B-free
CCA, suggesting that the enrichment of B as well as Zr at GBs can modulate the mechanical
behavior of GBs under applied stress. In stark contrast to the increase in the frequency of the
GB shear localization upon B addition, another plastic deformation mode at GBs, slip transfer,
is suppressed from 36 cases to 28 cases. Such an opposing effect on the activation of plastic

deformation modes at GBs suggests a mutual competition between these two mechanisms (slip
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transfer across GB versus GB shear localization), which will be discussed in detail in the

following section.
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Fig. 5.8 Statistical analysis of plastic accommodation modes of TiNbZrHfTa CCAs with (a) 0 ppm B, and (b) 30
ppm B at a strain of 2%. Quantitative assessments of the (c) activated slip systems and (d) plastic accommodation
modes of both the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B. (e) Further assessment of the GB shear
localization frequency versus the types of GBs. LAGB and HAGB represent the low-angle GB and high-angle
GB, respectively.

Two accommodation processes associated with GB shear localization have been demonstrated,
one is the diffusive motion of atoms in the GB, while the other one is the dislocation slip [307,
308]. Dislocation slip is likely expected for refractory CCAs at room temperature, while
vacancy diffusion, as well as the sluggish diffusion of refractory atoms, will become
predominant at higher temperatures [265, 306]. It was revealed that lattice dislocations

activated from grain interior could dissociate into GB structural dislocations, following by
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moving along the GB to cause GB shear localization [309]. Such a characteristic of slip-
mediated GB shear localization will then intensify the localized plastic deformation.

Upon B doping, the GB shear localization becomes a new plastic accommodation mechanism,
where GBs behave as the accommodation sites for plastic deformation as compared with the
B-free CCA. The kernel average misorientation (KAM) maps of the B-free and B-doped CCAs
were then collected for verifying the regions for strain localization (Fig. 5.9). To semi-
quantitatively determine the strain partitioning behavior between grain interiors and GBs, we
segment the KAM maps into two parts (GB (with a width of around 11 pixels) and grain
interior), and then extracted the individual KAM value from each pixel. For the grain interior,
the B-free specimen exhibits a broad KAM distribution with an average KAM value of
0.757+0.023°, significantly higher than that (0.543+0.012°) for the B-doped one (Fig. 5.9g).
In comparison, as revealed in Fig. 5.9h, a higher averaged KAM value (0.828+0.038°) can be
determined at the GB of the B-doped case as compared with the specimen without B addition
(0.734+0.029°), indicating the enhanced strain localization at GBs upon B doping. It is also
worth noting that two distribution histograms of KAM values can be deconvoluted in the GB
region of the B-doped specimen, where one with an averaged KAM value of 0.828+0.038°
constitutes the major part (61.3%), while the other exhibits an averaged KAM value of
2.082+0.178°, accounting for 38.7%, implying that strain localization tends to occur at specific
types of GBs. These stain partitioning behaviors suggest that strain tends to be redistributed
between grain interiors and boundaries due to B addition, where GBs can accommodate higher
strain than those of the B-free case. Such findings demonstrate that in addition to yield strength
softening, B segregation alters the mechanisms for plastic accommodation, rendering GBs a

new manner for accommodating plastic deformation.
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Fig. 5.9 Kernel average misorientation (KAM) maps of the TiNbZrHfTa CCAs with (a) 0 ppm B and (d) 30 ppm
B, and the corresponding exemplary KAM maps of the (b, ) grain interior regions and (c, f) GB regions subjected
to the regression analysis, respectively. Lognormal regression analysis for the corresponding KAM maps of the
(g) grain interior regions and (h) GB regions.

5.4.3. Competition between grain boundary shear localization and slip transfer

In addition to GB shear localization, slip transfer across GBs is recognized as another common
deformation mechanism at GBs (Fig. 5.10c) [300, 301]. Here, the relationship between GB
shear localization and slip transfer through GBs is evaluated to unravel the potential
competition between these two accommodating mechanisms associated with GBs (Fig. 5.10).
The drop in the amount of slip transfer cases for the B-doped specimen (with a count of 28) as
compared with the B-free one (with a count of 36) demonstrates a phenomenological

retardation effect on slip transfers due to B segregation. The Luster-Morris geometric
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compatibility factor (m'’) was employed to quantify the condition for slip transfer micro-events
[310],
m' = [(g7" - s1) - (82" - s)] - [(gr! - my) - (g2" - my)] (5.13)
which considers the misalignment between slip directions at the individual grain (s; and s,)
together with the misalignment of these corresponding slip plane normals (n; and n,). When
m' closes to 1, it indicates a high tendency for slip transfer across the GB. Otherwise, the slip
transfer is suppressed for an m’ value close to 0. Furthermore, the misalignment angle between
the slip directions (k) and the misalignment angle between the slip normals (i) can also be
determined through:
i = arccos[(g1" - s1) - (82" - 52)] (5.14)
i = arccos[(g" - my) - (87" - mp)] (5.15)
To ensure the statistical reliability, at least 20 grains exhibiting slip transfer events were
surveyed for analysis and the corresponding crystallographic details were summarized in Table
S5.5, Table 85.6 and Table 85.7. Almost all the m’ datum points exhibit inverse correlation with
the increase of the misorientation angle, suggesting a strong geometrical dependency for the
inception of slip transfer (Fig. 5.10d), i.e. slip transfer favors GBs with low angles. This sort
of dependency is consistent with the literature reported on single-phase BCC alloys and even
pure metals like Al, Ni, or Ta [72, 300, 311, 312]. A closer inspection of Fig. 5.10d
substantiates that the unambiguous role of B in altering the slip transfer response: much more
datum points tend to aggregate to the lower misorientation angle (i.e. high m") in the B-doped
CCA as compared with the B-free one, suggesting a more stringent local geometric
confinement of slip transfer, despite the similar global deformation level (the pre-strain level
has been kept identical as ~2.0% for both cases). The mechanical revelation of Fig. 5.10d also
lies in the fact that the capability of GB-aided forward stress alleviation via slip transfer is
somewhat impaired due to B addition, which instead necessitate alternative deformation
pathway at or in the vicinity of GBs, rationalizing the observed immense shear localization
revealed in the preceding discussion. Instead, the GB shear localization is prone to happen at
GBs where adjacent grains exhibit slip traces with a high intersecting angle or are even parallel
to GBs in the B-doped CCA, acting as an alternative way to accommodate plastic deformation
(Fig. S5.15). For a more precise quantification, we also computed the 1 versus k diagram,
assessing the respective contributions from slip direction misalignment and slip plane
misalignment. A greater tolerance to geometrical alignments including both the slip direction

(0° <k < 76°) and slip plane (0° <y < 83°) misalignments can be revealed for the B-free
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specimen as compared to the B-doped one where geometrical alignments are constrained to be
lower than 56° and 48° for k and Y respectively. Upon B doping, the sensitivity of the slip
transfer to Y is lower than k, which may be due to the change in GB chemistry, as it quantifies
the possibility of local GB plane distortion to accommodate the imposed stress/tractions.
Additionally, the frequency of slip transfer occurring within the contour line with an iso-value
of 0.9 (shown in blue lines) of the B-doped CCA is 53.8%, significantly higher than that of the
B-free CCA (29.0%), confirming a stronger geometrical dependence for slip transfer in the B-
doped case. Such a correlation indicates that upon B doping, the B and Zr co-segregation tend
to facilitate the relative movement of the GB instead of the slip transfer across GBs. A rational
mechanism can be that the pile-up dislocations at the GB are mainly absorbed and driven to
glide along the GB [312]. The slip transfer and GB shear localization observed in this system
are anti-compatible and primarily determined by the misorientation of the GB. GBs with low
misorientations (< 30°) facilitates slip transfer with a frequency of 75.0%, while the GB shear
localization preferably occurs at high-misorientation GBs (> 30°), accounting for 85.1%. These
results demonstrate that there exists a competitive effect between slip transfer and GB shear
localization, with crystallographic and geometrical orientations playing a crucial role in the
determination of the types for plastic deformation at GBs. More importantly, the GB chemistry
in this alloy is proved to be important on the alternation of accommodation mechanisms for
plastic deformation, where B addition leads to an increase on the presence of GB shear

localization.
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Fig. 5.10 Statistical analysis of slip transfer activities of TiNbZrHfTa CCAs with (a) 0 ppm B, and (b) 30 ppm B
at a strain of 2%. (¢) Scheme diagram demonstrating the competition between slip transfer and GB shear
localization. (d) Luster-Morris factor (m') versus misorientation angle for all surveyed grain couples. (e)
Geometric correlation chart concerning the angles between slip directions and slip planes for all the surveyed
grain couples with slip transfer.

5.5. Conclusions

In this study, the mechanical behavior in a polycrystalline TiNbZrHfTa refractory complex
concentrated alloy (CCA) with the addition of 30 ppm boron (B) was systematically and
quantitatively investigated and compared with the B-free reference sample. The major findings

are summarized as follows:
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(1) The ppm-level addition of B (here, 30 ppm) could result in a reduction in grain size
from 69.9 um to 53.9 um due to the solute drag effect of B on grain growth. The grain
boundary (GB) chemistry was significantly altered upon B doping, where the co-
segregation of B (1.98 at.%) and Zr (up to 28.20 at.%) accompanied with the depletion
of Ta (by 3.36 at.%) and Nb (by 3.27 at.%) was revealed with the aid of atom probe
tomography. The lower mixing enthalpy between B and Zr primarily contributed to the
co-segregation behavior.

(2) Yield strength softening with a decrease by ~6.2+0.7% was revealed upon B addition.
This softening is mainly due to a reduction in Hall-Petch coefficient caused by a change
in GB chemistry (B/Zr co-segregation), thus reducing the critical shear stress (from GB
pile-up model) or the shear modulus at the GB (from GB ledge mode) for dislocation
emission or transmission. Such a reduction in yield strength even surpass the
strengthening effect induced by grain refinement.

(3) Upon plastic deformation, GBs actively accommodate plastic deformation in the B-
doped refractory CCA, exhibiting as slip-mediated GB shear localization, which was
identified via the quantitative assessment of the plastic deformation modes. This change
in plastic accommodation mechanisms suggested the predominant role of the local
chemistry at GBs in the plastic deformation mechanisms in the CCAs. Additionally, the
slip direction misalignment (x) and slip normal misalignment (1)) relationships of the
surveyed slip traces revealed a more stringent local geometric confinement of slip
transfer upon B doping as compared with the B-free case. Such a constrain suggested a
competition between slip transfer and GB shear localization, further confirming the
unambiguous role of elemental segregation in altering the slip transfer response.

These findings highlight the profound impact of ppm-level B doping on the macroscopic
mechanical performance of the polycrystalline TiNbZrHfTa refractory CCAs. The observed

changes in microscopic deformation modes illuminate the intricate interplay between GB
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chemistry and plasticity mechanisms, offering valuable insights into the design of advanced
materials. Thus, this work shed lights on the development and application of GB segregation

engineering strategies aimed at optimizing the mechanical performance of complex alloys.
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5.6. Supplementary materials
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Fig. S5.1 EBSD image quality (IQ) overleid with inverse pole figure (IPF) maps and grain boundary (GB) maps
of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B, respectively. The EBSD scans were acquired at the
undeformed regions.
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Fig. S5.2 Calculated (sinf)? as a function of 4°+k’+F for the determination of lattice parameters. The typical

2
Bragg’s equation is used: (sin6)? = :?(hz + k? +12), where 6, A, and a represent the diffraction angle,
wavelength and lattice parameter respectively, while 4, &, [ is the Miller indices of the crystallographic plane.

2
Through the slope (Sk) from the linear fitting curve, we can solve the lattice parameter, a = ’%
k
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Misorientation: ~44.57°
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Misorientation: ~47.10°

Fig. S5.3 Left: SEM images showing the lift-out position of the lamellar for APT tips with targeted grain
boundaries and the corresponding Kikuchi patterns for the adjacent grains. Right: EBSD scans of the same regions
shown on the left revealing the misorientation angle of the grain boundaries. The white regions shown in the
EBSD maps are due to the contamination of the Ga* source during the lift-out of the lamellar. Both the grain

boundaries are high-angle grain boundaries with an identical misorientation angle of 44.57° and 47.10° for the 0
ppm B and 30 ppm B samples, respectively.

Fig. S5.4 3D dimensional atomic distribution including all the principle elements (Ti, Nb, Zr, Hf, Ta) as well as

boron (B) of the TiINbZrHfTa CCAs with 0 ppm B and 30 ppm B. Grain boundaries in both cases are marked with
black arrows.
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Fig. S5.5 The standards used for the determination of different slip activities. For the single slip activity, the fast-
Fourier transform (FFT) shows a single-line pattern, while a two-line FFT pattern (intersected with a certain
degree) is revealed for the multi slip activity. As for the cross slip, the FFT pattern is diffuse without sharp lines.
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Fig. S5.6 Typical grain with grain boundary shear localization activity (with a high-angle grain boundary), and
the corresponding crystallographic assessment of the slip traces on both grains.
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Fig. S5.7 Typical grain with grain boundary shear localization activity (with a low-angle grain boundary), and the
corresponding crystallographic assessment of the slip trace.
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Fig. S5.8 Typical grain with grain boundary shear localization activity (with a high-angle grain boundary), and
the corresponding crystallographic assessment of the slip trace.
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Fig. S5.9 Typical grain with grain boundary shear localization activity (with a high-angle grain boundary), and
the corresponding crystallographic assessment of the slip traces on both grains.
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Fig. S5.10 1% derivative of the gray value obtained in Fig. 5.7d. In our study, we utilize the first derivative of the
gray value as a standard to detect the presence of grain boundary shear localization within the grain boundary

region. When the absolute value of the first derivative exceeds 20, we identify it as grain boundary shear
localization.
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Fig. S5.11 Grain size as a function of boron concentration. For the 500 ppm and 1500 ppm cases, the potential
formation of borides could also exert the Zener pining effects on the growth of grain boundaries.
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Fig. S5.12 Representative SEM images of the B-doped TiNbZrHfTa sample showing the dislocation behavior
with a global strain of approximately 1.2% (after yielding). (a) The whole grain that we are interested in, where
the grain boundary region and grain interior region are enlarged in (b) and (c) respectively to investigate the origin
for dislocation emission. (d) Enlarged view of the rectangle region in (b). Dislocation channeling behavior can be
observed, while the (121)[111] slip system is activated with a Schimid factor (m) of 0.4891.
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Fig. S5.13 (a) Synchrotron high-energy X-ray diffraction (SHEXRD) profiles of the TiNbZrHfTa CCAs with 0
ppm B and 30 ppm B at deformed region (0.5 mm away from fracture). No formation of secondary phases is
found after the tensile test. (b) fcosd versus 4siné and the corresponding linear fitting curves for the determination

of dislocation density. (¢) Calculated dislocation density of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B
at the deformed region.

Fig. S5.14 EBSD IQ + IPF maps and IQ + GB maps of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B at
the deformed region (0.5 mm away from the fracture), respectively.
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Fig. S5.15 (a) Quantitative assessment of the slip trace direction with the grain boundary for the grain boundary
shear localization cases in the TiNbZrHfTa CCA with 30 ppm B. Single: slip is activated on only one grain;
Multiple: slips are activated on both two grains and they are all parallel or non-parallel with the grain boundary.
Mixed: slips are activated on both two grains. In this case, slip is parallel to grain boundary in one grain while slip
is non-parallel to grain boundary in the other grain. (b) Frequency of the GB shear localization versus the
misorientation between two grains in the TiNbZrHfTa CCA with 30 ppm B. (c1-c3) Some representative grain
couples with grain boundary shear localization activity, where the slip traces on either side of the grains are parallel
with the grain boundary.
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Fig. S5.16 Fractography analysis of the TiNbZrHfTa CCAs with (a) 0 ppm B and (b) 30 ppm B. (c) Dimple size
distribution of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B. Over 100 dimples were used for statistical
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analysis, and we noted both cases exhibited a ductile fracture behavior with micro-size dimples, and no significant
change on dimple sizes was found between two cases.

Table S5.1 Principle element composition obtained from energy-dispersive X-ray spectroscopy (EDS) analysis.

Element 0 ppm B (at.%) 30 ppm B (at.%)
Ti 19.77 19.21
Zr 21.27 20.66
Nb 18.75 18.74
Hf 20.70 20.86
Ta 19.51 20.52

Table S5.2 Shear modulus (G) of each principle elements [294, 295].

Ti Nb Zr Hf Ta

G (GPa) 21 38 18 30 69

Table S5.3 Summary of all the grain couples with grain boundary shear localization activity observed in the
TiNbZrHfTa CCA with 0 ppm B as well as the corresponding crystallographic assessment of the observed slip
traces.

Grain 1/ SF* / relationship Grain 2 / SF* / relationship Misorientation (°)
(112)[111] / 0.4034 / parallel (211)[111] / 0.3525 / parallel 46.52
(231)[111] / 0.3904 / parallel - 53.61
(211)[111]/0.4201 / parallel - 59.44
(111)[111]/ 0.3660 / parallel - 40.14
(121)[111] / 0.4492/ nonparallel - 36.26
(211)[111] / 0.3194 / parallel (211)[-111]/0.4821 / parallel 41.61
(121)[111] / 0.3968 / parallel (132)[-111]/0.4579 / nonparallel 33.11
(110)[111]/ 0.4382 / parallel - 51.76

* Schmid Factor

Table S5.4 Summary of all the grain couples with grain boundary shear localization activity observed in the
TiNbZrHfTa CCA with 30 ppm B as well as the corresponding crystallographic assessment of the observed slip
traces.

Grain 1/ SF* / relationship Grain 2 / SF* / relationship Misorientation (°)
(110)[111] / 0.3654 / parallel - 43.63
(121)[111] / 0.3271 / parallel 54.72
(123)[111] / 0.3066 / parallel (121)[111]/0.3271 / nonparallel 49.05
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(121)[111] / 0.4492 / parallel - 44.95
(121)[111]/ 0.4772 / parallel - 26.49
(132)[111] / 0.4401 / nonparallel
(011)[111]/0.3273 / parallel (121)[111] /0.3371 / nonparallel 57.97
(211)[111]/0.4000 / parallel - 50.25
(121)[111] / 0.3805 / parallel - 40.06
(213)[111] /0.3926 / nonparallel - 40.27
(112)[111]/0.3109 / parallel - 51.49
(112)[111] / 0.3109 / parallel - 42.04
(112)[111] /0.3109 / nonparallel - 40.56
(112)[111]/0.3109 / nonparallel (121)[111] /0.2971 / nonparallel 38.99
(110)[111] / 0.4597 / parallel - 48.09
(101)[111]/ 0.4265 / parallel (121)[111] / 0.3408 / nonparallel 48.99
(112)[111]/0.2605 / parallel 36.62
(211)[111]/0.3976 / parallel (112)[111] / 0.2605 / nonparallel 45.24
(211)[111] /0.3976 / nonparallel - 50.64
(121)[111] / 0.4332 / parallel - 56.58
(112)[111]/0.4709 / parallel - 6.85
(121)[111] / 0.3552 / parallel (110)[111] / 0.3298 / nonparallel 39.23
(110)[111] / 0.3298 / nonparallel - 35.44
(01T)[111] / 0.3331 / parallel - 59.4
(213)[111] / 0.3996 / parallel - 49.47
(112)[111] / 0.4780 / parallel (112)[111] / 0.4842 / parallel 16.91
(231)[111] / 0.4687 / nonparallel - 55.65
(112)[111] / 0.4936 / nonparallel (231)[111] / 0.3615 / nonparallel 25.98

* Schmid Factor

Table S5.5 Summary of all the grain couples where slip traces intersect with the grain boundaries in the
TiNbZrHfTa CCA with 0 ppm B as well as the corresponding misorientation angle between two grains and the
Luster-Morris m’ factor. Cases with or without slip transfer are surveyed over 20 sets of grain couples.

Orientation of grain 1 Orientation of grain 2 Misorientation angle m’ Slip transfer
(184.6°, 117.5°, 338.8°) (113.6°, 42.3°, 270.6°) 57.03 0.0359 No
(144.5°, 12.5°, 238.5°) (211.8°, 46.0°, 120.8°) 68.62 0.4615 No
(211.8°, 46.0°, 120.8°) (206.2°, 28.5°, 158.8°) 37.66 0.7988 No
(211.8°, 46.0°, 120.8°) (305.1°, 28.4°, 50.3°) 54.54 0.535 No
(83.3°,20.8°,238.5°) (109.9°, 34.1°, 283.1°) 70.54 0.318 No
(59.1°,41.9°,256.8°) (88.7°,31.8°,274.9°) 46.43 0.702 No
(161.0°, 22.6°, 221.2°) (306.0°, 15.6°, 31.4°) 58.75 0.4233 No
(306.0°, 15.6°, 31.4°) (291.3°,9.6°, 104.7°) 59.39 0.5057 No
(154.5°,41.9°, 236.0°) (291.3°,9.6°, 104.7°) 49.51 0.4522 No
(263.3°, 20.9°, 70.4°) (43.0°, 53.6°, 302.9°) 70.61 0.2823 No
(43.0°, 53.6°, 302.9°) (227.3°,23.1°, 134.8°) 78.48 0.2198 No
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(244.9°, 43.0°, 138.6°)
(244.9°, 43.0°, 138.6°)
(284.8°, 16.3°, 39.8°)
(68.0°, 44.2°, 276.6°)
(53.7°, 16.8°, 298.0°)
(287.7°, 17.4°, 78.1°)
(272.5°, 40.3°, 55.4°)
(228.5°,25.7°, 92.0°)
(139.4°, 53.4°, 223.0°)
(112.9°, 45.9°, 220.1°)
(314.0°, 21.7°, 62.2°)
(306.6°, 51.7°, 43.3°)
(306.6°, 51.7°, 43.3°)
(247.1°,48.7°, 113.4°)
(110.4°, 38.2°, 229.6°)
(228.5°,25.7°, 92.0°)
(81.0°, 8.1°, 239.4°)
(93.9°,27.0°, 253.5°)
(245.0°, 20.8°, 80.7°)
(262.09°, 42.74°, 87.43°)
(59.11°, 41.93°, 256.84°)
(256.9°, 11.5°, 92.70°)
(266.67°, 2.84°, 65.29°)
(259.47°, 14.76°, 136.57°)
(190.6°, 121.9°, 49.4°)
(111.26°, 24.79°, 292.85°)
(258.72°, 18.6°, 64.85°)
(44.81°, 47.7°, 326.66°)
(66.20°, 51.30°, 321.91°)
(258.9°, 41.2°, 82.14°)
(299.0°, 14.7°, 31.18°)
(58.3°, 6.9, 72.7°)
(222.2°,10.9°, 173.87°)
(267.7°,39.7°, 49.65°)
(260.3°, 23.5°, 131.86°)
(253.0°,27.7°, 66.69°)
(82.3°, 16.0°, 257.74°)
(60.4°, 38.9°, 263.12°)
(211.5°, 10.5°, 109.70°)
(248.7°, 38.5°, 76.78°)
(248.7°, 38.5°, 76.78°)
(258.8°, 33.3°, 89.66°)
(69.2°,27.6°, 255.01°)
(69.2°,27.6°, 255.01°)
(15.9°,26.6°, 301.92°)
(245.6°, 12.1°, 140.47°)
(309.2°, 15.5°, 82.71°)
(288.7°, 41.2°, 63.50°)
(232.8°,39.2°, 91.62°)
(236.4°, 38.1°, 124.38°)

(55.8°,37.2°,315.8°)
(109.9°, 34.187, 283.1°)
(54.2°, 50.2°, 302.4°)
(53.7°, 16.8°, 298.0°)
(9.8°, 26.2°, 357.4°)
(9.8°, 26.2°, 357.4°)
(309.5°, 43.6°, 45.6°)
(71.4°,34.390, 254.4°)
(104.7°, 24.6°, 226.03°)
(94.8°,25.0°, 306.4°)
(137.7°, 55.7°, 227.6°)
(91.7°,20.4°, 309.6°)
(290.9°, 16.4°, 89.6°)
(242.2°, 24.4°, 77.2°)
(242.2°, 24.4°, 77.2°)
(71.4°,34.3°, 254.4°)
(56.7°,30.5°, 282.6°)
(70.3°, 45.6°, 303.9°)
(248.2°,32.9°, 141.4°)
(203.3°, 62.1°, 319.7°)
(305.17°, 28.4°, 50.34°)
(307.7°, 29.1°, 51.62°)
(233.1°,20.9°, 106.63°)
(233.1°,20.9°, 106.63°)
(189.2°, 122.6°, 47°)
(94.8°,25.0°, 306.94°)
(216.9°, 46.1°, 113.85°)
(44.16°, 6.99°, 340.49°)
(70.0°, 47.9°, 313.98°)
(157.8°, 11.35°, 234.15°)
(70.7°,22.4°, 322.86°)
(259.1°, 171.6°, 213.9°)
(90.331°, 8.1°, 295.29°)
(90.3°, 8.145°, 295.29°)
(251.0°, 39.5°, 129.87°)
(38.8°, 24.3°, 321.28°)
(274.898°,22.43°, 66.78°)
(198.9°, 49.8°, 128.01°)
(67.5°,44.9°, 306.81°)
(88.1°,20.9°, 286.15°)
(217.9°, 18.4°, 113.16°)
(217.9°, 18.4°, 113.16°)
(261.7°, 20.6°, 109.90°)
(227.5°,30.5°, 116.17°)
(227.5°,30.5°, 116.17°)
(253.1°, 47.63°, 137.87°)
(226.7°, 26.96°, 116.27°)
(292.7°, 25.0°, 56.56°)
(292.7°, 25.0°, 56.56°)
(56.75°, 30.5°, 282.67°)

80.78
72.95
65.98
29.52
25.76
29.31
30.74
59.38
43.05
74.89
78.11
81.18
48.25
46.75
62.71
59.38
30.59
37.87
64.7
12.59
75.5
24.57
20.26
55.93
2.15
7.002
36.13
42.81
7.11
69.78
69.23
2.22
19.99
81.77
19.44
61.17
38.34
82.65
75.99
76.39
25.81
26.45
67.17
59.11
61.88
35.87
53.33
16.61
37.45
71.55

0.1752
0.312
0.344

0.8232

0.8601

0.8708

0.8596

0.3517

0.6558

0.2424

0.0485

0.1232

0.5403

0.6623

0.2601
0.352

0.8423

0.7998
0.434

0.5142

0.1797

0.8433

0.9281

0.5604

0.9992

0.9859

0.8102

0.7214

0.9909

0.3616

0.3708

0.9953

0.9381

0.1809

0.9416

0.4757

0.6487

0.1129

0.3301

0.2672

0.8246

0.8277

0.3836

0.4303

0.4949

0.8106

0.5922

0.9258

0.7985

0.3154

No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Table S5.6 Summary of all the grain couples where slip traces intersect with the grain boundaries in the
TiNbZrHfTa CCA with 30 ppm B as well as the corresponding misorientation angle between two grains and the

Luster-Morris m " factor. Cases with or without slip transfer are surveyed over 20 sets of grain couples.

Orientation of grain 1 Orientation of grain 2 Misorientation angle m’ Slip transfer
(35.25°, 56.2°, 308.3°) (315.5°,32.4°,44.51°) 65.08 0.4204 No
(35.2°,56.2°,308.31°) (93.6°,30.4°,268.71°) 45.88 0.6338 No
(337.7°,31.8°, 30.20°) (21.3°, 8.1°, 347.24°) 26.47 0.8017 No




(80.1°,27.6°, 265.29°)
(73.3°,9.3°,245.21°)
(33.1°,35.4°,355.31°)
(33.1°, 35.4°, 355.32°)
(160.4°, 24.63°, 163.92°)
(292.5°,9.0°, 43.25°)
(275.2°, 15.3°, 48.94°)
(275.2°, 15.3°, 48.95°)
(25.8°,23.9°, 17.20°)
(25.8°,23.9°, 17.21°)
(75.3°,46.6°, 317.25°)
(135.9°, 42.3°, 236.53°)
(269.0°, 13.3°, 131.42°)
(22.93°, 24.6°, 339.86°)
(41.7°,53.9°,301.77°)
(48.4°,27.2°, 322.62°)
(48.49°, 27.2°, 322.63°)
(15.3°,45.1°, 1.60°)
(101.3°, 26.2°, 283.15°)
(246.9°, 23.2°, 128.81°)
(246.9°, 23.2°, 128.82°)
(246.9°, 23.2°, 128.83°)
(302.2°, 54.5°, 35.29°)
(261.3°,21.0°, 74.38°)
(234.1°, 39.6°, 94.05°)
(329.1°, 18.8°, 359.48°)
(35.2°,56.2°, 308.30°)
(35.2°,56.2°, 308.31°)
(31.2°,51.4°, 318.77°)
(316.3°,40.3°, 61.70°)
(275.1°, 16.1°, 80.86°)
(295.56°, 21.9°, 33.41°)
(21.3°, 8.1°, 347.24°)
(234.9°,9.9°, 153.22°)
(83.7°,63.4°, 313.5°)
(275.1°, 16.1°, 80.86°)
(329.4°, 48.9°, 36.52°)
(316.3°, 156.5°, 340.2°)
(25.8°,23.96°, 17.20°)
(104.6°, 17.8°, 229.28°)
(113.4°,26.7°, 235.50°)
(319.7°, 14.1°, 6.32°)
(267.3°, 149.9°, 310.5°)
(231.46°, 33.0°, 151.03°)
(246.9°, 23.29°, 128.81°)
(244.92°, 13.5°, 86.37°)
(100.3°, 18.0°, 289.89°)
(76.33°, 38.7°, 250.37°)
(39.0°, 60.1°, 283.7°)
(280.2°, 137.5°, 320.8°)
(325.1°, 116.6°, 119.8°)
(100.4°, 36.0°, 231.94°)
(121.1°, 52.70°, 210.80°)
(234.5°, 146.0°, 310.0°)
(53.3°,76.9°, 9.3°)

(110.1°, 9.4°, 293.21°)
(33.1°,35.4°,355.31°)
(306.3°, 26.6°, 54.88°)
(137.0°, 24.2°, 198.66°)
(275.2°, 15.3°, 48.94°)
(217.6°, 52.4°, 126.28°)
(41.4°,54.3°,300.95°)
(25.8°,23.9°, 17.20°)
(149.1°, 43.7°, 218.53°)
(306.0°, 10.9°, 19.44°)
(83.3°, 44.13°, 265.16°)
(78.8°, 43.2°, 320.14°)
(89.1°,25.0°, 313.30°)
(89.1°,25.01°, 313.31°)
(176.2°, 31.3°, 191.46°)
(176.2°, 31.3°, 191.47°)
(312.9°, 36.8°, 50.81°)
(344.5°, 40.1°, 45.59°)
(245.9°, 35.5°, 141.68°)
(322.1°, 46.9°, 44.86°)
(215.3°, 49.3°, 131.95°)
(302.2°, 54.55°, 35.29°)
(219.5°, 61.8°, 126.43°)
(76.3°,38.7°, 250.37°)
(172.45°,21.4°, 203.58°)
(73.6°,48.9°, 320.63°)
(315.5°,32.4°, 44.51°)
(93.63°, 30.4°, 268.71°)
(295.5°,21.9°, 33.41°)
(275.1°, 16.1°, 80.86°)
(304.9°, 31.3°, 43.37°)
(304.9°, 31.3°, 43.38°)
(234.9°,9.9°, 153.22°)
(228.2°,37.1°, 118.75°)
(257.8°, 127.0°, 302.5°)
(306.2°, 18.34°, 49.00°)
(336.5°, 51.2°, 44.07°)
(23.0°, 24.7°, 249.1°)
(83.3°, 44.1°, 365.16°)
(106.4°, 27.63°, 228.10°)
(74.8°, 13.9°, 254.57°)
(74.8°, 13.9°, 254.58°)
(89.1°, 25.0°, 313.30°)
(246.90°, 23.2°, 128.81°)
(245.9°,35.5°, 141.68°)
(105.36°, 20.5°, 274.64°)
(105.3°, 20.5°, 274.65°)
(58.6°, 52.9°, 321.17°)
(219.5°, 120.5°, 339.9°)
(94.4°, 46.7°, 44.6°)
(142.7°, 63.0°, 147.5°)
(211.9°, 18.6°, 148.39°)
(100.7°, 53.5°, 50.6°)
(59.3°,33.9°, 318.7°)
(53.1°,79.1°, 9.6°)

59.86
76.58
45.85
75.03
33.96
51.97
65.15
81.49
72.76
78.51
46.81
54.67
38.35
43.39
78.66
52.92
46.84
29.86
58.69
48.85
66.81
64.12
78.72
60.35
63.7
78.18
71.3
84.61
57.54
34.87
21.43
21.04
26.4
48.63
3.996
9.571
15.65
26.65
45.45
9.736
25.04
25.32
1.161
14.84
17.19
59.04
10.97
59.93
0.1455
5.833
1.984
50.58
7.331
2.68
2.224

0.5273
0.3029
0.7013
0.2916
0.7407
0.6222
0.3534
0.256
0.1545
0.2624
0.6836
0.5198
0.784
0.6545
0.1955
0.5329
0.5705
0.8703
0.513
0.4944
0.2161
0.3235
0.2415
0.3057
0.429
0.2372
0.0261
0.0499
0.4887
0.7183
0.8872
0.9222
0.8915
0.685
0.94
0.9822
0.9532
0.5682
0.7191
0.9717
0.8719
0.8188
0.9925
0.9572
0.9558
0.4921
0.9806
0.5228
0.9932
0.0244
0.9965
0.5394
0.951
0.9967
0.9987

No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
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Table S5.7 Summary of the slip direction misalignments and slip plane misalignments of all the cases with slip
transfer in both the non-boron and boron-doped TiNbZrHfTa CCAs alloys.

0 ppm B 30 ppm B
Slip direction Slip plane misalignment Slip direction Slip plane misalignment
misalignment (°) (°) misalignment (°) ()
2.701 87.54 56.69 27.12
58.33 69.97 29.81 34.1
23.43 232 18.99 20.25
18.63 11.74 10.35 20.37
9.968 55.32 17.35 20.95
1.523 1.667 27.29 39.66
6.947 6.679 11.54 11.54
34.05 12.08 9.311 5.545
40.8 17.64 5.907 12.29
4.513 6.304 38.89 41.22
44.56 59.57 36.13 35.8
33.92 63.46 9.727 9.742
3.124 4.634 17.9 23.51
17.38 10.6 23.63 23.63
47.79 74.38 5.167 4.696
16.69 10.68 12.14 11.74
49.65 42.61 12.31 11.97
38.27 34.28 31.94 54.56
81.9 34.98 2.992 10.92
53.75 56.07 18.94 57.63
58.56 59.15 0.6607 6.653
243 25.21 5.847 88.59
22.5 26.37 2.179 4.271
47.9 55.09 45.73 39.39
56.97 37.87 16.38 7.701
54.77 30.93 2.682 3.792
35.63 4.195 2.209 1.921
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Note 1. Evaluation of grain boundary shear localization via the sliding rate of grains
Grain boundary sliding usually occurs by the climb and glide of dislocation, where the rate of sliding is primarily
dominated by climb rate since this is a slower process as compared to glide [306]. Then, the frequency of climb

can be expressed as [306],

ve =pv(z—1)exp (Sd/k) exp (— Ud/kT) {exp(t, 2/kT) — 1} (S5.1)
where p;, v, z, S4, Uy, Tx, and £2 denote the probability of finding a jog on a dislocation, the vibrational frequency
of an atom, the coordination number, the entropy of activation for diffusion, the energy of activation for diffusion,
the stress required to induce climb along the boundary, and the activation volume, respectively.
The rate of climb along the grian boundary can be written as,
s = Nbv, (85.2)
Here, N is the number of grain boundary dislocations per unit length, while b represents the Burgers vector. Given
that dislocations are uniformly distributed along the grain boundary and the dislocation spacing is determined by

a stress field around a single-edge dislocation, gives:
N o 27— “)T/Gb (55.3)
where u, 7, and G are Poisson’s’s ratio, shear stress, and shear modulus, respectively. Assuming the dislocations

move in a zone adjacent to the boundary, then U, o U, the first equation can be simplified using the lattice

self-diffusion coefficient, D;:

S, U
D, « b?v exp ( d/k) exp (— d/kT) (S5.4)
with U; = Us,. The shear strain rate in a climb-glide process )'/gbs, controlled by the rate of climb but producing

strain through glide, is
Ygbs = MAbS (S5.5)
where M and A are the number of boundaries per unit volume and the total area swept out by dislocations moving

along a boundary. Dislocations sink into the grain boundaries through slip on either side of the boundary, so M

and A can be addressed as 6/ﬂ d3 and md?, where d is the average grain diameter. Together with taking b3 for 02,

. 3¢ :
T=1,=9/y, andyg = % for 7,2 << kT, gives:

L 4mpb?(- W) - Do
Ygbs~€gps™ dGKT 1

(S5.6)

To make use of the above equation, an assumption is necessary concerning p;. Since dislocations in BCC-type

alloys don’t dissociate into partials, particularly in the boundary, p; is probably close to the equilibrium value
given by p; = exp(%), where U; is the jog energy. Taking p]-~10_2 , u~0.3, and putting z = 8 for BCC

materials, gives:
) ,Bb 2 0.2
]/ng = deT l

where £ is a constant depending on the materials.

(85.7)
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6. Ductilization of a TiNbZr refractory complex concentrated alloy via the

strain delocalization by nanoscale chemical heterogeneity

This chapter is a modified version based on the paper entitled “Ductilization of a TiNbZr
refractory complex concentrated alloy via the strain delocalization by nanoscale chemical

heterogeneity” (In preparation)

6.1. Introduction

Refractory complex concentrated alloys (RCCAs) have gained increasing attention as a
promising class of high-performance materials designed for extreme environments, such as
aerospace applications, nuclear reactors, and hydrogen storage systems [24, 54, 57, 313].
Unlike traditional alloys that rely on a single principal element, RCCAs comprise multiple
refractory elements (typically three or more) with concentrations ranging from 5 to 35 at.%,
significantly expanding the compositional space for alloy design [2, 314]. Due to the observed
four core effects (i.e., high entropy, lattice distortion, sluggish diffusion, and cocktail effects)
in RCCAs, these materials can be tailored to exhibit exceptional mechanical properties, thermal
stability, and corrosion resistance, making them versatile for a wide range of applications [315-
318]. Among RCCAs, TiNbZr-based alloys with a body-centered cubic (BCC) have garnered
particular interest due to their excellent corrosion/oxidation resistance, biocompatibility, and
tunable mechanical properties [319-323]. For example, TiNbZr RCCAs exhibit lower density
(e.g., ~5.1 g-em™ for Ti-10Nb-10Zr) compared to other refractory systems, making them also

ideal for lightweight structural applications [323]. Additionally, in biomedical fields, TiNbZr
alloys are also considered as next-generation implant materials due to their low elastic modulus
(40~60 GPa), which closely matches that of human bone, thereby mitigating stress-shielding
effects [320].

Despite their promising attributes, achieving a synergistic enhancement of both strength and
ductility in BCC RCCAs remains a challenge. In contrast to face-centered cubic (FCC) alloys,
where the planar nature of dislocation cores facilitates relatively easy dislocation glide on the
{111} family of crystallographic planes, the non-planar core structure of screw dislocations in
BCC alloys limits the availability of easily activated slip systems [12, 324, 325]. Dislocation
glide predominantly occurs in the (111) directions without well-defined slip planes [12]. While
the {110} family of planes serves as the primary slip planes, additional slip can be activated on

the {112} and {123} families of crystallographic planes, particularly under high strain rates,
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contributing to the complexity of slip behavior in BCC alloys [18, 324, 325]. BCC alloys also
feature less densely packed atomic planes, resulting in high Peierls barriers that impede
dislocation motion [12, 324]. These characteristics primarily contribute to the inherent
susceptibility of BCC alloys to strain localization (e.g., necking) and premature failure due to
the limited strain-hardening capability [6, 326]. When strain localization appears, BCC alloys
typically experience rapid strain softening, which accelerates damage accumulation and
reduces their ability to sustain further plastic deformation [12, 326, 327]. Additionally, the
intrinsically high stacking fault energy of refractory elements (e.g., ~400 mJ/m? for pure Ti)
further suppresses the tendency for twinning, reducing the capacity for plastic deformation
[328]. Addressing this strength-ductility trade-off in BCC alloys necessitates the development
of microstructural design strategies that can enhance strain hardening while preserving strength.
Various strategies have been explored to overcome the restricted strain-hardening capacity.
Grain refinement through severe plastic deformation or rapid solidification processing has been
demonstrated to improve strength while maintaining moderate ductility [329-331].
Precipitation strengthening has also been employed to enhance mechanical performances;
however, strain incompatibility between the matrix and secondary phases often leads to
embrittlement [315, 332, 333]. More recently, nanoscale compositional heterogeneity has been
introduced as a means to manipulate local mechanical responses, improve strain hardening,
and enhance damage tolerance [52]. Although these approaches provide insights into
increasing yield strength, the sacrifice of ductility remains inevitable. Therefore, finding a
strategy to enhance strain-hardening behavior without compromising ductility is critical for the
advancement of BCC RCCAs.

In this study, we investigate the effect of a short-term induction treatment on the mechanical
behavior of a TINbZr RCCA, with a particular emphasis on its influence on ductility and strain-
hardening mechanisms. Our findings reveal that: (1) The short-term induction treatment leads
to an increase in oxygen content, which intensifies Ti concentration fluctuations, promoting
localized compositional heterogeneity. These Ti-rich nanofeatures exhibit an ellipsoidal
morphology. (2) The Ti-rich nanoscale heterogeneities significantly strongly pin dislocations,
enhancing strain-hardening capacity. Concurrently, an increase in strain rate sensitivity is
observed, contributing to improved ductility while maintaining yield strength comparable to
that of the homogenized sample. (3) The refinement of deformation bands, along with a
reduction in the density of geometrically necessary dislocations (GNDs), is observed in the
induction-treated sample, leading to a more homogeneous strain distribution. By elucidating

the underlying mechanisms governing the enhanced mechanical performance, this study
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provides valuable insights into the role of nanoscale chemical heterogeneity in tuning the
deformation behavior of a TiNbZr RCCA. Our findings highlight the potential of induction
treatment as an effective processing strategy for optimizing the strength-ductility synergy in

TiNbZr-based alloys.

6.2. Experimental sections

6.2.1. Materials

The pure metals with a purity of 99.99 wt.% were used as the base alloy. The equiatomic
TiNbZr RCCA was cast using arc-melting under the Ar atmosphere. During the arc-melting
process, the RCCA ingots were remelted at least five times to ensure a homogeneous
distribution of all the principle elements. A piece of Ti getter was employed to prevent potential
oxygen contamination. The as-casted samples were cold-rolled with a thickness reduction of
80% and then homogenized at 1000 °C for 5 h, followed by air quenching to ambient
temperature (Fig. 6.1). The as-homogenized samples were further induction-treated in an
induction heated tube furnace with a powder density of 45%. The gas pipeline was purged three
times with high-purity N2 (99.999%) and evacuated after each purge before the induction
treatment. Five cycles of induction treatment were conducted (approximately 5 s for isothermal
holding) under a mixed gas atmosphere (N> with ~1 vol.% O>).

Arc melting S ——
o ! Induction treatment,
Homogenization 5 cycles (~5 sicycle
at 1000 °C (S h)
g
2
® Air glienching
2
13 i ina!
5 Air quenching !
Cold rolling \ I___2. Induction treatment
1. Homogenization
Time
b

Induction heated tube furnae
Fig. 6.1 (a) Scheme depicting the processing of equiatomic TiNbZr complex concentrated alloys (CCAs) after

homogenization and induction treatment. (b) The induction heated tube furnace used for induction treatment in
this study.
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6.2.2. Microstructure characterization and uniaxial tensile test

Thermal-desorption spectroscopy (TDS, Burker GALILEO G8) was employed to determine
the dissolved oxygen and nitrogen contents of the homogenization and induction treatment
samples. The samples were ground successively from 400-grit to 4000-grit SiC paper to
remove the potential surface oxide layer prior to the measurements. The oxygen and nitrogen
contents were determined using a melt extraction method with a thermal conductivity detector
(carrying gas: helium).

Synchrotron high-energy X-ray diffraction (HEXRD) experiments were conducted at the
Powder Diffraction and Total Scattering Beamline, P02.1, of PETRA III at Deutsches
Elektronen-Synchrotron (DESY, Hamburg) to evaluate the phase compositions. HEXRD
profiles were acquired with a wavelength (L) of 0.2074 A (60 keV) and post-analyzed
employing GSAS-II software [334]. Additionally, small-angle X-ray scattering (SAXS)
experiments were performed at the Diffraction & Imaging at the Swedish Beamline, P21.2 to
identify the geometric size of the nanofeatures inside the samples. SAXS profiles were acquired
with a fixed beam energy of 70 keV (L =0.1756 A) and processed using SasView software.

A combination of backscattered electron (BSE) imaging, energy dispersive X-ray spectroscopy
(EDS), and electron backscatter diffraction (EBSD) techniques were employed to characterize
the microstructure of samples after homogenization and induction treatment (Zeiss Sigma 500).
Samples were mechanically ground with SiC papers from 400 to 4000 grits, followed by
polishing with 30 vol.% H20:-contained colloidal silica suspension solution before SEM
characterization. EBSD data was acquired at an acceleration voltage of 15 kV (high current
mode). The step size of the EBSD scans was 5 um, and 1 um for the underformed, and
deformed regions, respectively. The EBSD datasets were processed using the OIM Analysis 9
software.

Atom probe tomography (APT, CAMECA LEAP 5000XR) was employed to investigate the
elemental distribution at a near-atomic scale. The sharp-tip specimens were prepared by
standard lift-out and subsequent annular milling procedures using the FEI Helios NanoLab
6601 dual-beam SEM/FIB instrument. APT measurements were conducted under laser mode
with a base temperature, laser energy, pulse rate, and detection rate of 60 K, 40 pJ, 200 kHz,
and 0.5%, respectively. The reconstruction and post-processing of APT datasets were
performed employing the commercial AP Suite software (version 6.3).

Dog bone-shaped tensile specimens with a gauge geometry of 4.0x2.0x 1.0 mm? were used for
the uniaxial tensile testing. The tensile specimens were fabricated by electrical discharge

machining, followed by grinding to remove the surficial oxide layer. A Kammrath and Weiss
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stage was employed for tensile tests with a strain rate of 2.5x10* s™\. During the tensile test,
an optical camera was further used for digital image correlation (DIC) analysis. The surface of
the tensile specimen was sprayed with a speckle pattern (a virtual extensometer) to acquire
local strains, and the Aramis GOM Correlate 2020 software (V6.3.0, GOM GmbH) was
adopted for the data analysis. Three independent tests were conducted for each microstructural

condition to achieve reasonable statistics.

6.3. Results

6.3.1. Microstructure

As indicated by the HEXRD profile in Fig. 6.2a, the as-homogenized TiNbZr sample exhibits
a single BCC crystal structure with a lattice parameter of 3.3902 A. After the induction
treatment, the TiNbZr alloy absorbs a substantial amount of oxygen, quantified as 2.55+0.12
at.% by TDS measurement (Fig. 6.2b and Table S6.1). This oxygen content is significantly
higher than that of the homogenized sample (0.37+0.04 at.%), while the nitrogen contents
(0.07+0.01 at.%) remain consistent between the homogenized and induction-treated samples.
This behavior is mainly attributed to the facts that, (1) all the constituent elements have a higher
tendency towards oxygen as compared with nitrogen (i.e., for Zr, the formation enthalpy of Zr
oxide (-973 kJ/mol) is significantly lower than that of Zr nitride (-365.3 kJ/mol)) [335, 336];
(2) the dissolution of oxygen requires less energy (498 kJ/mol) than that for nitrogen (945
kJ/mol) [337, 338]. It is worth noting that the induction-treated sample remains BCC structure,
with a slightly increased lattice parameter of 3.3909 A. This result is consistent with the
previous literature, where the increment in lattice parameter of Ti-30Zr-14Nb (and Ti-30Zr-

26Nb) is around 0.03 A by the addition of 2 at.% of oxygen [62].
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Fig. 6.2 (a) High-energy X-ray diffraction (HEXRD) profiles of the samples after homogenization and induction
treatment. The inserted table in (a) shows the measured lattice parameters (a). (b) Normalized voltage amplitude
when measuring oxygen (a) and nitrogen (c) as a function of the time of the samples after homogenization and
induction treatment.

The TiNbZr alloys after homogenization and induction treatment both display an equiaxed
grain microstructure (Fig. 6.3a and b), with a random grain orientation (Fig. S6.1). A
homogeneous distribution of all the principle elements is observed as suggested by the
corresponding EDS  elemental  distribution  maps. The compositions are
T133.19+3.53Nb333324.12Z133 48:3.85 and  Ti3326+3.52Nb33.35:4.12Z13339:3.84 (in at.%) for the as-
homogenized and induction-treated samples (Table S6.2), which are consistent to the
nominated equiatomic concentrations. Additionally, the grain sizes of the samples after
homogenization and induction treatment are determined to be 259.124+82.7 um and
257.224112.9 um, respectively(Fig. 6.3c). These results suggest that the short-term induction
treatment has negligible effects on both microstructure and elemental distribution since such a
short time, despite the high temperature, is tough for these constituent refractory elements to

diffuse over long distances [339, 340].
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Fig. 6.3 Backscattered electron (BSE) images and the corresponding energy dispersive X-ray spectroscopy (EDS)
mapping of the principle elements of the samples after homogenization (a) and induction treatment (b). (c) The
distribution of grain sizes of the homogenization and induction treatment samples. The distribution is fitted with
a Lognormal function to obtain the mean and standard deviation values.

6.3.2. Mechanical properties

The tensile properties of the samples after homogenization and induction treatment are
presented in Fig. 6.4a. The sample after homogenization yields at 715.54+3.8 MPa, followed by
a moderate strain hardening process until an ultimate strength (UTS) of 758.3+8.7 MPa is
reached. Similar behavior is observed for the sample after induction treatment, yielding at
742.7£10.8 MPa and subsequently reaching a UTS of 762.1+7.4 MPa. Compared to the
continuous drop in flow stress after the UTS point observed in the as-homogenized sample, the
induction-treated sample exhibits a more gradual decline in flow stress. More specifically, the
sample after induction treatment exhibits a larger fraction elongation (28.4+1.5%) than that of
as-homogenized one (18.9+2.1%). The inserts in Fig. 6.4a also suggest that the sample after
induction treatment can endure greater deformation after necking, as evidenced by the narrower
width before fracture compared to that after homogenization. Additionally, in contrast to the
continuous and fast decline in the strain-hardening rate (®) of the homogenized sample, the
strain-hardening behavior can be divided into three distinct stages for the induction-treated
sample (Fig. 6.4b). The change of strain-hardening rate in stage I is identical for both samples
after homogenization and induction treatment. However, an increase and a prolonged decline
in strain-hardening rate are observed for the induction-treated sample in stages II and III,
respectively. The maintenance of a moderate strain-hardening rate during the whole tensile
deformation primarily contributes to the enhanced ductility in the induction-treated sample [12,
341]. These distinct behaviors and the associated mechanisms during stages II and III of the

induction-treated sample will be elaborated in the Discussion sections.
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Fig. 6.4 (a) Engineering stress-strain curves and the corresponding (b) Kocks-Mecking plots (strain-hardening
rate as a function of of — 0;,) of the samples after homogenization and induction treatment. Inserts in (a) show the
corresponding deformation behaviors acquired one frame prior to fracture. of, and o,, denote the flow stress and
the yield stress, respectively.

6.3.3. Deformation behaviors

Fig. 6.5 demonstrates the dislocation behaviors of the homogenized and induction-treated
samples at the regions with a local strain of ~30%. In the homogenized sample, dense
dislocations are randomly distributed, with long and flat dislocation structures observed (Fig.
6.5a). However, after induction treatment, the dislocation structure changes dramatically, with
pinning points appearing along the dislocation lines, causing them to curve (Fig. 6.5b). This
change in dislocation behavior suggests the formation of nanofeatures that significantly hinder
dislocation motion in the induction-treated sample. As illustrated in Fig. 6.5c, dislocations in
the homogenized sample move smoothly with negligible resistance, where deformation
formation appears as a single large bump. In contrast, in the induction-treated sample, the
presence of pinning points introduces substantial resistance to dislocation movement, leading
to the formation of segregated kinks. Additionally, the distance in between two pinning points
(1) of the induction-treated sample is significantly smaller than that of the homogenized

sample (4).
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Fig. 6.5 Electron channeling contrast imaging (ECCI) of the dislocation behaviors and the corresponding
magnified ECC images of the samples after (a) homogenization and (b) induction treatment. Note that the obvious
pinning points are marked by red arrows. (c) Scheme diagram illustrating the change of dislocation behaviors after
induction treatment.

To determine what serves as the pinning points along the curved dislocation line, APT was
employed to reveal the elemental distribution at a near-atomic scale. Homogeneous elemental
distributions are observed for all principle elements in both the homogenized and induction-
treated samples (Fig. 6.6a and d). However, the 1D concentration profile of the induction-
treated sample shows small fluctuations in Ti concentration compared to the homogenized
sample (Fig. 6.6b and e), indicating the formation of Ti-enriched regions after induction
treatment. These Ti-rich regions have an average width of approximately 2 nm, with the
maximum local Ti concentration reaching 39.6 at.% in the induction-treated sample (compared
to 36.2 at.% in the homogenized sample). To further identify these regions, isocomposition
surfaces containing more than 38.5 at.% Ti was generated (Fig. 6.6¢ and f), revealing that the
Ti-rich regions are randomly distributed in both samples. After induction treatment, their
density increases significantly to 1.96+£0.14 vol.%, compared to 1.15+0.05 vol.% in the
homogenized sample. This increased density of Ti-enriched regions after induction treatment
suggests that they act as pinning points, halting dislocation motion and thereby contributing to
work hardening [10, 342]. The formation of these Ti-enriched regions is primarily attributed to
the incorporation of oxygen interstitials within the matrix (the tendency of oxygen to attract
Ti), which has also been reported in other refractory CCAs, e.g., Ti30Zr14Nb and TiZrHfNb
[33, 62].
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Fig. 6.6 Three-dimensional elemental distributions of the principle elements, and the corresponding 1D
concentration profiles for the samples after (a, b) homogenization, and (d, e) induction treatment, respectively.
The 1D concentration profiles are obtained following the blue columns (10 nm in diameter) in (a) and (d) with a
binning size of 0.5 nm. Ti distribution and the Ti-enriched regions delineated by iso-concentration surfaces
containing 38.5 at.% of Ti for the samples after (¢) homogenization, and (f) induction treatment. Insert is a table
showing the volume density of the Ti-enrich features.

The SAXS technique was further employed to quantitatively extract the morphological
information of Ti-rich regions [77]. The high scattering intensity at low scattering vectors (<0.2
A™") in both the homogenized and induction-treated samples suggests the formation of
nanofeatures, consistent with the previous APT results (Fig. 6.7a). A plate-like 2D SAXS
pattern is observed in the homogenized sample, whereas after induction treatment, the SAXS
pattern transforms into a more anisotropic, star-like shape. These anisotropic SAXS patterns
indicate that the nanofeatures are directionally dependent, with a stronger anisotropy observed
after induction treatment. Therefore, in combination with the APT data, as demonstrated in a
small region delineated by an isosurface containing more than 38.5 at.% Ti, an ellipsoidal
morphology was assumed for the Ti-rich regions (Fig. 6.7b). The ellipsoid model adopted for

curve fitting to obtain the morphological information can be expressed as [343, 344],

1

1(q,a) =VF2(q,a) +B (6.1)

where,

3(singr — qr cos qr)
F(g,a) = ApV 6.2
(q a) P (qr)? (6.2)
for,
1

r = [RZsin? a + RZ cos? a? (6.3)
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In the above equations, V = (g)anRg, is the volume of the ellipsoid. a is the angle between

the axis of the ellipsoid and q. Ap is the scattering length density difference between two
phases. R, and R,, denote the equatorial and polar radius of the ellipsoid model, respectively.
SAXS profile fitting analysis reveals that the Ti-rich nanofeatures in the homogenized sample
exhibit an ellipsoidal morphology, with a R, of 4.1 nm and a R,, of 1.6 nm (Fig. 6.7b). After
induction treatment, in addition to the increment in local Ti concentration and density (Fig.
6.6), the morphological anisotropy of the Ti-rich nanofeatures also increases, with R, and R,
reaching 4.5 nm and 1.1 nm, respectively. Notably, Ti atoms tend to redistribute along specific
crystallographic planes. This orientation-dependent behavior of the Ti-rich nanofeatures is

primarily attributed to a reduction in elastic strain energy [182, 345].
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Fig. 6.7 (a) A highly magnified view of a single particle from the APT results in Fig. 6.6f, along with its
approximate geometric shape. (b) Small-angle X-ray diffraction (SAXS) profiles of the samples after
homogenization and induction treatment, and the corresponding fitting curves using an ellipsoid model. Inserts
are the two-dimensional SAXS patterns.

The comparison of the deformed regions (with similar local strain, ~70%) in the homogenized
and induction-treated samples reveals significant differences in deformation behaviors and
misorientation distributions. In the homogenized sample (Fig. 6.8a and b), the deformation is
characterized by a broad distribution of highly deformation bands, as indicated by the point-
to-origin misorientation profiles in Fig. 6.8c and d. The average misorientation angle is

approximately 40°, with the misorientation zone extending up to ~15 um near the fracture
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surface and ~30 um within the grain. Additionally, the local Kernel average misorientation
(KAM) value at this deformation band can reach values up to 4.55°. These characteristics
indicate highly localized strain distribution due to the accumulation of geometrically necessary

dislocations (GND), leading to the softening and the potential pre-fracture of materials [346-
3-KAM
b-Ax

348]. The density of GND can be approximately determined using the equation, p =

[145], where b and Ax denote the magnitude of the Burgers vector and step size used for the
EBSD scan, respectively. The GND density then is calculated to be 5.41x10'* m around the
deformation band in the homogenized samples. Conversely, after induction treatment (Fig. 6.8¢
and f), the deformation band appears more refined, with a significant reduction in the size of
the deformation band. The corresponding misorientation profiles (Fig. 6.8g and h) show a
decrease in the characteristic length of deformation bands to ~3 pm and ~10 pm, demonstrating
a more homogenous strain distribution as compared with the sample after homogenization [349,
350]. The local KAM value around the deformation band is approximately 3.10°, giving rise
to a GND density of 3.68x10'* m™, which is significantly lower than that of the homogenized
sample. The observed refinement in deformation bands, along with the reduction in GND
density, suggests a more homogeneous strain distribution after induction treatment. This
behavior can be attributed to increased dislocation interactions and strain localization, which
are predominantly influenced by the Ti-enriched nanofeatures induced during the induction
treatment [ 13, 351]. The number and width of these deformation bands were further statistically
analyzed across the tensile specimens to evaluate the deformation behavior (Fig. S6.2). It is
found that deformation bands begin to form (with a number of ~5) in regions with low local
strains (<20%) in the homogenized sample, and their number (~17) increases significantly as
the local strain reaches ~30%. The width of these deformation bands exceeds 10 pm. In the
case of the sample after induction treatment, only a few observable deformation bands (~2)
appear in regions with local strain below 30%. The formation of deformation bands in regions
with low local strain indicates strain inhomogeneity during early-stage plastic deformation,

leading to strain localization and the pre-softening of the homogenized sample [352, 353].
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Fig. 6.8 BSE images and the corresponding inverse pole figures overlaid with image quality (IPF + IQ) maps of
the samples after (a, b) homogenization and (e, f) induction treatment. The images are captured both at the regions
close to fracture with a similar local strain of ~70%. Inserts in (b) and (f) are the kernel average misorientation
(KAM) maps. (c, d, g, h) Quantitative misorientation line profiles excerpted from (b) and (f).

In addition to the deformation bands appearing in regions with local strain below 70%, it is
worth noting that, at the necking region of the induction-treated sample, ~35 deformation bands
appear with an average bandwidth of 4 um are observed (Fig. S6.2). As revealed in Fig. 6.9,
deformation in the necking region is characterized by finer deformation bands (ranging from
2.5 pm to 6.5 pm), compared to those in regions with local strain below 70%. They are evenly
distributed along the fracture surface. Additionally, the misorientation angle of these fine
deformation bands is approximately 24° near the fracture surface, gradually decreasing to 20°
as one moves toward the interior of the grain. The local KAM value around these refined
deformation bands is ~2.61°, accompanied by a GND density of 3.10x10'* m™, which is lower
than the values observed in regions with local strains of ~70% in both the homogenized and
induction-treated samples. These fine and evenly distributed deformation bands with low GND
density in the necking region are often associated with more ductile and fracture-resistant
behavior, as they facilitate homogenous strain distribution [349, 351]. This deformation
characteristic also influences the fracture behavior, where a larger ductile region (~48.9%) with
dimpled structures is observed in the induction-treated sample as compared with the

homogenized sample (~26.1%, Fig. S6.3).
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Fig. 6.9 (a) BSE image, and the corresponding (b) IPF + IQ and (c) KAM maps of the induction-treated sample
at the necking region. (d, e) Quantitative misorientation line profiles following the direction of arrows in (b).

6.4. Discussion

6.4.1. Increased strain-hardening rate during stage 11

Generally, an increase in strain-hardening rate is primarily attributed to the enhanced
dislocation density, dislocation pinning, or the transformation-induced plasticity (TRIP) effect
[12, 13]. The formation of secondary phases (e.g., precipitate) and secondary boundaries (e.g.,
twin boundary) can act as pinning points to restrict dislocation motion, thereby resulting in
enhanced work hardening [13]. As indicated by the HEXRD results (Fig. 6.1a), both the
homogenized and induction-treated samples exhibit a single BCC phase. The spot scans
conducted near the fracture region also demonstrate that no secondary phase formation in the
deformed samples (Fig. S6.5). Nevertheless, B-Ti alloys are known to undergo a reversible
phase transformation under mechanical loading and unloading [354, 355]. More specifically,
the original BCC phase will transform into o’ martensite upon mechanical loading, while the
transformed o'’ phase reverts to BCC when the force is withdrawn This reversible phase
transformation makes it challenging to capture the formation of secondary phases using ex-situ
HEXRD technique, as stress relaxation occurs in the deformed samples. To address this issue,
in-situ tensile tests were performed to monitor potential phase transformations during
deformation (Fig. S6.6). The results suggest that only a single BCC phase is present throughout
the deformation process, with no evidence of martensite (a'’) transformation. We next

calculated the dislocation density in deformed regions (with a local strain of ~70%) based on
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the modified Williamson-Hall equation to assess its influence on the strain-hardening rate [281,
282]. The homogenized sample has a dislocation density of 9.6x10'* m, similar to that of the
induction-treated sample (10.2x10' m). These identical dislocation densities indicate that
dislocation density is also not a major factor contributing to the enhanced strain-hardening rate
in the induction-treated sample. As for the possibility of twin boundary formation, no
observable twin systems (i.e., {112}(111) twin system with a misorientation angle of ~70°, and
{332}(111) twin system with a misorientation angle of ~60°) can be identified via the EBSD
results shown in Fig. 6.8 and Fig. 6.9. This behavior is mainly ascribed to the high stacking
fault energy exhibited by the principal elements (e.g., ~400 mJ/m? for pure Ti), which
significantly reduces their tendency to undergo twinning [328]. Consequently, the increased
strain-hardening rate after induction treatment is predominantly associated with the formation

of anisotropic Ti-enriched nanofeatures that impede dislocation motion.
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Fig. 6.10 (a) Schematic detailing a dislocation advancing in a field of pointlike slip obstacles (equilibrium state:
o = T, where ¢ and 7 indicate the applied stress and shear strength, respectively). (b) The interspacing (1) of the

obstacles and (c) the bowing angle (6.) of the dislocations statistically analyzed over 50 dislocations for the
samples after homogenization and induction treatment.

To assess the influence of Ti-enriched nanofeatures on dislocation movement, an analytical
model was adopted on the basis of the interaction between dislocations and contact points (Fig.
6.10a). For the sake of simplicity, three assumptions were made: (1) all the contact points are
spherical with similar radius, (2) dislocation moves in a steady state, and (3) the interspacing
between two clusters (/) can be approximated as the interspacing between two pinning points
(M) [13]. To reduce the reductance in the manuscript, more details associated with the analytical
mode can be seen in Supplementary Materials Note 1. Therefore, the critical shear stress (7) to
advance steady-state dislocation motion can be expressed as [13],

6.)°)2
[

T o (6.4)
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where 6. and [ denote the bowed-out angle for dislocation and interspacing bewteen two
pinning points, respectively. Here, more than 50 dislocations in both of the homogenized and
the induction-treated samples were statistically analyzed for the 8. and [ parameters to ensure
reliable results (Fig. 6.10b and c¢). The parameter [ exhibits a broad distribution in the sample
after homogenization, with an average value of 134.99+12.30 nm, while the induction-treated
sample shows a smaller [ value (84.52+3.57 nm) and a relatively narrow distribution. For 6.,
the homogenized and induction-treated samples possess values of 22.59+1.04° and
50.49+1.30°, respectively. By substituting these values into equation (4), we can obtain,
Binduc _ (01141 /60m0)3/2

fHomo (llnduc/lHomo)

=534>1 (6.5)

This comparison demonstrates that after induction treatment, a higher shear stress is required
to keep continuous dislocation movement within the sample, thus resulting in an enhanced

strain-hardening rate.

6.4.2. Increase in total elongation during the stage 111

The increase in total elongation, particularly after necking, is dependent on the damage
tolerance (i.e., suppress crack initiation and propagation) of the investigated materials [303,
356]. To evaluate the role of damage tolerance in post-necking elongation, cross-sectional
fractography was performed. No observable voids or microcracks can be detected in either the
homogenized or induction-treated samples, suggesting that fracture did not occur through
conventional void growth mechanisms. This observation indicates that damage tolerance
exhibits a negligible effect on the increase in post-necking elongation.

According to the nonlinear instability analyses by Hutchinson and Neale, strain rate sensitivity
(m) is another critical factor that significantly influences the post-necking elongation of
metallic alloys [357]. Understanding the effect of m on post-necking elongation differences
between the homogenized and induction-treated samples can provide insights into the
underlying deformation mechanisms. To evaluate strain rate sensitivity, strain rate jump tests
(alternating jumps between 2.5x 107 and 2.5x107 s!) were conducted, with the corresponding
results presented in Fig. 6.11a. The m at a given temperature (7, room temperature for this
study) can be defined as [358, 359],

Jdlno

(6)

~ dlnél;
where o and € denote the flow stress and strain rate, respectively. Throughout the plastic

elongation regime, the induction-treated sample exhibits a significantly higher m than the
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homogenized sample, indicating a greater capacity for strain-hardening after the onset of
localized deformation (necking). This characteristic contributes to the larger post-necking

elongation observed in the induction-treated sample [357]. Since m is mathematically related

1

to the apparent activation volume (V,p,) through m o , a lower V,,, corresponds to a

app.

higher strain rate sensitivity [358, 359]. By definition, V,p,, signifies the characteristic volume
associated with an elementary plastic deformation event [13]. V,p,, is highly sensitive to
microstructural features such as solutes, precipitates, and second-phase particles. A lower V,
often suggests stronger interactions between dislocations and these obstacles, thereby leading
to increased strain rate sensitivity. Consequently, variations in V,,,, provide a direct indication
on the evolution of strain rate sensitivity during deformation and its connection to underlying
microstructural changes. V,,,, can be determined with respect to a certain temperature (7) and

miscrostructural state (ug) as follows,

dlné
do

V;:lpp. = MkgT (7)

T, us

where M represents the Taylor factor (here, 2.75 was adopted since the investigated alloy is
polycrystalline with a BCC crystal structure [360]), and kj is the Boltzman constant. The V,,,
values at initial states of plastic flow provide insights into dislocation interactions with solutes
and microstructure heterogeneities (e.g., precipitates, grain boundaries, etc.) [96]. At a plastic
strain of ~1.9%, the induction-treated sample exhibits a significantly lower V,,, value of ~55.8
b*, as compared with the homogenized sample (~67.1 b%), suggesting stronger pinning effects
on dislocations (Fig. 6.11b). These findings are in line with the microstructural observations
revealed by SEM (Fig. 6.5), where curved dislocations with segregated kinks along individual
dislocation lines are observed. As discussed in Section 4.1, the formation of Ti-enriched

nanofeatures after induction treatment plays a dominant role in the strong dislocation pinning

effects, thus leading to a reduction in V

app.» and the associated increase in m. Additionally, the

measured V,,, decreases with increasing plastic strain, consistent with trends reported for

other BCC concentrated alloys (e.g., TiINbZrHfTa) [361, 362]. This reduction in V

app. during

deformation is ascribed to the strong dislocation-dislocation interactions, stemming from the
decreasing dislocation spacing ([l = \/E, p is the dislocation density) as a result of the

continuous generation and multiplication of dislocations [13]. A more quantitative analysis
employing the Hassen plot (Fig. 6.11c) is further presented to reveal the dependency of the
flow stress (o5 — gy,) on the quantity (MkgT /V,pp,) [358]. A larger positive offset at the y-axis
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(6.79) for the induction-treated sample suggests a stronger combined effect of solute and
precipitation strengthening compared to the homogenized sample, although further systematic
experiments are required to separate these contributions. While the identical slopes of the two

samples (0.077 vs. 0.071) indicate a similar forest hardening behavior.
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Fig. 6.11 (a) Measured strain rate sensitivities (m) and (b) apparent activation volumes (¥g.) of the samples after
homogenization and induction treatment with respect to increasing true plastic strain. (¢) Haasen plots of the
samples after homogenization and induction treatment

6.5. Conclusions

In the present study, an increase in ductility (especially post-necking elongation) while
maintaining comparable strength after a short-term induction treatment was achieved in a
TiNbZr CCA. The influence of the induction treatment on the microstructure and the associated
deformation mechanisms was evaluated. The major findings are summarized as follows:

(1) After induction treatment, the concentration fluctuation of Ti increased, with the
maximum Ti concentration reaching 39.6 at.% as compared to that of the homogenized sample
(36.2 at.%). This intensified Ti fluctuation was primarily attributed to the incorporated oxygen
interstitials (2.55+0.12 at.%), acting as strong attractors for T1 and thereby promoting localized
compositional heterogeneity. Alongside compositional changes, an increase in structural
anisotropy was observed for these Ti-rich regions. An ellipsoid shape was identified for these
Ti-enriched regions with the induction-treated sample as quantified by SAXS results, with an
equatorial radius of 4.6 nm and a polar radius of 1.1 nm. This morphological change was
primarily driven by the elastic anisotropy of the samples, which promoted the formation of
orientation-dependent nanofeatures to minimize the elastic strain energy.

(2) The induction-treated sample demonstrated a better fracture elongation (28.4£1.5%)
without the sacrifice in yield strength than that of the homogenized sample (18.9+£2.1%), with
a significant increase in post-necking elongation. As indicated by the strain rate jump tests, the
increase in total elongation was primarily attributed to the increase in strain rate sensitivity.

Additionally, the refinement of deformation bands observed in the induction-treated sample,
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characterized by the reduction in both bandwidth and GND density, also suggested improved
fracture tolerance by mitigating strain localization and facilitating more uniform deformation
behavior. In the necking region, even finer deformation bands (~3 pum) with an average
misorientation angle of ~20° were detected, further promoting homogeneous strain distribution
and delaying failure.

(3) Compared to the continuous decline in strain-hardening rate observed in the homogenized
sample, the induction-treated sample exhibited an initial increase followed by a prolonged
decrease in strain-hardening rate. This behavior was primarily attributed to the strong pinning
effects of Ti-rich nanofeatures, which impeded dislocation motion and necessitated higher
critical shear stress for steady-state dislocation movement. The pronounced dislocation pinning
effect was further evidenced by the presence of curved dislocations in the induction-treated

sample, indicating restricted glide and enhanced work-hardening capacity.
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6.6. Supplementary materials
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Fig. S6.1 EBSD scans of the samples after (left) homogenization and (right) induction treatment.

The EBSD measurements were conducted at the undeformed regions with a step size of 5 um. Both homogenized

and induction-treated samples exhibit equiaxed grains, with a random grain orientation (negligible texture).
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Fig. S6.2 Cross-sectional views of the tensile samples after (a) homogenization and (b) induction treatment. (c)
Statistical analysis of the amount and width of deformation bands from the regions with identical local strains.
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Fig. S6.3 Fractography of the samples after homogenization and induction treatment. The ductile regions with
dimple structures are indicated by red dash lines. Insert table shows the fraction of the ductile and brittle regions.
The sample after induction treatment displays larger ductile region as compared with that of homogenized one,
suggesting a good ductility.
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Fig. S6.4 The distributions of dimple size of the samples after homogenization and induction treatment. The
dimple sizes are 5.41£1.78 pm and 4.50+1.60 pum for the homogenized and induction-treated samples, respectively.
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Fig. S6.5 (a) High-energy X-ray diffraction (HEXRD) profiles of the homogenized and induction-treated samples
captured at the undeformed and derformed (close to fracture) regions. (b) Plots of 8 cos 8 as a function of 4 sin 8
and their corresponding linear-fitted curves.  represents the full width of half maximum (FWHM) while 6 is the
diffraction angle. (¢) Calculated dislocation density (p) at the undeformed and derformed (close to fracture)
regions for samples after homogenization and induction treatment.

The determination of p is based on the modified Williamson-Hall equation [281, 282],

kA
B cos6 = 4esinf +F (S6.1)
2v/3¢
P =D (S6.2)

where ¢, k, A, D, and b represent the microstrain, a constant (0.94 is usually used for BCC-type alloys) [363], the

wavelength of the X-ray beamline, the crystallite size, and the Burgers vector respectively.
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Fig. S6.6 Debye-Scherrer rings of the induction-treated sample during in-situ tensile tests. The snapshots of the
two-dimensional diffractograms with a global strain (¢) of 0, ~2, ~5, and ~10% are shown here. Only single BCC
crystal structure is observed during the deformation, without the occurrence of martensite transformation (a').

Close to fracture

Local strain: ~ 70% Local strain: ~ 70%

Local strain: ~ 20% Local strain: ~ 20%

Region with low local strain

Fig. S6.7 Cross-sectional SEM images of the tensile samples after fracture to evaluate the damage tolerance of
the samples after homogenization and induction treatment. No obvious voids can be observed for both samples
after homogenization and induction treatment, suggesting that damage tolerance is not the predominant reason for
the increase in toal elongation.
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Fig. S6.8 Strain rate jump test of the as-homogenized and induction-treated samples. Insert is the enlarged image
of the first jump during the tensile test. A strain rate of 2.5 X 107> 5! was used for the down jump, while the
strain rate of the up jump is 2.5 x 1073 s’!. More details regarding the strain rate jump test can be found in the

main text.
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Table S6.1 The dissolved oxygen and nitrogen contents of the samples after homogenization and induction

treatment.

Homogenization Induction treatment

Oxygen content 773.17+83.52 wppm (0.37+0.04 at.%) 5410.04+242.71 wppm (2.55+0.12 at.%)

Nitrogen content 107.19+18.68 wppm (0.06+0.01 at.%) 130.53+10.80 wppm (0.07+0.01 at.%)

Table S6.2 The element composition of the samples after homogenization and induction treatment.

Element Homogenization Induction treatment
Ti 33.1943.53 at.% 33.26+3.52 at.%
Zr 33.4843.85 at.% 33.394+3.84 at.%
Nb 33.33+4.12 at.% 33.35+4.12 at.%

Table S6.3 The morphological information of the formed Ti-rich regions in the samples after homogenization and

induction treatment.

Homogenization Induction treatment
Radius-polar, R, 1.6 nm 1.1 nm
Radius-equatorial, R, 4.1 nm 4.5 nm
17.3 20.7

Contrast difference, ¢
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Note 6.1. Assessment of the force on the dislocation
At a typical contact point between dislocation and clusters (Fig. 10a), force equilibrium (f) is reached [13],

f =2esing, =K (s6.3)
where ¢, 6, and K represent the line tension acting on the dislocation, the bow-out angle, and the peak resistive
force acting on the contact point, respectively. Given at steady flow, the area AOBO’ must be on average equal
to 12 (l is the distance between two clusters),

Area,opy = I = AA — 2Aa (s6.4)
where AA and Aa denote the area of the regions highlighted by gray diagonal lines and red color, respectively.
When 6, is small, we can have,

(2r6.)* 22
da = 12R B 12R

(s6.5)
and,

813

" 12R

(s6.6)

1 i, A iy
where == Z indicates the curvature of the bowed-out segments (T and b are the critical shear stress and Burgers
&

vector). Combing equations (S3)-(S6),

Ao [\ 1
1 (5) T (R/29)"- (s6.7)

Move 7 to the left-hand side of the equation,

() @)

~

R
Since 6, is assumed to be small, we can also have 2& = Gb? and o = 0. (G indicates the shear modulus).
&

Combing these into equation (S8),
Gb
t= ()" (T) (56.9)

A .- . 3 . .
It is found that 7 is positivley proportional to (6,) / 2, while inversely proportional to [,

(6.)72
l

7 o (s6.10)
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7. Summary and outlooks

7.1. Summary

This thesis was dedicated to unraveling the unignorable role of interstitial atoms in determining
the microstructure, phase stability, and mechanical properties of refractory complex
concentrated alloys (RCCAs). Through a combination of experimental techniques and
computational modeling, key mechanisms such as hydrogen-induced lattice transformations,
hydrogen-assisted spinodal decomposition, and boron-induced modifications in grain
boundary chemistry were elucidated. These findings not only highlight the influence of small
interstitial atoms on the macroscopic performance of RCCAs but also provide critical insights
into developing advanced alloys capable of withstanding extreme conditions.

(1) Hydrogen accommodation and its influence on lattice symmetry. In the first part of this
study, hydrogen-induced lattice isotropic expansion, structural transformation, and interstitial
ordering of hydrogen solutes were revealed and analyzed via a combination of in-situ
synchrotron high-energy X-ray diffraction and density functional theory. More specifically,
during the heating process, a linear expansion of the lattice was found due to the thermal
expansion, while a significant increase in lattice parameters induced by the uptake of hydrogen
was observed during the isothermal heat treatment. Additionally, a transition in crystal
structure from BCC to BCT was detected. The ordering distribution of hydrogen interstitials
(tetrahedral site) primarily contributed to the presence of tetragonality of the lattice. Results in
this part revealed hydrogen's preference for tetrahedral sites, its higher affinity for Ti/Zr-rich
regions, and its role (i.e., ordering distribution) in promoting lattice symmetry breaking and
distortion. These findings explore the interaction between hydrogen and RCCAs at a near-
atomic scale, offering insights into the development of potential RCCAs for hydrogen storage.
(2) Hydrogen-assisted spinodal decomposition via the modulation on the free energy
landscape. In addition to the lattice symmetry, hydrogen was shown to facilitate spinodal
decomposition in a TiNbZrHfTa RCCA at 500 °C, modulating nanoscale compositional
modulations aligned along <001> directions. Atom probe tomography results revealed that Ti
and Zr tended to accumulate together, while Nb exhibited a preference for enrichment with Ta.
This preference was mainly ascribed to the lower mixing enthalpies between these elements,
which thermodynamically favor their segregation and clustering. The orientation dependence
of these formed spinodal features was mainly attributed to the reduction in elastic strain energy.
A statistical thermodynamical model further suggested that hydrogen modulates the Gibbs free

energy landscape via the expansion of the spinodal region, while exhibiting negligible effects
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on the kinetic part. This decomposition process enhanced hardness and wear resistance,
demonstrating the potential of hydrogen as a functional alloying element for tailoring
metastable microstructures and enhancing mechanical properties.

(3) Boron segregation induces yield strength softening and the change in plastic
deformation mechanisms. For the third part, we demonstrated that a small addition of boron
(30 ppm) in a TiNbZrHfTa RCCA reduced grain size, altered grain boundary chemistry
through the co-segregation of both B and Zr, and influenced macroscopic mechanical behavior.
Although grain refinement was achieved after the addition of B, a reduction of yield strength
was observed. This B-induced yield strength softening was linked to the change (i.e., a decrease
in grain boundary shear modulus) in grain boundary properties. Additionally, the alternation of
grain boundary chemistry led to an enhanced slip-mediated grain boundary shear localization,
highlighting the interplay between grain boundary chemistry and plastic deformation
mechanisms. A competition between grain boundary shear localization and slip transfer
through the grain boundary was also revealed, wherein the addition of B hindered slip transfer,
making its occurrence more difficult. This work sheds light on the development and application
of grain boundary segregation engineering strategies aimed at optimizing the mechanical
performance of refractory complex concentrated alloys.

(4) Ductilization of a TiNbZr RCCA while preserving yield strength via the oxygen-
induced nanoscale chemical heterogeneity. In the fourth part, oxygen uptake was observed
in a TiNbZr RCCA after a short-term induction treatment. As indicated by atom probe
tomography and small-angle X-ray diffraction results, the incorporated oxygen interstitials
induced a nanoscale chemical heterogeneity (i.e., the formation of Ti-rich nanofeatures with an
ellipsoid shape). These nanofeatures strongly pinned dislocations, significantly increasing the
critical shear stress required for steady-state dislocation movement. This change in dislocation
behavior led to an enhanced strain-hardening rate, thereby increasing the strain-hardening
capacity. An increase in strain rate sensitivity was suggested by strain rate jump tests, resulting
in increased total elongation, particularly the post-necking elongation. Furthermore, a
refinement of deformation bands was found, contributing to a more homogeneous strain

distribution, which could also be associated with enhanced ductility.
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7.2. Outlooks

7.2.1. On advancing techniques for detecting small interstitial atoms

The detection and characterization of small interstitial atoms (particularly H) remain
challenging due to their low atomic numbers, small scattering cross-sections, and dynamic
behavior within materials. Advancements in analytical techniques are crucial to enhance our
quantitative understanding of their roles in determining the properties of RCCAs (i.e., contents,
spatial distribution, etc.). In this thesis, ex-situ detection of interstitial atoms by a thermal
conductivity detector was utilized. Only the total contents of these interstitial atoms can be
obtained, offering limited insight into interactions between RCCAs and interstitials. APT has
emerged as a promising technique, enabling near-atomic scale mapping and precise
quantification of the spatial distribution of light elements, such as interstitial atoms. To
overcome environmental contamination and accurately capture interstitial distributions, future
studies should combine advanced methods such as cryogenic focused ion beam (FIB) for
sample preparation, reaction hub (filled with isotope-labeled gases, like D2, D,0, '30,, "NH3,
etc.) for in-situ charging, and cryogenic ultra-high vacuum modules for contamination-free
sample transportation. These approaches will enable deeper insights into interstitial behaviors
and guide the design of RCCAs with optimized performance under demanding conditions.
7.2.2. On understanding time-resolved microstructural changes induced by interstitials
Although APT provides quantitative spatial distribution of interstitial atoms, its destructive
nature limits its ability to capture time-resolved information on microstructural evolutions
induced by interstitials. As demonstrated in this thesis, interstitial atoms often drive significant
changes in materials, such as elemental partitioning, phase separation, and defect formation—
phenomena effectively probed by SAXS. This perspective highlights the potential of
leveraging SAXS for deeper insights into the role of interstitial atoms in microstructural
evolution. For instance, as shown in Fig. 7.1, significant differences in SAXS signals were
observed in TiNbZrHfTa RCCAs subjected to heat treatments with and without H
incorporation, indicating nanoscale structural changes. Detailed SAXS fitting and analysis can
quantify nucleation and growth rates of these features, revealing the kinetics of structural
evolution driven by interactions between RCCAs and interstitials. Extending this method to
RCCAs incorporating other interstitials (e.g., N and O) allows for comparative analysis of their
kinetic effects. Moreover, integrating SAXS with computational modeling, complementary
characterization techniques, and advanced in-situ experimental setups (e.g., high-pressure or
high-temperature environments) can provide a comprehensive understanding of

microstructural evolution. These quantitative and time-resolved insights enhance our
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understanding of the kinetic effects of interstitial atoms, offering fundamental guidance for
designing materials (i.e., insights on the parameters for heat treatment or the longevity under
reactive atmospheric species) optimized for extreme conditions where interstitials critically

influence mechanical performance.
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Fig. 7.1 Preliminary results: /n-situ SAXS data of the TiINbZrHfTa RCCA during the heat treatment (at 500 °C)
with and without H.

7.2.3. Perspectives on understanding the effects of the incorporated interstitial atoms on
mechanical/functional properties
Interstitial atoms have profound effects on the mechanical properties of materials, particularly
in RCCAs due to their strong affinity with refractory elements. These effects are often
multifaceted, arising from their interactions with microstructure, phase stability, and defects.
While embrittlement induced by the interstitial atoms (such as H and O) has long been a
concern, recent studies, including this thesis, highlight the potential of interstitials as both a
challenge and a tool for tailoring material properties. The influence of interstitial atoms stems
from their ability to alter atomic bonding, promote phase transformations, and interact with

defects such as dislocations and grain boundaries. Taking H as an example, H was shown to

175



induce nanoscale spinodal decomposition in TiNbZrHfTa RCCAs, enhancing hardness and
wear resistance (see Chapter 4). Conversely, H can exacerbate embrittlement of this RCCA
through mechanisms like decohesion at GBs (a transition in fracture mode from transgranular
to intergranular, Fig. 7.2a). A key challenge in understanding the mechanical effects of
interstitials lies in their mobility and complex interactions within materials. Techniques like
APT provide valuable insights into interstitial distribution and its role in microstructural
evolution. As shown in Fig. 7.2b, APT reveals the 3D elemental distribution of TiNbZrHfTa
RCCA including features at the GB after interacting with H. A notable segregation of Zr along
GBs is observed, which can be attributed to the influence of H segregation (not directly

detectable) that attracts Zr.
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Fig. 7.2 Preliminary results on TiNbZrHfTa RCCAs: (a) Engineering stress-strain curves of the as-received, HT-
Ar, and HT-H, samples, and the corresponding images illustrating the fracture surfaces. (b) Three-dimensional
reconstruction of the elemental distribution of the sample after heat treatment in H, for 2 h, showing a Zr
segregation behavior at GB.

More intriguingly, entirely different phenomena can be observed when RCCAs are exposed to
various gases. This thesis has demonstrated a BCC-to-BCT crystal structure transition in
TiNbZr RCCA induced by H solutes under H,, leading to the formation of low-angle grain
boundaries (see Chapter 3). In contrast, exposure to atmospheric conditions resulted in the
formation of an interfacial oxide layer and GB secondary phases, while nano-scale features
were observed upon exposure to NH3 (Fig. 7.3). These diverse microstructural responses to
different interstitial atoms further expand the potential for designing RCCAs with tailored
microstructures. However, looking forward, systematic studies are still needed to decouple the

beneficial and detrimental effects of interstitial atoms:
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(1) A comprehensive understanding and thorough exploration of phase diagrams in complex
systems to aid in predicting phase stability and guiding the rational design of RCCAs;

(2) To investigate how interstitials interact with specific sites, such as GBs, dislocations, or
precipitates, to clarify their roles in embrittlement versus strengthening;

(3) To employ in-situ deformation techniques under relevant conditions (e.g., temperature,
pressure, or specific gaseous atmosphere) to study the dynamic effects of interstitials on
deformation mechanisms.

Leveraging the insights gained from interstitial atom behavior could inspire novel alloy design
strategies, such as tailoring segregation at grain boundaries, modifying microstructures with
specific interstitials, and exploring the synergistic effects of multiple interstitial species (i.e., B
co-addition helps strengthen the GB) to shape material properties. By incorporating the kinetic
effects of interstitials gleaned from SAXS data (i.e., insights on heat treatment parameters), a
further understanding of the dual effects of interstitials can advance the design of materials
with optimized performance in extreme environments, such as those encountered in H-rich
atmosphere, aerospace, and energy. This perspective underscores the transformative potential
of harnessing interstitial atoms to refine and enhance both the mechanical and functional

properties of RCCAs.
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Fig. 7.3 Preliminary results: (Top) After exposure TiNbZr RCCA to the atmospheric environment (at ~740 °C),
the formation of GB secondary phases can be observed. The in-situ HEXRD data reveals a complex reaction,
where two BCC phases enriched in different constituent elements are found, while the formation of HCP and
oxide phases is also detected during the heating process. (Bottom) The consequent microstructure after the
interaction with N (NHj3, at 700 °C) is shown, where the formation of nanoscale features can be found.
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diffraction. The red arrow in (f) represents the the same line scan in (d).......c.ccceeeeeieeniennen. 44

Fig. 3.3 Contour maps of the diffraction intensity integrated over the azimuth angle of 180°
probed by in-situ high-energy X-ray diffraction (HEXRD) during heat treatment of the TiNbZr
alloy in (a) H2 and (c) Ar. (b) and (d)The corresponding temperature profiles. HEXRD profiles
of the sample treated in H» for (e1) 1700 s, (e2) 1800 s, (e3) 1900 s (at the beginning of the
isothermal process at 500 °C), (f1) 3800 s, (f2) 4000 s, and (f3) 4200 s (upon cooling). (g)
Lattice parameter and the relative change (4) in the lattice parameters of the sample during

heating from room temperature to 500 °C in Ha.....oocvoeviiiiiiiiiiiiiciceeee e 45
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from 2000 s (isothermal holding for 400 §) ON. .....cocueeiiiiiiiiiiiiieee e 68

Fig. S3.8 Overall Rietveld refinement profiles of the X-ray diffractograms of the H>-charged
TiNbZr powders at (a) 1700 s, (b) 1800 s, (¢) 1900 s, (d) 3800 s, (e) 4000 s, and (f) 4200 s. The
weighted profile R-factor (Rywp) values for all the refinements are below 10.0%, indicating the

high reliability of the refinement reSults. ..........cooiiiiiiiiiiiiieeeen 68

Fig. S3.9 Change of local Debye-Scherrer rings on (110) peaks of the Hz-charged TiNbZr
powders during the isothermal process (500 °C), implying the gradual transition of the lattice
structure and the co-existence of the BCC structures with different lattice parameters (indicated
by white circles). The yellow arrow indicates the evolution direction from left to right of the
Debye-Scherrer rings, indicating the gradual increase of the lattice parameters. One intense

yellow spot indicates one series of specific crystal planes. ........ccccveeviveeiiieniiiencieeriie e 69

Fig. S3.10 Change of local Debye-Scherrer rings on (110) peaks of the H>-charged TiNbZr
powders during the isothermal process (500 °C). Data was collected every 5 s. Following the
trajectory of (1), the intense spots on the left sides gradually disappear, indicating that the
proportion of original (110) crystal planes with smaller lattice parameters decreases, whereas
the gradual enhancement of the intensity of the spots on the right sides is detected following

the trajectory of (2), showing the increase of the (110) crystal planes with larger lattice
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parameters. Meanwhile, although some intense spots have reached the rightmost region of the
ring, they disappear during the isothermal process. This may be ascribed to the fact that not all
H is trapped in stable sites during hydrogenation. Following the trajectory of (3), the gradual

transition of the intense spot from the left side to the right is observed, demonstrating the

sequential expansion of the lattice structure during the isothermal process. ...........cccecvvenennn. 69

Fig. S3.11 Local Debye-Scherrer rings on different peaks of the TiNbZr powders after high-
temperature Hy charging for 40 s and 1825 s. All rings display similar phenomena with the

broadening of rings and co-existence of a series of intense spots along the rings................... 70

Fig. S3.12 The change of c/a ratio upon cooling for BCT-1 and BCT-2 crystal structures inside
TiNbZr alloy while charging with pure Ha flow.........cocoiiiiiiiiiiicee e, 70

Fig. S3.13 Diffractograms of TiNbZr powders while charging with Ar for 100 s, 1800 s, and
3600 s, the related temperatures are also indicated. No obvious changes in shapes and positions

are detected during the whole process of the Ar-charged TiNbZr powders. .........ccceveeuennnn. 71

Fig. S3.14 (a) Representative TEM images of TiNbZr powder after heat treatment in H> along
the [113] zone axis, and (b) its corresponding Fast Fourier transform (FFT) pattern. (c)
Simulated SAED pattern of the coexistence of BCC and BCT crystal structures along the [113]
zone axis. The split of diffraction spots can be observed from the experimental SAED pattern,
indicating the coexistence of BCC (a=3.385 A) and BCT (a=3.335 A and ¢ = 3.462 A) crystal
structures. The c/a ratio is calculated to be around 1.04. The simulated SAED pattern also

confirms the coexistence of BCC and BCT crystal Structures...........ccceevevveercieeniiieenciieesieeens 71

Fig. S3.15 Calculated liquidus temperature of the TiNbZr ternary alloy systems based on
TCTI2 database by using Thermo-Calc 2024b. Iso-temperature lines indicating the onset of

solidification (from the melt) are presented in the figure, with temperatures given in Kelvin (K).

Fig. S3.16 Inverse pole figure (IPF, left), image quality overlaid with grain boundaries (IQ +
GB, middle), and kernel average misorientation (KAM, right) maps of the particle after the

heat treatMENT UNAET AT. . .oe et e e e e e e e et e e e e e e e eeeeeeaaaaeeeeeeeraaanaaaeeeeaeee 72

Fig. S3.17 (a) Calculated zero-point energies (ZPE) of H for selected tetrahedral interstitial H

atoms. The dashed black line shows the ZPE calculated for H> molecular (per H atom) using
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the same harmonic approximation. (b) Calculated zero-point energies (ZPE) contribution to the

H SOIULION ENETEY. ...veiiiiiiieiiie ettt e ete e et e e sate e e st e e e saeeessaeesssaaesnsaeessseeessseaenns 72

Fig. S3.18 (a) Calculated H-H force as a function of H-H distance before relaxation (positive
means attractive, while negative means repulsive). (b) H-H interaction energy as a function of
H-H distance before relaxation. (c¢) calculated solution energy per H atom (averaged over two

H atoms) as a function of H-H distance before/after relaxation. ...........ccccovoeevenieneninncnnn. 73

Fig. S3.19 Frequency of the calculated volume expansion (VH /Veq.—1, where Veq. and VH
represent the volume before and after the incorporation of hydrogen solutes respectively) after

each Murnaghan equation of state (EOS) fitting. .........ccceovvveeiieiiiiiiieniieeee e 73

Fig. 4.1 (a) Overall high-energy X-ray diffraction (HEXRD) profiles and (b) enlarged view of
BCCa11 peaks of the as-received, HT-Ar, and HT-H; specimens. (c) The plot of (sinf)? as a
function of (h?>+k?+1%) of individual HEXRD peaks to determine the lattice parameters of the
As-received and HT-Ar samples. (d) Enlarged image showing the deconvolution of BCCa1i
peaks of the HT-H2 SPECIMEN. ......cccuiiiiiiiiiiiieeiieciecieeste ettt ettt ees 84

Fig. 4.2 Backscattered electron (BSE) and representative enlarged images of (a, d) As-received,
(b, ) HT-Ar, and (c, f) HT-H» samples, respectively. Insert in (f) shows the width distribution
of the region with dark (black) and bright (red) contrast. ...........ccceceeriiniiiniiiiiiieeeeee, 85

Fig. 4.3 (a) Typical bright-field transmission electron microscopy (TEM) image, and
corresponding (b) selected area electron diffraction pattern exhibiting a single BCC phase. The
electron beam is along the [001] zone axis. Three-dimensional reconstruction map of (c) Ti
distribution, Zr distribution, and superimposed Ti and Zr distribution probed by atom probe
tomography (APT). (d, €) APT maps showing the Ta-rich nanofeatures in the matrix. The Ta-
rich nanofeatures are highlighted using iso-concentration surfaces containing 22 at.% Ta. (f)
1D concentration profiles computed along the cyan cylinder marked in (e) with a binning size

of 0.5 nm. The error bar represents the standard deviation of the counting statistics in each bin.

Fig. 4.4 Three-dimensional APT maps of the distribution of Ti and Zr in (a) as-received
specimen and (b) HT-Ar specimen. Concentration profiles of principal elements along the

yellow cylinders in (c) as-received specimen and (d) HT-Ar specimen, respectively. The fifth
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nearest neighboring distribution (NND) of Ti atoms of (e) as-received, (f) HT-Ar, and (g) HT-

H2 Specimens, TESPECTIVELY. ..ooiuiiiiiiieiiiie ettt ettt e e e e ae e e e e e rae e s naeessneeesaseeenes 87

Fig. 4.5 APT reconstruction of Zr iso-concentration surfaces of the specimens treated in H» for
(a) 0.5 h, (b) 1 h, and (c) 2 h and the corresponding 2D contour plots. (d) 1D concentration
profiles of Zr along the yellow cylinders marked in (a-c), the error bar represents the standard
deviation of the counting statistics in each bin of the cylinder. (¢) Evolution of spinodal

wavelength with annealing time under Ho. ........ooocviiiiiiiiiiiieeeee e 89

Fig. 4.6 (a) Image-corrected high-resolution transmission electron microscopy (HR-TEM)
image of the HT-H; specimen along [001] zone axis. (b) Map of strain distribution (exx) of the
HT-H; specimen determined by geometric phase analysis (GPA) of HR-TEM image from the
same area in (a). (¢) Hardness (HV0.2) of as-received, HT-Ar, and HT-H> specimens after the
heat treatment (hardness measurements were conducted one week after the heat treatment). (d)
Hardness (HV0.2) evolution of specimens treated in H> at 500 °C for 0.5 h (HT-Hz), 1 h (HT-
Hz-1h), and 2 h (HT-H2-2h). ..ceoiieiiieeeeee et 91

Fig. 4.7 Three-dimensional profiles of the wear surface of (a) the as-received and (b) HT-H»-
2h samples. (c) The corresponding two-dimensional cross-sectional depth profiles and (d)
friction coefficients as a function of the scratch distance. (¢) Averaged friction coefficients of
the as-received and HT-Hz-2h samples, primarily from the (110), (100), and (111)
Crystallographic PIAnES. .........coeiviiiiiiiiiii e 92

Fig. 4.8 Zr composition dependence of Gibbs free energy in the TiZrHf-NbTa pseudo-binary
system (a) without and (b) with the presence of hydrogen. Insert in (b) showing the existence
of miscibility gap, indicated by the points where the second derivative of Gibbs free energy
with respect to Zr composition is 0. (c) Eigenvalues (A1) as a function of temperature for
TiNbZrHfTa with and without the incorporation of hydrogen. (d) Calculated vacancy

concentration as a function of tEMPETAtUTE. .........ccueeeiiieeiiieeiieeeie e e 95

Fig. S4.1 Normalized voltage amplitude when measuring hydrogen (a) and oxygen (b) as a
function of time of as-received, HT-Ar, and HT-H, samples. Normalization was calculated
over the individual weight of samples, Normalized amplitude. = Vsamples/Msamples, Where Vsamples

is the voltage during measurement, and msamples 1S the weight of the individual measured sample.
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Fig. S4.2 (a-c) Inverse pole figure (IPF + IQ) and (d-f) grain boundaries (GB + 1Q) overlaid
with the image quality of as-received, HT-Ar and HT-H, samples probed by the electron
backscatter diffraction (EBSD), respectively. (g) Distribution of grain sizes of different
samples. The pristine microstructure of TINbZrHfTa exhibits randomly oriented grains. All the
results indicate that heat treatments (500 °C) in pure Ar and H» have negligible effects on grain

orientation, low / high-angle grain boundary fractions, and grain Size. ...........cccccveeveveeervennnns 97

Fig. S4.3 Individual elemental maps of Ti, Nb, Zr, Hf, and Ta of the (a) as-received, (b) HT-
Ar, and (HT-H2) samples probed by electron dispersive spectroscopy (EDS). All of the
principal elements are evenly distributed without obvious partitioning or segregation

PRENIOMICNIA. ...evviiiiieiieeie ettt ettt ettt etee et eestteesbeestteeaseesseeesseensseensaessseesseessesnseensseenseensns 98

Fig. S4.4 p values determined from the frequency distribution analysis (FDA)[205] of each

principal element in as-received, HT-Ar, and HT-Hz specimens. ........ccccecevveveeneniencenenne. 98

Fig. S4.5 High-energy X-ray diffraction (HEXRD) profiles of specimens after heat treatment
in H for 1 h (HT-Hz-1h) and 2 h (HT-H»-2h). Both two specimens exhibit a single body-

centered cubic crystal structure without the formation of secondary phases, such as hydride.

Fig. S4.6 Representative autocorrelation coefficient profiles of Zr for comparison. .............. 99

Fig. S4.7 Residual cross-sectional profiles for the as-received TiNbZrHfTa and HT-Hz, 2 h
alloys. hpH, and hrH represent the pile-up height and residual height for the HT-H>, 2h sample
respectively, while hp and h; represent the pile-up height and residual height for the as-received
TiNbZrHfTa alloy respectively. These values will be used in the calculation for the strain

hardening exponent (n) and yield strength (Oy). «..c.ooveeiiiiiiiniiiee 100

Fig. 5.1 Representative scanning electron microscopy (SEM) images of the (a) B-free and (b)
B-doped TiNbZrHfTa CCAs, and their corresponding energy-dispersive X-ray spectroscopy
(EDS) mapping of individual principal elements. The regions for EDS mapping are indicated
by white dashed lines. The inserts represent the grain size distribution obtained over 50 grains

from (a) and (D), T€SPECLIVELY.....eeiiiiiiieiieiie ettt et 113
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Fig. 5.2 (a) Synchrotron high-energy X-ray diffraction (HEXRD) profiles of the TiNbZrHfTa
CCAs without and with 30 ppm B. (b) Plots of BcosO versus 4sinf and their corresponding
linear-fitted curves.  represents the full width of half maximum (FWHM) while 0 is the
diffraction angle. (c) Calculated dislocation density of the TINbZrHfTa CCAs without and with

Fig. 5.3 Atom probe tomography (APT) analysis for the grain boundary of TiNbZrHfTa CCAs
with (a-d) 0 ppm B and (e-h) 30 ppm B. Grain boundaries are indicated by black arrows. B
atomic distribution (in blue) with a 0.08 at.% and 0.80 at.% B isosurface for TINbZrHfTa CCAs
containing (b) 0 ppm B and (f) 30 ppm B, respectively. Insert in (f) shows the enrichment of B
atoms (depicted in spheres) within the grain boundary. 1D concentration profiles of B, Ti, Zr,
Hf, Nb, and Ta across the grain boundary of the TiNbZrHfTa CCAs containing (d) O ppm B
and (h) 30 ppm B as highlighted with a 25-nm cylinder of purple cylinders. Red arrows indicate
the direction of the CYIINAETrs. ........cc.oiiiiiiiii e e 115

Fig. 5.4 (a) Engineering stress-strain curves of the TiINbZrHfTa CCAs with 0 and 30 ppm B.
The mean values (shown as open circles) and corresponding scale bars are obtained over three
repeated tests. Insert is the enlarged view of the strain range from 0.5 % to 3.0 %, revealing the
yield strength softening after the addition of 30 ppm B. (b) Strain-hardening rates as a function

OF TIUC STTAIIL. «eeeeeeeeeeeeeee e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eea e aaeaeeeeeseaaeaaaaaeeeeereenanaaaaens 116

Fig. 5.5 Representative B-doped grains at a global strain of 2% with (a) multiple-slip activity
and (b) cross-slip activity and the corresponding inverse pole figure (IPF) maps as well as the
slip trace analysis for identifying the operating slip systems, respectively. (c) Observation of
grain boundary shear localization acquired at an incident plastic deformation (2% strain). The
top insert in (c) is the SEM image of the cross-sectional view of the grain couple with a tilt
angle of 52°, showing the height misfit between the adjacent two grains (marked with G1 and
G2). The bottom insert in (c) is the post-processed SEM image with a color transform using
blue lookup table, revealing the sharp increase in contrast at the grain boundary region. (d) The

gray values across the grain boundary as highlighted by a red arrow in (¢)........ccceeveveeennenn. 117

Fig. 5.6 (a) Calculated activation energy for grain growth as a function of B concentration. *:
data used in the calculation is shown in Fig. S11. (b) Calculated shear modulus across the GB

with the composition obtained from APT analysis. (¢) Hall-Petch constant of non-B sample
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over Hall-Petch constant of B-containing sample ( KyB/KynoB ) plotted against Zr

COTMCEIIETATION. ..o ee ettt e e e e et e e e e e e e et e e e e e e e e e e e e e e eaeeeeeeeeae e aeaeeeeeeeaaennaaaeeeeeeeennnnaanens 120

Fig. 5.7 Scheme diagrams showing the competition effect between B and Zr on yield strength:
(a) The strengthening effect of B is the dominant part, contributing to the continuous increment
of yield strength; (b) The strengthening effect from B and the weakening effect from Zr is
comparable, so there exists a crossover point from the combination effect. (¢) The weakening
effect from Zr is dominant, thus leading to a drop of yield strength as compared to the non-B
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Fig. 5.8 Statistical analysis of plastic accommodation modes of TiNbZrHfTa CCAs with (a) 0
ppm B, and (b) 30 ppm B at a strain of 2%. Quantitative assessments of the (c¢) activated slip
systems and (d) plastic accommodation modes of both the TiNbZrHfTa CCAs with 0 ppm B
and 30 ppm B. (e) Further assessment of the GB shear localization frequency versus the types

of GBs. LAGB and HAGB represent the low-angle GB and high-angle GB, respectively. .123

Fig. 5.9 Kernel average misorientation (KAM) maps of the TiNbZrHfTa CCAs with (a) 0 ppm
B and (d) 30 ppm B, and the corresponding exemplary KAM maps of the (b, e) grain interior
regions and (c, f) GB regions subjected to the regression analysis, respectively. Lognormal
regression analysis for the corresponding KAM maps of the (g) grain interior regions and (h)

GB TEZIOMNS. vttt ettt ettt et e b e et e e ate st e e sateesbeesseesaseenseeenbeesseesnseenneeenseennes 125

Fig. 5.10 Statistical analysis of slip transfer activities of TINbZrHfTa CCAs with (a) O ppm B,

and (b) 30 ppm B at a strain of 2%. (¢) Scheme diagram demonstrating the competition between
slip transfer and GB shear localization. (d) Luster-Morris factor (m') versus misorientation

angle for all surveyed grain couples. (¢) Geometric correlation chart concerning the angles

between slip directions and slip planes for all the surveyed grain couples with slip transfer.

Fig. S5.1 EBSD image quality (IQ) overleid with inverse pole figure (IPF) maps and grain
boundary (GB) maps of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B, respectively. The

EBSD scans were acquired at the undeformed regions. .........ccceevvveeviieeiieeecieecieceee e 131

Fig. S5.2 Calculated (sin)? as a function of h>+k?+1? for the determination of lattice parameters.

The typical Bragg’s equation is used: sinf2 = A24a2h2 + k2 + 12, where 6, 1, and a
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represent the diffraction angle, wavelength and lattice parameter respectively, while h, k, 1 is
the Miller indices of the crystallographic plane. Through the slope (Sk) from the linear fitting

curve, we can solve the lattice parameter, @ = A24S5K.....c.cccoovveeviiieiiieeie e 131

Fig. S5.3 Left: SEM images showing the lift-out position of the lamellar for APT tips with
targeted grain boundaries and the corresponding Kikuchi patterns for the adjacent grains. Right:
EBSD scans of the same regions shown on the left revealing the misorientation angle of the
grain boundaries. The white regions shown in the EBSD maps are due to the contamination of
the Ga* source during the lift-out of the lamellar. Both the grain boundaries are high-angle
grain boundaries with an identical misorientation angle of 44.57° and 47.10° for the 0 ppm B

and 30 ppm B samples, 1€SPeCctiVely. .....c.coiiiiiiiiiiiiiieiee e 132

Fig. S5.4 3D dimensional atomic distribution including all the principle elements (Ti, Nb, Zr,
Hf, Ta) as well as boron (B) of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B. Grain

boundaries in both cases are marked with black arrOWS. .......eeeeeeeeeeeeee e 132

Fig. S5.5 The standards used for the determination of different slip activities. For the single
slip activity, the fast-Fourier transform (FFT) shows a single-line pattern, while a two-line FFT
pattern (intersected with a certain degree) is revealed for the multi slip activity. As for the cross

slip, the FFT pattern is diffuse without sharp lines.............ccceevvieiieniiiiiieniieieeeeeeeeen 133

Fig. S5.6 Typical grain with grain boundary shear localization activity (with a high-angle grain

boundary), and the corresponding crystallographic assessment of the slip traces on both grains.

Fig. S5.7 Typical grain with grain boundary shear localization activity (with a low-angle grain

boundary), and the corresponding crystallographic assessment of the slip trace. ................. 134

Fig. S5.8 Typical grain with grain boundary shear localization activity (with a high-angle grain

boundary), and the corresponding crystallographic assessment of the slip trace. ................. 134

Fig. S5.9 Typical grain with grain boundary shear localization activity (with a high-angle grain

boundary), and the corresponding crystallographic assessment of the slip traces on both grains.
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Fig. S5.10 1* derivative of the gray value obtained in Fig. 5.7d. In our study, we utilize the
first derivative of the gray value as a standard to detect the presence of grain boundary shear
localization within the grain boundary region. When the absolute value of the first derivative

exceeds 20, we identify it as grain boundary shear localization............c.ccocevevveeviienieenenne. 135

Fig. S5.11 Grain size as a function of boron concentration. For the 500 ppm and 1500 ppm
cases, the potential formation of borides could also exert the Zener pining effects on the growth

OF EIain DOUNAATIES. ....vviiiiiiiciiie ettt et et e et e et e e st eestaeeessaeessbaeessseeessseeessseeennseens 136

Fig. S5.12 Representative SEM images of the B-doped TiNbZrHfTa sample showing the
dislocation behavior with a global strain of approximately 1.2% (after yielding). (a) The whole
grain that we are interested in, where the grain boundary region and grain interior region are
enlarged in (b) and (c) respectively to investigate the origin for dislocation emission. (d)
Enlarged view of the rectangle region in (b). Dislocation channeling behavior can be observed,

while the 121111 slip system is activated with a Schimid factor (m) of 0.4891.................. 136

Fig. S5.13 (a) Synchrotron high-energy X-ray diffraction (SHEXRD) profiles of the
TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B at deformed region (0.5 mm away from
fracture). No formation of secondary phases is found after the tensile test. (b) BcosO versus
4sinf and the corresponding linear fitting curves for the determination of dislocation density.
(c) Calculated dislocation density of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B at
the defOrmed TEZION. ......coouiiiiiiie ettt ettt et e eas 137

Fig. S5.14 EBSD IQ + IPF maps and IQ + GB maps of the TiNbZrHfTa CCAs with 0 ppm B
and 30 ppm B at the deformed region (0.5 mm away from the fracture), respectively......... 137

Fig. S5.15 (a) Quantitative assessment of the slip trace direction with the grain boundary for
the grain boundary shear localization cases in the TiNbZrHfTa CCA with 30 ppm B. Single:
slip is activated on only one grain; Multiple: slips are activated on both two grains and they are
all parallel or non-parallel with the grain boundary. Mixed: slips are activated on both two
grains. In this case, slip is parallel to grain boundary in one grain while slip is non-parallel to
grain boundary in the other grain. (b) Frequency of the GB shear localization versus the
misorientation between two grains in the TiNbZrHfTa CCA with 30 ppm B. (c1-¢3) Some
representative grain couples with grain boundary shear localization activity, where the slip

traces on either side of the grains are parallel with the grain boundary. ..........ccccveeeneeennnn.. 138
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Fig. S5.16 Fractography analysis of the TiINbZrHfTa CCAs with (a) 0 ppm B and (b) 30 ppm
B. (c) Dimple size distribution of the TiNbZrHfTa CCAs with 0 ppm B and 30 ppm B. Over
100 dimples were used for statistical analysis, and we noted both cases exhibited a ductile
fracture behavior with micro-size dimples, and no significant change on dimple sizes was found

DEEWEEIL TWO CASES. et ettt e e e e e e e e e et e e e e e e e e e e e eea e aeeeeeeeeaaaanaaaeeeeeeeenanaaaaeeaaaaaes 138

Fig. 6.1 (a) Scheme depicting the processing of equiatomic TiNbZr complex concentrated
alloys (CCAs) after homogenization and induction treatment. (b) The induction heated tube

furnace used for induction treatment in this StUAY.........ccccveeiiiiiiiiieiieee e 148

Fig. 6.2 (a) High-energy X-ray diffraction (HEXRD) profiles of the samples after
homogenization and induction treatment. The inserted table in (a) shows the measured lattice
parameters (a). (b) Normalized voltage amplitude when measuring oxygen (a) and nitrogen (c)

as a function of the time of the samples after homogenization and induction treatment....... 151

Fig. 6.3 Backscattered electron (BSE) images and the corresponding energy dispersive X-ray
spectroscopy (EDS) mapping of the principle elements of the samples after homogenization (a)
and induction treatment (b). (c) The distribution of grain sizes of the homogenization and
induction treatment samples. The distribution is fitted with a Lognormal function to obtain the

mean and standard deVIAION VAIUES. ......oeueeuneeee ettt e e e e e et eeae e e e e e eeeeaeaaeeens 152

Fig. 6.4 (a) Engineering stress-strain curves and the corresponding (b) Kocks-Mecking plots
(strain-hardening rate as a function of of — oy) of the samples after homogenization and
induction treatment. Inserts in (a) show the corresponding deformation behaviors acquired one

frame prior to fracture. of, and oy denote the flow stress and the yield stress, respectively.

Fig. 6.5 Electron channeling contrast imaging (ECCI) of the dislocation behaviors and the
corresponding magnified ECC images of the samples after (a) homogenization and (b)
induction treatment. Note that the obvious pinning points are marked by red arrows. (c) Scheme

diagram illustrating the change of dislocation behaviors after induction treatment. ............. 154

Fig. 6.6 Three-dimensional elemental distributions of the principle elements, and the
corresponding 1D concentration profiles for the samples after (a, b) homogenization, and (d, e)

induction treatment, respectively. The 1D concentration profiles are obtained following the
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blue columns (10 nm in diameter) in (a) and (d) with a binning size of 0.5 nm. Ti distribution
and the Ti-enriched regions delineated by iso-concentration surfaces containing 38.5 at.% of
Ti for the samples after (¢) homogenization, and (f) induction treatment. Insert is a table

showing the volume density of the Ti-enrich features...........cccceeviiiiiiiniiniieiicceeeeen 155

Fig. 6.7 (a) A highly magnified view of a single particle from the APT results in Fig. 6.6f,
along with its approximate geometric shape. (b) Small-angle X-ray diffraction (SAXS) profiles
of the samples after homogenization and induction treatment, and the corresponding fitting

curves using an ellipsoid model. Inserts are the two-dimensional SAXS patterns................ 156

Fig. 6.8 BSE images and the corresponding inverse pole figures overlaid with image quality
(IPF + IQ) maps of the samples after (a, b) homogenization and (e, f) induction treatment. The
images are captured both at the regions close to fracture with a similar local strain of ~70%.
Inserts in (b) and (f) are the kernel average misorientation (KAM) maps. (c, d, g, h) Quantitative

misorientation line profiles excerpted from (b) and (f). .....cccccveviieiiiiniiiiiiiieeee, 158

Fig. 6.9 (a) BSE image, and the corresponding (b) IPF + IQ and (c) KAM maps of the
induction-treated sample at the necking region. (d, ¢) Quantitative misorientation line profiles

following the direction of arroWs 1N (D). ....c.ceeevieriiiiiierieeiieeeeee e 159

Fig. 6.10 (a) Schematic detailing a dislocation advancing in a field of pointlike slip obstacles
(equilibrium state: 0 = 7, where o and t indicate the applied stress and shear strength,
respectively). (b) The interspacing (1) of the obstacles and (c) the bowing angle (6.) of the
dislocations statistically analyzed over 50 dislocations for the samples after homogenization

ANA INAUCTION TEEATITIENT. ... oo et eeeeeeeeeee e e e ettt e e e e e e e et eeeaeeeeeeeeeeaaaeaeeeeereaaeaaaaaeseeeeeenenaaaaens 160

Fig. 6.11 (a) Measured strain rate sensitivities (m) and (b) apparent activation volumes (Vapp.)
of the samples after homogenization and induction treatment with respect to increasing true

plastic strain. (c) Haasen plots of the samples after homogenization and induction treatment

Fig. S6.1 EBSD scans of the samples after (left) homogenization and (right) induction

EEEALITIENIT. oovveeeeeeeeeeiiieeeee ettt ettt ee e e e e ettt ta e eeseeeeeaaaa s eeeeesassaanaseseeesesnsanseseeesesnrannnnnnss 165
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Fig. S6.2 Cross-sectional views of the tensile samples after (a) homogenization and (b)
induction treatment. (c) Statistical analysis of the amount and width of deformation bands from

the regions with identical 10Cal StraAINS. ........c.ceviiiiieiiiiiieie et 165

Fig. S6.3 Fractography of the samples after homogenization and induction treatment. The
ductile regions with dimple structures are indicated by red dash lines. Insert table shows the
fraction of the ductile and brittle regions. The sample after induction treatment displays larger

ductile region as compared with that of homogenized one, suggesting a good ductility. ..... 166

Fig. S6.4 The distributions of dimple size of the samples after homogenization and induction
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