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Zusammenfassung

Trotz der zunehmenden Zahl an Unterstiitzungssystemen mit kiinstlicher Intelligenz (KI) fir den
Privatgebrauch wurde Kl-Transparenz lange Zeit vor allem aus technischer Perspektive erforscht.
Studienergebnisse mit Endnutzenden zeigen jedoch, dass Systemtransparenz nicht automatisch zu
Systemakzeptanz fiihrt. Es stellt sich also die Frage, wie sich Transparenz von KiI-

Entscheidungsunterstitzungssystemen auf die Nutzung dieser Systeme durch Endnutzende auswirkt.

Im Rahmen der vorliegenden Dissertation wurde diese Forschungsfrage anhand von drei Studien mit
einem Mixed Method-Ansatz untersucht. Die erste Studie, ein quantitatives Onlineexperiment mitn =
169 Teilnehmenden, analysierte, wie Akkuratheitsangaben die Nutzung eines Algorithmus nach einem
Fehler beeinflussen. Die zweite Studie, qualitative Fokusgruppendiskussionen mit n = 26
Teilnehmenden, identifizierte Anforderungen an Kl-Transparenz aus Sicht von Endnutzenden. Die
dritte Studie, ein quantitatives Onlineexperiment mit n = 151 Teilnehmenden, verglich vier

Transparenzarten hinsichtlich ihrer Wirkung auf Vertrauen und Nutzung der Algorithmen.

Die Ergebnisse zeigen, dass technische Erklarungen allein nicht ausreichen, um das Vertrauen in Kl-
Systeme zu starken oder deren Nutzung zu fordern. Mehr als Erklarungen, wie eine Kl funktioniert,
sind Hintergrundinformationen Uber Entwickler*innen, die Motive von hinter der Kl stehenden
Institutionen oder externe Priifungen entscheidend fiir die Vertrauensbildung. Akkuratheitsangaben
haben einen begrenzten positiven Effekt auf die Nutzung, wahrend Erklarungen, warum ein einzelnes
Ergebnis zustande kam, besonders bei Fehlern gewiinscht werden. Die Anforderungen sind abhangig
von den Eigenschaften eines Systems, insbesondere davon, wie schwerwiegend Fehler waren, und von
den Vorerfahrungen der Nutzenden. Wichtiger als eine detaillierte Transparenz ist es, das Verstandnis

der Nutzenden der TransparenzmaBnahmen sicherzustellen und Verlasslichkeit der KI zu vermitteln.

Die Arbeit betont die Bedeutung einer nutzendenzentrierten Entwicklung von KI-Transparenz, um der
Individualitdit von Systemen und Nutzendengruppen gerecht zu werden. Neben weiteren
Implikationen wurde eine Transparenzmatrix fiir Entwickler*innen ausgearbeitet, mit der sich die
notwendigen Transparenzimplikationen auf Basis gegebener Systemeigenschaften identifizieren
lassen. Auch fiir politische Entscheidungstrager*innen ergeben sich Implikationen zur Férderung der
Transparenz in KI-Systemen. Darliber hinaus werden die Limitationen der Einzelstudien sowie der

Gesamtarbeit diskutiert und weiterfiihrende Fragen fir zuklinftige Forschung abgeleitet.

Keywords: Kiinstliche Intelligenz, Transparenz, Algorithm Aversion, Nutzendenanforderungen,

Vertrauen, KI-Nutzung, rechtliche Vorgaben.
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Abstract (Englisch)

Despite the increasing number of artificial intelligence (Al) systems for private usage, Al transparency
has long been researched primarily from a technical perspective. However, study results with end users
show that system transparency does not automatically lead to system acceptance. Therefore, the
guestion arises of how transparency of Al decision support systems affects the use of these systems

by end users.

In this dissertation, this research question was investigated using three studies with a mixed-method
approach. The first study, a quantitative online experiment with n = 169 participants, analyzed how
accuracy information about an algorithm influences the use of this algorithm after an error. The second
study, qualitative focus group discussions with n = 26 participants, identified requirements for Al
transparency from the perspective of end users. The third study, a quantitative online experiment with
n = 151 participants, compared four different types of transparency regarding their effect on trust and

use of the respective algorithms.

The results show that technical explanations alone are not sufficient to strengthen trust in Al systems
or increase their usage. More than explanations of how an Al works, background information about
developers, the motives of the institutions behind the Al or external audits help to build trust. Accuracy
information has a limited positive effect on usage, while explanations about why a single result
emerged are desirable when errors occur. The requirements towards Al transparency depend on the
characteristics of the system, in particular how severe errors would be, and users' previous experience.
More important than detailed transparency is ensuring that users understand the transparency

measures and conveying the reliability of the Al-system.

The work emphasizes the importance of a user-centered development of Al transparency due to the
individuality of systems and user groups. In addition to further implications, a transparency matrix for
developers was elaborated, which can be used to identify the necessary transparency implications
based on given system characteristics. Implications also arise for political decision-makers to promote
transparency in Al systems. In addition, limitations of the individual studies and the overall work are

discussed and follow-up questions for further research are derived.

Keywords: Artificial Intelligence, Transparency, Algorithm Aversion, User Demands, Trust, Al Usage,

Legislative Regulations.
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1. Einleitung

Wir stehen am Beginn einer neuen Welt. Die Technologien des maschinellen Lernens, der
Spracherkennung und des Verstehens natiirlicher Sprache erreichen
einen neuen Héhepunkt ihrer Fihigkeiten. Das Ergebnis ist, dass wir bald kiinstlich intelligente

Assistenten haben werden, die uns in jedem Aspekt unseres Lebens helfen.
Amy Stapleton, Al Industry Analyst (Zitat von ca. 2019)

Nach Abschluss eines Videos auf YouTube werden uns automatisch weitere Videos empfohlen. Laut
YouTube entstehen 70 % der angesehenen Inhalte auf der Plattform durch diese Empfehlungen
(Solsman, 2018). Das vorgeschlagene Video passt inhaltlich zu dem gerade angesehenen, das scheint
flr uns Nutzende offensichtlich. Dass bei der Auswahl des Videovorschlags kiinstliche Intelligenz (KI)
eingesetzt wird, die zahlreiche weitere Faktoren berticksichtigt und in kiirzester Zeit verrechnet, um so
autonom die Entscheidung flir den nachsten Videovorschlag zu féllen, ist wahrscheinlich einem Teil
der Nutzenden klar. Individuelle Videohistorie, Likes und gefolgte Kanale scheinen berlicksichtigt zu

werden.

Nachtragliche Reue und Unwohlsein liber die betrachteten Inhalte auf YouTube, die in einer Befragung
als Folge der KI-Vorschlage berichtet werden, deuten darauf hin, dass das Wohlergehen der Nutzenden
nicht im Fokus der Auswahl steht (Mozilla, 2021). Manche Expert*innen argumentieren, YouTube habe
ein Interesse daran, unsere Verweildauer auf der Plattform zu maximieren, um uns maoglichst viel
Werbung zu zeigen. Eine Kl, die mit dieser Zielvorgabe arbeitet, macht moglicherweise eher
spektakuldre als harmlose Vorschlage (Yoo, 2018). Ebenso ladsst sich YouTube dafiir bezahlen,
bestimmte Inhalte ganz konkreten Zielgruppen zu zeigen (Google, 2024). Die Kl der Plattform also
einen Anreiz, bei der Wahl der Nachfolgevideos wirtschaftliche Interessen des Unternehmens tber die

personliche Praferenz der Nutzenden zu stellen.

Warum uns von YouTube ein Video vorgeschlagen wird, ist fiir uns Nutzende nicht nachvollziehbar. Es
herrscht keine Transparenz dariiber, wie die Auswahl-KI der Videoplattform ihre Entscheidungen trifft.
Vielmehr ist die Kl ein wohlgehiitetes Geheimnis von YouTube (Albert, 2023). In dhnlicher Weise bleibt
Facebook vage, wenn es um die Verwertung der Nutzendendaten oder die Identifizierung von
Fakenews geht und X, vormals Twitter, hat ein urspriinglich 6ffentliches Projekt zur Moderation der

Inhalte wieder eingestellt (Albert, 2023; Dang, 2023; Singh, 2020).

Obwohl seit Jahren die Zahl der KI-Systeme in unserem Arbeits- und Privatleben steigt und Kl in immer
mehr Bereichen Einfluss nimmt (Littman et al., 2021), wird fir Endnutzende in den seltensten Fallen

transparent, wo Kl eingesetzt wird, wie sie ihre Ergebnisse produziert oder Daten verarbeitet. Neben



bewussten unternehmerischen Entscheidungen behindern auch Faktoren, die in der Kl selbst liegen,
diese Transparenz. Mit wachsender Komplexitat der Kl wird es selbst fiir Entwickler*innen zunehmend
schwierig nachvollziehen, wie das System zu seinen Schlussfolgerungen gelangt (Larsson & Heintz,
2020). Zwar kann Auskunft dariber gegeben werden, wie zugrundeliegende Algorithmen und Modelle
trainiert, also erstellt wurden. Aber da auf Grundlage dieser Trainingsprozesse selbstlernende Systeme
mit vernetzten und vielschichtigen Entscheidungsknoten — sogenannte neuronale Netze — entstehen,
kénnen die genauen Prozesse, die KI-Entscheidungen zugrunde liegen, immer seltener nachvollzogen
werden und es bleibt unklar, wieso auf eine Eingabe genau diese Antwort folgt (Arrieta et al., 2020).
Das, was heutzutage als kinstlich intelligent bezeichnet wird, sei es zur Bilderstellung (Dall-E), zum
Schreiben von Gedichten (Haiku) oder zur Texterstellung im Chat (ChatGPT), ist in seiner

Funktionsweise Gberwiegend eine Blackbox (Chiba, 2022; OpenAl, 2022, 2023).

Zum einen haben Ereignisse, in denen solche kiinstlich intelligenten Systeme problematische — z. B.
rassistische, sexistische oder unsoziale — oder schlicht falsche Ergebnisse produzieren, Forderungen
nach mehr Transparenz dieser Systeme zur Folge (Dastin, 2018; Hundt et al., 2022; O’Neil, 2016; Starr,
2014). Dahinter steckt die Annahme, durch Einsichten in und Gber die Systemprozesse Fehler erkennen
und beseitigen zu konnen: Transparenz als Voraussetzung fiir Systemverbesserungen fir

Entwickler*innen (Ananny & Crawford, 2018).

Zum anderen gilt Transparenz als Zielzustand, wenn KI-Systeme Entscheidungen (mit-)treffen, die
Menschen betreffen. Dabei muss die menschliche Entscheidungsautonomie bei der Benutzung von Ki
als Teil der Menschenwiirde gewahrt bleiben, argumentiert z. B. die Al High Level Expert Group der
Européischen Kommission in ihrer , Ethical guidelines for trustworthy Al“ (Al HLEG, 2019). Um dieser
ethischen Richtlinie zu folgen, bedarf es also Transparenz. So erhdhen neue Gesetze und
Gesetzesinitiativen den Druck auf Unternehmen, in ihren KI-Systemen Transparenz herzustellen. Beim
gerade verabschiedeten Al Act der EU geht es nicht mehr (nur) um Transparenz fir Entwickler*innen,
sondern um die Anforderung, Endnutzenden Einblicke in die Systeme zu ermdoglichen, die sie nutzen
(Verordnung tber kiinstliche Intelligenz, 2024). In ahnlicher Weise verfolgt auch die DSGVO
Transparenz: Es geht um Transparenz algorithmischer Anwendungen als Recht der Nutzenden
(Felzmann et al.,, 2019). Und auch der 2020 ratifizierte Medienstaatsvertrag, der nun auch
Medienplattformen wie Google News oder YouTube umfasst, fordert in Paragraph 85 von den
Anbietern Transparenz ein, beispielsweise bezliglich der Kriterien, nach denen bestimmte Inhalte

angezeigt oder sortiert werden (Medienstaatsvertrag, 2020).

Die Zahl der Studien zu transparenter Kl hat seit 2015 massiv zugenommen. Technische Disziplinen,
insbesondere Informatik und Computerwissenschaften, konzentrieren sich dabei vor allem auf

Transparenz zur Systemverbesserung. Unter den Begriffen Explainability bzw. XAl (Explainable Al) und



Interpretability untersuchen sie Methoden, um Kl-Blackboxen fiir Entwickler*innen transparent zu
gestalten (Arrieta et al., 2020; Felzmann et al., 2019; Miller, 2019; Molnar, 2019; Samek et al., 2019).
In den letzten Jahren rickten immer mehr auch die Endnutzenden von KI-Systemen in den Fokus, unter
der Annahme, ,that by building more transparent, interpretable, or explainable systems, users will be

better equipped to understand and therefore trust the intelligent agents” (Miller, 2018, S. 3).

Mit dem zunehmenden Interesse an den Endnutzenden und der erkannten Liicke zwischen
Explainability fur Expert*innen und dem Anspruch, Transparenz fir Endnutzende zu gestalten, stieg
zuletzt auch die Zahl der sozialwissenschaftlichen Studien tber transparente Kl und Algorithmen (z. B.
Bertino et al., 2019; Felzmann et al., 2019; Herm et al., 2023; Larsson & Heintz, 2020; Wanner et al.,
2022). Die Effekte von transparenter Kl auf Variablen wie Zufriedenheit mit, Verstiandnis von einem
System oder auf Vertrauen zeigten sich jedoch sehr uneinheitlich. So hebt Springer (2019) hervor: ,,In
some settings there are expected benefits: transparency improves algorithmic perceptions because
users may better understand system behavior” (S. 101), wahrend in anderen Kontexten ,transparency
can have other quite paradoxical effects. Transparency may cause users to have worse perceptions of
a system, trusting it less because the transparency led them to question the system even when it was

correct” (Springer, 2019, S. 101).

Einerseits ist diese Uneinheitlichkeit auf das sehr breite und vielfiltige Verstandnis des Begriffs
Transparenz zurlickzufiihren (siehe Kapitel 2.2). Darliber hinaus besteht die Annahme, dass
Kontextfaktoren und Systemeigenschaften einen groflen Einfluss auf die Effekte von Transparenz
haben. Zum Dritten sind abhadngige Variablen wie Vertrauen oder Zufriedenheit sicherlich zentral, um
die Einstellung gegenuber KI-Systemen zu erheben. Eigentlich von Interesse ist jedoch die tatsachliche

Nutzung dieser Systeme — und diese Variable wurde bisher vergleichsweise selten untersucht.

Es gilt also die Frage zu klaren: Wie wirkt sich Transparenz von KiI-

Entscheidungsunterstiitzungssystemen auf die Nutzung dieser Systeme durch Endnutzende aus?

1.1.  Forschungsfragen der Arbeit

Zur Beantwortung dieser zentralen Fragestellung werden drei Perspektiven und Methoden gewahlt,
um verschiedene Aspekte von Kl-Transparenz zu beleuchten. Ziel ist es, mithilfe dieser drei
Perspektiven ein breites Verstdndnis des Untersuchungsgegenstands zu erlangen, der an
ausgewahlten Stellen in die Tiefe geht und gleichzeitig der Breite des Themas gerecht wird. Die drei
gewahlten Perspektiven zeichnen sich durch verschiedene Fragestellungen und Forschungsdesigns aus

und tragen je einen Teil zur Antwort auf die libergeordnete Forschungsfrage (FF) bei.



In der ersten Forschungsfrage a, im Folgenden mit ,Fehlerfall“ betitelt, wird der Fokus auf den
speziellen Effekt der Algorithm Aversion gelegt, also auf die Ablehnung des Algorithmus durch die
Nutzenden nach einem erlebten Fehlerfall (Dietvorst et al., 2014). Der Effekt tritt selbst dann auf, wenn
die Ablehnung der algorithmischen Hilfe in Folge eines erlebten Fehlers zu schlechteren Ergebnissen
fihrt als ohne Nutzung (Dietvorst et al., 2014). Da aus diesem Grund Algorithm Aversion eine Gefahr
fir gutes Entscheiden darstellt, sind MaRnahmen zur Uberwindung notwendig. Als ein Grund fiir
Algorithm Aversion gilt, dass Nutzende von Algorithmen der falschen Annahme folgen, Algorithmen
arbeiteten fehlerfrei (Prahl & Swol, 2017). Information (ber die in Wahrheit eingeschrankte
Akkuratheit der von Algorithmen produzierten Ergebnisse kénnte demnach der Uberwindung von
Algorithm Aversion dienen. Das Mal? der algorithmischen Akkuratheit ist ein grundlegender, technisch
einfach zu ermittelnder Fakt Gber ein KI-System, der zur Transparenz eines KI-Systems beitragt. Beim

Ansatz (a) wird die Frage adressiert:

FF (a) ,,Fehlerfall“: Inwieweit fiihren Angaben von Akkuratheit eines Algorithmus dazu, dass

dieser auch nach einem Fehlerfall genutzt wird?

Mehr zu den Hintergriinden und der Herleitung der Forschungsfrage findet sich in Kapitel 2.1.4. Die
Forschungsfrage verfolgt also einen sehr engen Fokus auf ein spezifisches KI-Nutzungsphanomen, das
auch nur beziglich einer Art der Transparenz untersucht wird. Dies geschieht in einer experimentellen

Onlinestudie, also mit quantitativem Design.

Uber den speziellen Effekt der Algorithm Aversion hinaus besteht die Herausforderung, dass das
Verstandnis von Transparenz insbesondere fiir Laien noch nicht ausreichend geklart ist. Trotz der
gestiegenen Anzahl von Studien zur Transparenz von Kl fir Endnutzende stellt der GroRteil der
Untersuchungen quantitative Ansatze dar (Springer, 2019). Eine qualitative Betrachtung dessen, was
Laien Uber KI-Systeme wissen moéchten, hinsichtlich welcher Aspekte sie sich Transparenz wiinschen
und welches Verstandnis von Transparenz dahintersteckt, ist noch nicht geklart. Mogliche Einfllsse
kénnten Kontext und technologischen Eigenschaften zukommen. Entsprechend widmet sich der
zweite Ansatz, der im Folgenden als ,Nutzendenanforderungen“ bezeichnet wird, der

Forschungsfrage:

FF (b) , Nutzendenanforderungen“: Welche Anforderungen an Transparenz in Kl fiir

Endnutzende bestehen und inwiefern sich diese nach Eigenschaften der Kl unterscheiden.

Zu diesen Eigenschaften zahlen beispielsweise der Anwendungskontext oder die Relevanz, die
mogliche Fehler der Anwendung auf das eigene Leben haben. Die Herleitung dieser Forschungsfrage
erfolgt in Kapitel 2.2.2. Es handelt sich beim Ansatz (b) um eine qualitative Fokusgruppenstudie, die

KI-Transparenz in ihrer Breite untersucht.



Daneben unterscheidet die wissenschaftliche Literatur — und, wie Forschungsfrage (b) zu
Nutzendenanforderungen annimmt, auch Endnutzende — verschiedene (technisch mégliche) Arten der
Transparenz in kinstliche Intelligenz. Gleichzeitig besteht eine Forschungsliicke hinsichtlich der
tatsachlichen Nutzung von transparenter Kl, wie schon bei Forschungsfrage (a) ,,Fehlerfall“ aufgefihrt.
Haufiger wurden bisher Effekte von transparenten Systemen auf Vertrauen und Akzeptanz, oft tber

Ill

Skalen, erhoben. Wahrend Forschungsfrage (a) ,Fehlerfall“ einen sehr engen Fokus setzt und den
Effekt von Akkuratheit im Fehlerfall untersucht, widmet sich Forschungsfrage (c), die im Folgenden mit
,Transparenzarten” zusammengefasst wird, mit einem vergleichenden Design vier verschiedenen

Arten der Transparenz und untersucht quantitativ:

FF (c) ,Transparenzarten”: Wie wirken sich verschiedene Arten der Kl-Transparenz auf

Vertrauen und Nutzung eines Systems aus?

Dabei werden vier Arten unterschieden, die sich nach Umfang der Erklarung — ganzes System oder
einzelnes Ergebnis — und Inhalt — Funktionalitat des Systems oder seine Akkuratheit — einteilen lassen.
Mehr Details zu verschiedenen Transparenzarten sowie die Einordnung der Forschungsfrage sind in
Kapitel 2.2.4 zu finden. Ansatz (c) wird mit einem experimentellen, hypothesentestenden Design

umgesetzt, also als quantitative Studie.

Diesen Forschungsfragen widmet sich die vorliegende Arbeit und tragt durch die verschiedenen
Ansatze dazu bei, die Anforderungen, die aus Endnutzendensicht an Transparenz in Kl gestellt werden
und werden sollten, aufzudecken. Dies kann einerseits Entwickler*innen bei der Gestaltung von KI-
Systemen zu einer verbesserten Nutzendenzentrierung verhelfen. Andererseits liefert die Arbeit
Empfehlungen fir politisch Gestaltende, die auf nationaler Ebene wie EU-Ebene KI-Regularien

entwerfen.

1.2.  Aufbau der Arbeit

Im folgenden Kapitel 2 werden zunachst der wissenschaftliche Hintergrund und relevante
wissenschaftliche Vorarbeiten der Arbeit dargelegt. Dabei werden auRerdem wichtige Begriffe
hergeleitet und ihr  Gebrauch fir den  weiteren Verlauf geklart, darunter
Entscheidungsunterstitzungssystem, kiinstliche Intelligenz und Transparenz. Auflerdem werden die
Forschungsfragen der Arbeit eingeordnet, ihr Hintergrund und ihre Relevanz dargelegt. Ebenso findet
im folgenden Kapitel eine ausfiihrliche Darstellung bereits stattgefundener Nutzungsstudien zu
transparenter Kl statt, um den aktuellen Forschungsstand des Feldes zu beschreiben. Anschliefend
folgt im Kapitel 3 eine Beschreibung des Vorgehens, das zur Untersuchung der Forschungsfragen

gewahlt wurde.



Aufbauend auf dem wissenschaftlichen Hintergrund, den Fragestellungen und dem dargelegten
Vorgehen im Rahmen der Dissertationsarbeit folgen in den Kapiteln 4 bis 6 die Auseinandersetzungen
mit den Forschungsfragen (a), (b) und (c). Zunachst setzt sich Kapitel 4 mit einem quantitativen
Experiment mit der Frage auseinander, welchen Einfluss Akkuratheitsangaben lber KI-Systeme auf die
Nutzung dieser Systeme nach Fehlern haben (Forschungsfrage (a) , Fehlerfall“). Kapitel 5 setzt einen
sehr viel breiteren Ansatz an und erforscht mithilfe von Fokusgruppen qualitativ die Anforderungen
von Laien an KI-Systeme in Abh&ngigkeit von verschiedenen Systemeigenschaften (Forschungsfrage (b)
,Nutzendenanforderungen®). In Kapitel 6 wird wiederum ein quantitatives Experimentaldesign
dargelegt, mit dessen Hilfe der Effekt von vier verschiedenen Transparenzarten auf die Nutzung von
und das Vertrauen in ein KI-System untersucht wurde (Forschungsfrage (c) , Transparenzarten®). Der
Aufbau dieser drei Kapitel besteht jeweils aus einer kurzen theoretischen Einflihrung, der
Beschreibung der Methodik, dem Bericht der Ergebnisse, einer forschungsfragenspezifischen

Diskussion, Implikationen und Fazit.

AnschlieBend an die Auseinandersetzung mit den einzelnen Forschungsfragen folgen in Kapitel 7 die
Einordnung der vorangegangenen Ergebnisse hinsichtlich der ibergeordneten Forschungsfrage sowie
eine gemeinsame Diskussion, in deren Rahmen Implikationen fir Praxis und Theorie sowie
Limitationen der Arbeit dargelegt werden. Nach einer Zusammenfassung in Kapitel 8 folgt in Kapitel 9

das Fazit mit Ausblick.



Abbildung 1: Ubersicht iiber den Aufbau der vorliegenden Arbeit; die Zahlen stehen fiir die Kapitelnummern.

o Einleitung und Aufbau der Arbeit

oTheoretischer Hintergrund
Algorithmus, Algorithm Aversion
Transparenz

Vertrauen
- Vorgehen in der aktuellen Arbeit

- Begriffe: Entscheidungsunterstiitzung, Kiinstliche Intelligenz und
- Transparenz: Begriff, technische Ansatze, verschiedene Arten von

- Bisherige Forschung zu Effekten von Transparenz auf Nutzung und

e Vorgehen der Arbeit |
e Forschungsfrage (a) e Forschungsfrage (b) 6 Forschungsfrage (c)
,Fehlerfall“: »Nutzendenanforderungen”: ,Transparenzarten”:
Inwieweit fiihren Angaben Welche Anforderungen an Wie wirken sich
von Akkuratheit eines Transparenz in Kl bestehen verschiedene Arten der KI-
Algorithmus dazu, dass fiir Laiennutzende und Transparenz auf Vertrauen
dieser auch nach einem inwiefern unterscheiden sie und Nutzung eines Systems
Fehlerfall genutzt wird? sich nach Eigenschaften der aus?
KI?

Einordnung der Ergebnisse

- Gemeinsame Erkenntnisse

- Limitationen der gesamten Arbeit
- Implikationen

@ Zusammenfassung

Q Fazit




2. Theoretischer Hintergrund

Um die Fragestellungen einzuordnen und die im folgenden Kapitel gewahlte Methodik herzuleiten,
werden in diesem Kapitel Begriffsdefinitionen vorgenommen, bestehende Forschung zu diesen
dargelegt und die Herleitung der einzelnen Fragestellung erldutert. Dazu erfolgt im nachsten Abschnitt
2.1 die Herleitung des Begriffes , kiinstliche Intelligenz” und damit zusammenhangender Konzepte.
Dazu wird zunachst der Begriff KI zusammen mit verwandten Konzepten eingeordnet (2.1.1),
anschlieRend ein Ziel von Kl, die Entscheidungsunterstiitzung von Nutzenden, dargelegt (2.1.2) sowie
die an Kl beteiligten Zielgruppen aufgezeigt (2.1.3). Zuletzt erfolgt die Auseinandersetzung mit dem
Konzept der Algorithm Aversion in Kapitel 2.1.4. Ausgehend von diesem Effekt ergibt sich in diesem

Kapitel auch die erste Forschungsfrage (a) ,,Fehlerfall”.

Das darauffolgende Kapitel 2.2 geht auf den Begriff der Transparenz ein, der zunachst in seinem
geschichtlichen Verstandnis eingefiihrt (2.2.1) und dann vor dem Hintergrund algorithmischer
Transparenz naher ausdifferenziert wird. Dazu gehort die Erlauterung verschiedener Arten der
Transparenz (2.2.2), woraus sich Forschungsfrage (b) ,Nutzendenanforderungen” ableitet.
Anschlieend erfolgt die Auseinandersetzung mit Akkuratheit als Gegenldufer wie auch Bestandteil
von Transparenz (2.2.3) sowie mit technischen Ansdtzen von Transparenz in Kl (2.2.4), aus denen
Forschungsfrage (c) ,Transparenzarten” folgt. Der Abschnitt endet mit einer Darlegung des

Transparenzverstandnisses flr die vorliegende Arbeit (2.2.5).

Angesichts der Forschungsfragen, die sich mit der Nutzung von Transparenz befassen, folgt in Kapitel
2.3 eine Ubersicht iber bestehende Nutzungsstudien zu transparenter KI. Dabei werden zunichst die
haufig und fir die vorliegende Arbeit relevanten abhdngigen Variablen Nutzung und Vertrauen
eingeordnet und voneinander abgegrenzt (Kapitel 2.3.1). AnschlieBend wird explizit auf Studien zu den
Effekten von Akkuratheitsangaben eingegangen (Kapitel 2.3.2), um in Kapitel 2.3.3 ausfihrlich die

Effekte von weiteren, klassischen Transparenzarten auf die Nutzung aufzuzeigen.

Das vorliegende Kapitel endet mit einer Zusammenfassung der Darstellung der Fragestellungen im
Abschnitt 2.4, bevor im nachsten Kapitel 3 das Vorgehen zur Untersuchung der drei Forschungsfragen

dargelegt wird.

2.1.  Kinstliche Intelligenz

Die Zahl der Anwendungen, die KI nutzen, nimmt auch im privaten Bereich stetig zu. Gleichzeitig ist
der Blick der Gesellschaft auf Kl sehr uneinheitlich und reicht von Ablehnung und Skepsis bis hin zu
groRRer Hoffnung (Brauner et al., 2023, 2024). Dabei wird der Begriff KI, wie es bei Trendthemen haufig

der Fall ist, sehr uneinheitlich verwendet, je nach Anwendungsdomane, Disziplin und Zeitpunkt



(Larsson & Heintz, 2020). Deshalb erfolgt im nachsten Kapitel 2.1.1 zunachst die Herleitung des Begriffs
KI sowie weiterer verwandter Begrifflichkeiten wie Machine Learning und Algorithmus, um

abschlieRend ihre Verwendung im Rahmen der Arbeit darzulegen.

Die Ziele von Kl sind vielfdltig und reichen von der Automatisierung ganzer Prozesse bis hin zur
Unterstltzung bei Text- oder Bildgenerierung. Als Werkzeug fiir den Menschen ist das Ziel von Kl seit
langem die Unterstlitzung und Verbesserung von Entscheidungen. Eine Auseinandersetzung mit
diesem Ziel und den daraus fiir die Arbeit resultierenden Einschrankungen geschieht in Kapitel 2.1.2.
Anschliefend folgt eine Darlegung, welche Zielgruppen fir Kl unterschieden und welche im Rahmen
der Arbeit betrachtet werden (Kapitel 2.1.3). Zum Abschluss wird in Kapitel 2.1.4 auf einen speziellen,
im Anwendungsbereich der KI-Entscheidungsunterstiitzung relevanten Effekt eingegangen: Algorithm
Aversion. Dabei wird auch die erste Forschungsfrage der Arbeit abgeleitet, bei der dieser Effekt im

Fokus stand.

2.1.1. Der Begriff und seine Einordnung

John McCarthy, der die Forschung zu Kl 1956 begriindete, bezeichnete Kl als ,the science and
engineering of making intelligent machines, especially intelligent computer programs® (McCarthy,
2017; McCarthy et al., 1956). Wenn auch bis heute giiltig, beinhaltet diese Definition das Problem, dass
auch der Begriff ,Intelligenz” auf verschiedenen Weisen definiert wird (Legg & Hutter, 2007).
Betrachtet man die Systeme, die als KI bezeichnet werden, so ist der Begriff dhnlich unstet: Was als
Gegenstand der Kl gilt, hat sich seit den 50ern stiandig verandert (Littman et al., 2021). Eine Erkldrung
hierfir liefert der sogenannte ,KI-Effekt” (Al effect), wonach Kl nur bis zu dem Zeitpunkt als solche
bezeichnet wird, bis sie das Problem, fir das Kl als notwendig empfunden wird, l6st (erste
Beschreibung des Effekts durch Simon, 1955). Demzufolge ist eine KI, sobald sie entwickelt ist und

funktioniert, schlicht eine weitere Softwareanwendung (siehe auch P. Stone et al., 2016).

Heutige Definitionen bezeichnen Kl als eine Reihe von Technologien wie Spracherkennung,
Bildklassifizierung oder selbstlernende Systeme. Damit wire Kl der Uberbegriff tiber verschiedene
Methoden, die zum Loésen besonders komplexer Probleme verwendet werden. Die haufigsten
Methoden werden Supervised, Unsupervised oder Reinforcement Learning genannt und unter dem
Begriff ,Machine Learning” (ML) zusammengefasst (Goodfellow et al.,, 2016). Kl bezeichnet ML-
Modelle, die komplex und vielschichtig sind und eine Blackbox bilden, deren Prozesse fiir den
Menschen nicht mehr (einfach) nachzuvollziehen sind (Herm et al., 2023; Larsson & Heintz, 2020). Dass
sich die Definition von Kl im Wandel befindet, standig dem neuesten Stand anpasst und deshalb immer
wieder uneinheitlich ist, sei nicht nur als Nachteil zu betrachten, sondern erméglichte laut der ,,One
hundred year study on Artificial Intelligence” ,the field to grow, blossom, and advance at an ever-

accelerating pace” (P. Stone et al., 2016, S. 12).



Algorithmus, im Gegenzug, ist in den Computerwissenschaften klarer definiert und bezeichnet eine
schrittweise Anleitung zum Losung eines konkreten Problems (Knuth, 1997). In den
Sozialwissenschaften wird der Begriff Algorithmus sehr viel weniger eng benutzt und umfasst recht
allgemein Software, kiinstliche Intelligenz oder Computer-basierte (,embedded”) technische Systeme,
mit denen Menschen lber Bildschirme in Interaktion treten. Algorithmen lassen sich also von Robotern
oder virtuellen Realitaten abgrenzen (Glikson & Woolley, 2020). Wahrend in sozialwissenschaftlichen
Untersuchungen die Interaktion mit Algorithmen im Fokus steht, sind die technischen,
dahinterliegenden Funktionsweisen von Algorithmen weniger von Interesse oder definiert (siehe z. B.

den Begriff Algorithm Aversion; Dietvorst et al., 2014).

In den technischen Disziplinen, die fiir diese Arbeit relevant sind, wird der Begriff Algorithmus
Uberwiegend synonym verwendet mit ML-Modellen (z. B. Goodfellow et al., 2016; Molnar, 2019). Im
Zusammenschluss oder in groRerem Umfang wird auch von ML-Systemen gesprochen (z. B. Carvalho
et al., 2019). Dabei werden im Bereich Machine Learning flache und tiefe ML-Modelle unterschieden
(Goodfellow et al., 2016). Wahrend flache ML-Modelle einfacher gebaut sind und lineare Regressionen
oder Entscheidungsbdaume bezeichnen, sind ,,Deep Machine Learning Models“ vielschichtiger und
komplexer. Sie bilden dabei sogenannte neuronale Netze — englisch Deep Neural Networks —, die nicht
per se verstandlich, sondern Blackboxen sind (Goodfellow et al., 2016; Herm et al., 2023; Rudin, 2019).
Der Begriff der neuronalen Netze deutet die Anlehnung der Technologie an die Idee des menschlichen

Gehirns an. Hier schlief3t sich der Kreis zum Begriff kiinstliche Intelligenz (McCarthy et al., 1956).

In der vorliegenden Arbeit werden die beiden Begriffe KI und Algorithmus weitgehend synonym
verwendet, um computerbasierte komplexe technische Systeme und Software zu beschreiben, mit
denen Nutzende Uber einen Bildschirm interagieren und die sie bei Entscheidungen unterstiitzen. Von
Algorithmen ist dabei insbesondere im Zusammenhang mit den konkreten sozialwissenschaftlichen
Untersuchungen die Sprache, bei denen die genaue Funktionsweise weniger im Fokus steht. Hingegen

bezeichnet Kl die Systeme, die als Blackboxen anzusehen und nicht von sich aus verstandlich sind.

Eine weitere wichtige Einschrankung des Begriffs kommt durch die Anwendung, fir die Kl eingesetzt
wird, zustande. Das fur diese Arbeit relevante Verstindnis von KI zur menschlichen
Entscheidungsunterstiitzung ergibt sich durch die Idee, kiinstliche Intelligenz zu nutzen, um die

menschliche Intelligenz zu erweitern. Dieses Ziel von Kl wird im folgenden Kapitel ndher erldutert.
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2.1.2. Ein Ziel von Kl: Entscheidungsunterstiitzung

Menschen treffen stindig Entscheidungen®. Besonders bei komplexen, wichtigen Fragestellungen
machen wir uns diese bewusst, denken nach, schreiben Pro-Contra-Listen oder fragen andere um Hilfe.
Ein Grof3teil der Entscheidungen wird allerdings unbewusst und automatisch getroffen. Dies steht im
starken Kontrast zur Annahme des Menschen als homo economicus, also der Vorstellung des
Menschen als rationales nutzenmaximierendes Wesen. Diese Annahme wurde spatestens durch die
Arbeit von Amos Tversky und Daniel Kahnemann widerlegt, die mit dem Wirtschaftsnobelpreis
ausgezeichnet wurde (Kahneman et al., 1982; Tversky & Kahneman, 1973). Die aus ihrer Arbeit
entstandene Verhaltensokonomie zeigt auf, dass Menschen nicht nutzenmaximierend handeln,
sondern Heuristiken und Abkiirzungen beim Entscheiden nutzen. Wahrend diese unter den
Bedingungen von Zeit- und Ressourcenknappheit, denen das menschliche Gehirn unterliegt, sicherlich
sinnvoll sind, fiihren sie nicht in jedem Fall zu den rational besten oder richtigen Ergebnissen. Der Reiz,
die begrenzte Rationalitdat des Menschen zu erweitern und so zu besseren Ergebnissen zu gelangen, ist
schon immer grofl, weshalb Menschen Werkzeuge nutzen, um ihre Fahigkeiten zu erweitern,
dazuzulernen, bessere Entscheidungen zu treffen. Ein besonders vielversprechendes Werkzeug stellen
technische Systeme dar, die groRe Mengen an Daten durchsuchen, ordnen, emotionslos beurteilen
oder in Zusammenhang bringen kénnen: Algorithmen bzw. in ihrer komplexen Form Kl. Sie zur
Unterstltzung von Menschen bei Entscheidungen zu nutzen und so Beschrankungen des menschlichen

Gehirns zu erweitern, ist zur Erlangung bestmaoglicher Entscheidungen also attraktiv.

Der fir diese Systeme eingefiihrte Begriff ,, Entscheidungsunterstlitzungssystem®, ,Decision Support
System*” (DSS), bezeichnete dabei lange Zeit Systeme, die im Managementbereich eingesetzt wurden,
um Berichte zu erstellen, Produktplanung und MarketingmafRnahmen zu skizzieren oder Investitionen
zu bewerten. Wahrend DSS in der Arbeitswelt seit den 1970ern an Popularitat gewannen, entstand
mit zunehmend intelligenten Systemen in den 1990ern eine Brache, die — auch heute noch — Business
Intelligence genannt wird (Power, 2002; Turban et al., 2011). Die Effektivitdt dieser Systeme bei der
Unterstlitzung oder gar zum Ersatz von Menschen zeigte sich friih: Schon in den 1950ern (bertrafen
algorithmische Vorhersagen zum Verhalten von Patient*innen, die damals auf einfachen Regressionen
basierten, die Vorhersagen von Psycholog*innen (Meehl, 1954). Eine spatere Metaanalyse bestatigte
diese Uberlegenheit in einer Vielzahl von Feldern: Medizin, Bildung bis hin zu

Managemententscheidungen (Grove et al., 2000).

Ein Effekt, der sich bei Entscheidungsunterstiitzung allerdings immer wieder zeigt und bereits viel

Forschung provozierte, ist der des Advice Discounting. Damit wird die nicht- oder nur teilweise

1 1n populdrwissenschaftlichen Artikeln kursieren Zahlen von 20.000 oder gar 35.000 Entscheidungen pro Tag,
auch wenn diese Zahlen nicht wissenschaftlich belegt werden (Hoomans, 2015; Utikal, 2020).
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Befolgung eines Ratschlags beschrieben, obwohl dieser das Ergebnis verbessert hitte (Yaniv &
Kleinberger, 2000). Eine prominente Erklarung fiir Advice Discounting basiert auf der Annahme der
Informationsasymmetrie. Danach haben Nutzende zwar Informationen Uber die eigenen
Entscheidungsrechtfertigungen, nicht aber (iber die des Ratgebers. Informationen Uber
Entscheidungsfindung oder -sicherheit kdnnen hilfreich sein, diese Asymmetrie auszugleichen (Palfi et
al.,, 2022; Yaniv, 2004; Yaniv & Kleinberger, 2000). Welche Informationen hierzu den Unterschied
machen, wurde in zahlreichen Studien untersucht. Die Studien zu automatischen bzw. kiinstlichen
Beratungssystemen verbindet die grundlegende Annahme, mehr Transparenz fiihre zu einem besseren

und liberlegteren Umgang mit den Systemen.

Wahrend der Begriff DSS als Containerbegriff verschiedenste Bezeichnungen umfasst, die sich je nach
Anwendungsfall unterscheiden, ist der Fokus der Entscheidungsunterstiitzung in der vorliegenden
Arbeit nicht auf den Arbeitseinsatz, sondern auf alltdgliche Entscheidungen gelegt. Fir die hier
diskutierten Systeme sollen drei Eigenschaften gelten, die schon in den 1980ern als fir

Entscheidungsunterstitzungssysteme charakterisierend festgelegt wurden:

1. Sie sollen den Entscheidungsprozess vereinfachen.
2. Sie automatisieren keine Entscheidungen, sondern unterstiitzen den Prozess und

3. verdndern sich passend an die Anforderungen der Nutzenden (Alter, 1980).

Die vorliegende Arbeit konzentriert sich auf Interaktionen und Systeme, bei denen der Mensch als
finale*r Entscheider*in tatig ist. Es handelt sich bei der untersuchten Kl also um
Entscheidungsunterstiitzungssysteme. Jedoch werden solche Systeme betrachtet, die zur
Unterstlitzung in alltdglichen Entscheidungen dienen. Dies folgt hauptsachlich dem Zweck, keine
arbeitsrechtlichen, -organisationalen oder -systemischen Einflliisse berlicksichtigen zu miussen,
sondern Endnutzende zu untersuchen, die weder KI- noch Domé&nen-Expert*innen sind. Ein Bezug der
Ergebnisse auf Arbeitskontexte kdnnte unter Beriicksichtigung weiterer Einflussfaktoren im Anschluss

an die vorliegende Arbeit stattfinden.

2.1.3. Zielgruppen von K|

Mit der Zunahme und Popularitdt von Kl steigt auch die Zahl der an ihr beteiligten Gruppen. Waren
friher nur KI-Expert*innen mit Kl beschéaftig und gleichzeitig auch die einzigen Nutzenden, hat sich das
mit der groRen Verbreitung von Kl gedndert. Die Zielgruppe spielt eine entscheidende Rolle bei der
Untersuchung der Rahmenbedingungen und Anforderungen an Kl-Systeme (Bertrand et al., 2022;
Bhatt et al., 2020; Gerlings et al., 2022; van Nuenen et al., 2020). In der Forschung werden mehrere

Zielgruppen unterschieden, wobei sich darunter Folgende identifizieren lassen (Bertrand et al., 2022;
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Bhatt et al., 2020; Brasse et al., 2023; Herm et al., 2023; Hind et al., 2019; Larsson et al., 2019; Mohseni

et al,, 2021; van Nuenen et al., 2020):

- Entwickler*innen bzw. KI-Expert*innen
- Politiker*innen und Jurist*innen

- Datenexpert*innen

- Domanen-Expert*innen

- KI-Noviz*innen

KI-Expert*innen schreiben die Algorithmen, entwickeln ML-Modelle und wollen diese moglichst
akkurat gestalten. Sie verstehen mathematische Prozesse und Abhangigkeiten. Ihr Hauptinteresse an
transparenter Kl liegt darin, ihre Systeme durch die Nachvollziehbarkeit verbessern zu kénnen
(Bertrand et al., 2022; Brasse et al., 2023; van Nuenen et al., 2020). Politiker*innen und Jurist*innen
haben dagegen wenig technische Expertise, aber die Aufgabe, Prozesse zu verstehen, um sie in
Vertretung von dritten Betroffenen regulieren und kontrollieren zu kénnen. Sie sind also einerseits auf
Zuarbeit und Gutachten von Kl-Expert*innen angewiesen, aber miissen andererseits als
Ubersetzer*innen zwischen ethischen Regulierungen und mathematisch-, Kl-basierter Fairness
fungieren (Hind et al., 2019; Larsson, 2019; van Nuenen et al., 2020). Zu dieser Kategorie lassen sich
auch ,,Examiner” zuordenen, also Personen, die Kl nach vorgegebenen Kriterien untersuchen und

beispielsweise auditieren. Hier ist der Ubergang zu KI-Expert*innen flieRend (Cambria et al., 2023).

Datenexpert*innen hingegen wenden KI-Systeme in der Forschung oder Industrie an. Entsprechend
kennen sie sich nicht mit den technischen Hintergriinden der Systeme aus, haben aber ein Interesse
daran, die Modell-Daten-Passung zu verbessern, um so exaktere Aussagen zu generieren (Mohseni et
al.,, 2021). lhre Abgrenzung zu Domadnen-Expert*innen ist flieRend, da sich unter Doménen-
Expert*innen auch solche aus dem Datenbereich befinden kdnnen. GleichermalRen sind unter
Domaédnen-Expert*innen aber auch Expert*innen anderer Bereiche zu finden, wie z. B. Prozess-
Optimierer*innen oder HR-Verantwortliche, die sich gut mit ihrer Domane auskennen und
beispielsweise (sehr) falsche Ergebnisse erkennen, die aber Ublicherweise nicht mit KI-Entwicklung, -
Verbesserung oder -Implementierung betraut sind. Domanen-Expert*innen sind haufig Endnutzende
von Kl im Arbeitskontext (Bertrand et al., 2022; Brasse et al., 2023; Herm et al., 2023). Entsprechend
ist auch hier der Ubergang zu KlI-Noviz*innen flieRend, wobei mit dieser Nutzendengruppe eher
Endnutzende aus privater Nutzung bezeichnet werden. Sie haben besonders wenig Wissen Uber
Technik und Kl, wissen teilweise nicht einmal, dass sie ein KI-System nutzen. Fir sie sind Nutzen und
Bedienbarkeit von hochster Bedeutung (Mohseni et al.,, 2021). In der Gegeniberstellung mit
Expert*innen wird diese Nutzendengruppe auch haufig als Laien bezeichnet (Ribes et al., 2021;

Shulner-Tal et al., 2023).
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Die vorliegende Arbeit befasst sich mit den Auswirkungen transparenter Kl auf die Nutzung der
Systeme durch Endnutzende. Dabei steht kein expliziter Arbeitskontext im Fokus, also keine spezielle
Domaénen-Expertise, vielmehr wurde bei Auswahl und Design der Studien darauf geachtet, Expertise
als Faktor weitestgehend auszuschlieRen. Die Studien befassen sich also mit Endnutzenden, die in

erster Linie KI-Noviz*innen bzw. Laien sind.

2.1.4. Algorithm Aversion

Betrachtet man die Nutzung von KI-Systemen durch Laien, ergeben sich zwei Tendenzen. Einerseits
zeigt sich zu groBes Vertrauen, Overtrust, in die Systeme und eine mangelnde kritische
Auseinandersetzung mit ihnen: ein Effekt, der insbesondere bei Hypes einzelner Systeme wie
beispielsweise ChatGPT deutlich wird (Garcia et al.,, 2021; Grigutyté, 2023; Wang et al., 2023).
Andererseits findet sich seit langerem der stabile Effekt der Algorithm Aversion, bei dem meist die
Nutzung eines menschlichen mit einem algorithmischen Ratgeber verglichen wird. Wahrend er in
seinem urspriinglichen Verstandnis noch die grundsatzliche Ablehnung von Algorithmen bezeichnete,
wird er heute spezifischer verwendet (siehe Filiz et al., 2023, fir eine Ubersicht verschiedener
Definitionen). Denn Studien zeigen inzwischen uneinheitliche Ergebnisse bezlglich der Ablehnung von
KI: So kommt es bei der Nutzung von Kl immer haufiger zu ,Algorithm Appreciacion” oder zumindest
einer gleichhdufigen Nutzung von menschlichem und algorithmischen Rat. Insbesondere bei
objektiven oder utilitaristischen Fragestellungen werden Algorithmen menschlichen Ratgebern

vorgezogen (B. Berger et al., 2021; Logg et al., 2019).

Was Uber die allgemeine Ablehnung von Kl hinaus heute haufig mit dem Begriff Algorithm Aversion
bezeichnet wird, ist der Rlickgang der Nutzung, der sich zeigt, nachdem Nutzende ein fehlerhaftes
Ergebnis des Systems erfahren haben(Burton et al., 2020; Dietvorst et al., 2014; Mahmud et al., 2022).
Besonders problematisch ist: Algorithm Aversion zeigt sich auch, wenn das Ablehnen der KI-
Unterstlitzung zu insgesamt schlechteren Urteilen fihrt, wie wenn Nutzende allein oder mithilfe eines
menschlichen Ratgebers entscheiden. AuBerdem scheint der Effekt bei wichtigen Entscheidungen
zuzunehmen (Filiz et al.,, 2023). Der Effekt, den Algorithmus wegen eines vorherigen Fehlers
abzulehnen, fihrt also zu schlechteren Ergebnissen. Aus diesem Grund stellt Algorithm Aversion eine

Gefahr fiir gutes Entscheiden dar und MaRnahmen zur Uberwindung sind vonnéten.

Zahlreiche Studien zeigen MaRnahmen, die zur Uberwindung von Algorithm Aversion ergriffen werden
kénnen. Haben Versuchspersonen die Moglichkeit, prasentierte Algorithmen-Vorschlage zu
verandern, nutzen sie einen Algorithmus nach einem Fehler mehr und sind mit dem Ergebnis
zufriedener, im Vergleich dazu, wenn sie ihn nicht anpassen diirfen und seinen Vorschlag einfach
Ubernehmen missen. Diese Kontrolle, die die Versuchspersonen gewinnen, fiihrte insgesamt zu

besseren Entscheidungen als ohne Algorithmennutzung (Dietvorst et al., 2018). In einer Studie von
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Berger et al. zeigte sich eine geringere Algorithm Aversion nach einer Fehlererfahrung, wenn die
Versuchspersonen im Anschluss an den Fehler eine Verbesserung des Algorithmus beobachten
konnten; wenn der Algorithmus durch den Fehler also dazulernte (B. Berger et al., 2021). Damit
wurden die Potentiale heutiger KI-Systeme in der Studie bericksichtigt (Lohoff & Rihr, 2021).
Tatsachlich wird als ein Grund fir das Auftreten von Algorithm Aversion die Annahme der Nutzenden
aufgefihrt, Algorithmen wirden im Gegensatz zu Menschen nicht aus ihren Fehlern lernen (Reich et
al., 2022). Nutzende ndhmen bei einem Fehler an, ,that a single mistake signals that the algorithm is
irrevocably flawed or simply broken” (Reich et al., 2022, S. 2). Diese Annahme ins rechte Licht zu
riicken, bietet also einen Ansatz zur Uberwindung von Algorithm Aversion. Eine Méglichkeit hierfiir, so
postuliert die vorliegende Arbeit, stellt Information Gber die Algorithmusakkuratheit dar. Transparenz
dariber, dass sich Kl irren kann, weil sie keine 100 %, sondern moglicherweise nur 80 % Sicherheit

bietet, konnte die falsche Annahme, ein einziger Fehler offenbare ein defektes System, regulieren.

In einer weiteren Studie, die die Nutzung von Algorithmenhinweisen bei Schachzligen untersuchte,
zeigten Versuchspersonen hohes initiales Vertrauen in den Algorithmus, das bei einem Fehler rapide
abbaute und anschlieBend nur langsam wieder zunahm. Jedoch beschriankte sich das verlorene
Vertrauen nicht nur auf den Algorithmus, sondern die Versuchspersonen wurden auch selbst
unsicherer und verloren Vertrauen in ihre eigene Leistung (Chong et al., 2022). Vorangehende
Information Uber die Akkuratheit des Algorithmus kénnte also nicht nur das (moglicherweise)
Uberhohte initiale Vertrauen in den Algorithmus, sondern auch die Verunsicherung der

Versuchspersonen regulieren.

Die emotionalen Prozesse hinter Algorithm Aversion untersuchte eine Studie, in der verschiedene
hypothetische Situationen einer Interaktion mit Algorithmen zu bewerten waren. Die algorithmischen
Fehlerfdlle 16sten intensivere negative Gefiihle und Verhaltensintentionen aus als menschliche Fehler,
flhrten jedoch zu weniger Schuldzuschreibungen als bei menschlichen Fehlern (Renier et al., 2021).
Die Autoren ziehen daraus die Schlussfolgerung, Fehler wiirden als menschlich, nicht algorithmisch
angesehen. Diese Annahme stitzt, dass ,participants with the human advisor framing initially
expected a significantly lower forecasting accuracy (mean = 10.91% absolute error, n =61, SD = 11.62)
compared to the algorithmic advisor framing (mean = 8.46% absolute error, n = 65, SD = 13.07)"

(Daschner & Obermaier, 2022, S. 91).

Diese Ubererwartung an Kl, also die Annahme, KI und Algorithmen arbeiteten fehlerfrei, dient
paradoxerweise als eine weitere Erklarung fur Algorithm Aversion (Dzindolet et al., 2003; Prahl & Swol,
2017). Bei einer Verletzung dieser Makellosigkeitserwartung sind Nutzende abgeschreckt und glauben,
das System sei ganzlich disfunktional. Dies ist deshalb problematisch, da Kl die Realitdt nur in Modellen

nachbilden kann und daher irgendwann zwanglaufig Fehler produziert. Folgt man der Argumentation
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Kiinstliche Intelligenz erkldren, verstehen, nutzen

der Makellosigkeitserwartung, konnte also Information Uber die tatsachlich eingeschrankte
Akkuratheit von Algorithmen der Uberwindung von Algorithm Aversion dienen. In einem ausfiihrlichen
Review zum Effekt argumentieren auch Burton und Kolleg*innen, ein Ansatz zur Uberwindung von
Algorithm Aversion sei ,Algorithm Literacy”, also Wissen Uber Funktionsweise, Einsatz und Grenzen
von Algorithmen (Burton et al., 2020). Es stellt sich die Frage, inwiefern eine Akkuratheitsangabe die
Ubererwartungen maRigen und dadurch Algorithm Aversion abschwichen kann. Wie Abbildung 2

schematisch dargestellt, gilt es also zu klaren:

Forschungsfrage (a) ,Fehlerfall“: Inwieweit fithren Angaben von Akkuratheit eines

Algorithmus dazu, dass dieser auch nach einem Fehlerfall genutzt wird?

Abbildung 2: Schematische Darstellung von Forschungsfrage (a) im Rahmen der Gesamtarbeit; der Weight of
Advice (WOA) ist dabei die Operationalisierung von Nutzung.

Transparenz von Kl

Information Uber
Akkuratheit

=
|

191y24

Nutzung (WOA)

FF (a) ,,Fehlerfall”

In einer Studie untersuchten Daschner und Obermaier (2022) den Effekt der Akkuratheit relativ zur
Teilnehmenden-Akkuratheit. Sie gaben in mehreren Runden Riickmeldung zur prozentualen
Akkuratheit der Versuchspersonen und manipulierten die Akkuratheit eines Beratungssystems (vs.
eines menschlichen Ratgebers) als besser, gleich oder schlechter als die der Versuchspersonen.
Tatsachlich ergab sich keine Reduzierung der Algorithmennutzung, wenn deren Akkuratheit besser
oder gleich war als die der Nutzenden, sondern nur, wenn der Algorithmus eine geringere Akkuratheit
aufwies als die Nutzenden (Daschner & Obermaier, 2022). Ebenso zeigte eine Studie ,stated accuracy
does have a significant effect” sowohl in der Nutzung der Model-Ratschldge als auch im berichteten
Vertrauen (Yin et al., 2019, S. 2). Gleichzeitig untersuchten die beiden Studien nur den Effekt einer
vorgegebenen Akkuratheitsangabe auf die generelle Nutzung eines Algorithmus, nicht auf Algorithm
Aversion, wie sie heutzutage verstanden wird, also nach einem Fehlerfall. Ob die in den Studien
ermittelten positiven Effekte auch im Fehlerfall wirken, wird in der entsprechenden Studie in Kapitel 4

untersucht.
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Zunachst folgen jedoch die Herleitung des Begriffs Transparenz, seine geschichtliche Einordnung sowie
seine Bedeutung im Zusammenhang mit Kl im nachfolgenden Kapitel. Die vorliegende Arbeit versteht
Akkuratheit als offenzulegende Information tber Kl und damit als Bestandteil von Transparenz. Im
Rahmen des Kapitels zu Akkuratheit 2.2.3 wird jedoch auch die gegenteilige Sicht von Akkuratheit als

Gegenspieler von Transparenz erlautert.

2.2.  Transparenz

Dieses Kapitel nimmt eine Einordnung des Begriffs Transparenz vor, der sich von einem politischen
Verstandnis in ein vielfach genutztes, idealisiertes Konzept gewandelt hat, das schwer zu fassen ist.
Diese Entwicklung des Begriffs und aktuelle politische Auseinandersetzungen mit KI-Transparenz
finden sich in Kapitel 2.2.1. AnschlieBend gibt Kapitel 2.2.2 eine Ubersicht tiber verschiedene Konzepte,

die dem Oberbegriff Transparenz haufig zugeordnet werden, und ordnet sie ein.

Darauf folgt in Kapitel 2.2.3 die Auseinandersetzung mit dem besonderen Ansatz der Akkuratheit, die,
wie gerade beschrieben, sowohl als Gegenspieler als auch als Bestandteil von Transparenz angesehen
werden kann. Entwickler*innen, die im Bereich Explainability arbeiten, postulieren, Transparenz
erhohe Vertrauen, Akzeptanz und Nutzung von Kl und helfe Endnutzenden, KI-Skepsis zu Gberwinden.
Welche technischen Ansdtze zu Kl-Transparenz bestehen und mit welchen Ansdtzen diese aktuell
hergestellt wird, beschreibt Kapitel 2.2.4. Die Erlauterung von Transparenz schlieBt mit der Darlegung

des Transparenzverstandnisses in der vorliegenden Arbeit (Kapitel 2.2.5).

2.2.1. Geschichte des Begriffs

Als der Begriff Transparenz in den 1990er Jahren an Popularitdt gewann, bezeichnete er in erster Linie
ein wirtschaftspolitisches Verstdandnis (Forssbaeck & Oxelheim, 2014; Larsson & Heintz, 2020) und
stellte ,,a public value embraced by society to counter corruption” dar (Ball, 2009, S. 293). Im weiteren
Verlauf wurde Transparenz haufig mit Begriffen wie Offenheit in Verbindung gebracht und einem
politisch-wirtschaftlichen Verstdndnis von Transparenz, beispielsweise Offenheit in Prozessen oder
Politik (Felzmann et al., 2019; Flyverbom, 2016; Fung et al., 2007). In Bezug auf Technologie steht
Offenheit fur positive Attribute wie ,offene Daten” oder ,,Open Source” (Larsson & Heintz, 2020).
Gleichzeitig birgt der Begriff der Offenheit im Sinne von Transparenz auch ein Paradox, bei dem ,,a
genuinely well-intended discourse of openness may lead to unintended consequences” (Larsson &
Heintz 2020, S. 6). Als Gefahr sehen sie den Missbrauch von offenen Daten oder die — absichtliche oder
unabsichtliche — Verwirrung von Nutzenden durch die Veroéffentlichung von zu viel und
unstrukturierter Information. Viele Forschende &uflern Kritik an der Vorstellung, samtliche
Komponenten eines Algorithmus 6ffentlich preiszugeben, da dadurch sensible Daten freigelegt oder

Unternehmensinformationen von Wettbewerbern ausgenutzt werden konnten (de Laat, 2018).
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Ein weiterer Bestandteil von Transparenz, insbesondere im sozialwissenschaftlichen Diskurs, ist die
Rechenschaftspflicht (accountability). Dieser Begriff ist schwer zu fassen, da er sowohl einen Aspekt
als auch ein Ergebnis von Transparenz bezeichnet (Ananny & Crawford, 2018; Felzmann et al., 2020;
Wieringa, 2020). Rechenschaftspflicht ist insofern mit Transparenz verkniipft, ,that any observation
into a system’s logic provides insight, and this insight creates knowledge, which in turn is a
precondition for holding systems accountable” (Felzmann et al., 2020, S. 3338). In dieser Hinsicht ist
Transparenz aus sozialrechtlicher Perspektive ein Mittel, ,for keeping society ,in-the-loop’, wie
Larsson argumentiert (2019, S. 574). Gleichzeitig kann die Rechenschaftspflicht auch das Ergebnis eines
transparenten Systems sein, so dass sich Nutzende in der Kontrolle und verantwortlich fiir das System
fuhlen (Rader et al., 2018). In Bezug auf Kl ist das Thema Rechenschaftspflicht hdufig eines, das unter
juristischen, ethischen und philosophischen Gesichtspunkten betrachtet wird: Wenn KI autonom
handelt, wer ist dann fir ihr Handeln verantwortlich? Und kann Kl oder Technologie iberhaupt fir ihr

Handeln verantwortlich sein?

Aufgrund der Herausforderungen in Bezug auf die Rechenschaftspflicht betont Flyverbom (2016), dass
Transparenz als eine ,,form of visibility management” (S. 110) betrachtet werden sollte, das, , like other
visibility practices [...] involves decisions about what to disclose and to whom and what to keep out of
sight” (S. 112). Nach Stohl et al. (2016) besteht diese Sichtbarkeit aus drei Attributen: ,availability of
information, approval to disseminate information, and accessibility of information to third parties” (S.
123). Obwohl grundsatzlich dann Transparenz angenommen wird, wenn alle drei Attribute erfiillt sind,
betonen Stohl und ihre Kollegen ein daraus resultierendes , transparency paradox”: ,,when there is an
abundance of information available, it is often difficult to obtain useful, relevant information.” (S. 134).
Daher sollten weder Sichtbarkeit noch Transparenz das ultimative Ziel sein, sondern Sichtbarkeit

gesteuert werden, um die effektive Nutzung von Informationen zu verbessern.

Mit der Digitalisierung und zuletzt insbesondere der Zunahme technischer Systeme, erweiterte sich
das Verstindnis des Begriffs Transparenz zu einer Voraussetzung flr einen ethischen und
verantwortungsvollen Umgang mit Daten (Larsson & Heintz, 2020). Ab den 2010er Jahren nahm die
Zahl der Studien zu ethischer KI und maschinellem Lernen massiv zu und Transparenz in der Kl sowie

die Forschung zu XAl gewannen an Popularitat (Larsson et al., 2019; siehe Abbildung 3).
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Abbildung 3: Die Zahl der Veréffentlichungen auf EBSCOhost zu ,,explainability” oder , interpretability“
zusammen mit ,ai” oder , artificial intelligence “, abgerufen (iber scopus fiir die Jahre 2017 bis 2023
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Anmerkung. Stand Juni 2024.

Definitionen von transparenter KI umfassen KI-Mechanismen und ihre zugrundeliegende Logik bis hin
zur Moglichkeit, Einblicke in die Blackbox zu erhalten, Systeme zu verbessern, Rechenschaftspflicht
herzustellen und Diskriminierung zu verhindern (Ananny & Crawford, 2018). So wurde Transparenz zu

IM

einem ,modern, surprisingly complex [..] ideal” (Koivisto, 2016, S. 2): Transparenz kunstlicher
Intelligenz gilt als Vorrausetzung fir menschliche Entscheidungsautonomie und damit als
herzustellenden Zielzustand, um ethische Anforderungen — und neu aufgestellte rechtliche
Rahmenbedingungen —zu erfillen (Al HLEG, 2019; Jobin et al., 2019; Digital Services Act, 2022). Ebenso
vertreten immer mehr Forschende und Praktiker*innen die Annahme, auch Unternehmen gingen bei
der Nutzung intransparenter Algorithmen ein Risiko ein. Sie kdnnten dann nicht nachvollziehen,
welche Entscheidungen ein System tatsachlich trifft, inwiefern es Verzerrungen ausschlieft und
welchen zugrundeliegenden Interessen es dient (Diakopoulos, 2016; Rudin, 2019). Gleichzeitig und
parallel zur Annahme, politische Transparenz fiihre zu mehr Vertrauen in Parlamente und Demokratie,
wird argumentiert, Transparenz in Kl starke das Vertrauen von Nutzenden in KI-Systeme und damit
ihre Akzeptanz und Nutzung (Felzmann et al., 2019; Jobin et al., 2019; Shulner-Tal et al., 2023).
Ergdnzend dazu soll KI-Transparenz als Mittel dienen, Informationen tber Algorithmen zu erhalten, die
,monitoring, checking, criticism, or intervention by interested parties” ermoglichen (Diakopoulos &
Koliska, 2017, S. 811). All diese Perspektiven erklaren jedoch nicht, was Transparenz ,means, to whom
it related, and to what extent it is beneficial” (Felzmann et al., 2020, S. 3336). Der Begriff und das
Verstandnis von Transparenz bleiben also ,,quite malleable and therefore [...] can mean all things to all
people” (Fox, 2007, S. 664). Das zeigt sich auch daran, dass Transparenz mit weiteren Konzepten wie
,explainability, interpretability, openness, accessibility, and visibility, among others” in Verbindung

gebracht wird (Felzmann et al., 2020, S. 3335).

Dabei hat sich die Forderung nach Transparenz als Anforderung an Kl seit den 1990er und 2000er

Jahren malgeblich verscharft. Denn mit der gestiegenen Komplexitdt von KI und den damit
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verbundenen Modellen — insbesondere Deep Learning und dadurch entstehende Deep Neural
Networks — sind Blackbox-Systeme entstanden, die von sich aus keine Erklarungen liefern oder ihre
innenliegenden Prozesse nachvollziehbar machen (kdnnen) (Arrieta et al., 2020). In ihrer ersten
Veroffentlichung im Jahr 2019 kam die Hochrangige Expertengruppe fiir kiinstliche Intelligenz der EU-
Kommission (Al High Level Expert Group: Al HLEG) zu dem Schluss, ,those [legal regimes] regarding
transparency, traceability and human oversight are not specifically covered under current legislation”
(Al HLEG, 2019, S. 9). Im Zuge ihrer Arbeit entwickelte die Al HLEG eine Bewertungsliste fiir

vertrauenswirdige KI, die sieben Anforderungen umfasst:

Human Agency and Oversight,

Technical Robustness and Safety,

Privacy and Data Governance,
Transparency,

Diversity, Non-discrimination and Fairness,

Societal and Environmental Well-being und

N o v ok~ w N oE

Accountability (Al HLEG, 2020).

Transparenz umfasst drei Elemente: “1) traceability, 2) explainability and 3) open communication
about the limitations” (S. 14). Traceability bezeichnet die Anforderung, die Herkunft und Verarbeitung
der Daten und KI-Modelle sowie Ergebnisse zu dokumentieren und nachvollziehbar zu machen.
Explainability umfasst die bendtigte Erklarbarkeit, die gegeniiber Nutzenden des Systems hergestellt
und regelmaRig gepriift werden soll. Eine offene Kommunikation bedeutet, Nutzenden mitzuteilen,
dass sie mit einem System interagieren, seine Fdhigkeiten, Risiken und auch die Akkuratheit des

Systems zu kommunizieren sowie adaquates Trainingsmaterial zu seiner Nutzung bereitzustellen.

Aufbauend auf den Vorarbeiten der Al HLEG wurden seit 2020 verschiedene politische Initiativen der
Europaischen Union und Kommission angestoRen. Ein Ergebnis der Arbeit ist der Digital Service Act,
der mehr Sicherheit fiir Nutzende von Online-Diensten gewadhrleisten und die Durchsetzung von
Grundrechten moglich machen soll. Im ersten Schritt wurden sehr grofRe Online-Plattformen
verpflichtet, verschiedene Nutzungszahlen offenzulegen und eine Risikoeinschatzung vorzunehmen
(Digital Services Act, 2022). Parallel wurde seit 2021 an einem Gesetz fiir die Regulierung von Ki
gearbeitet, das 2024 vom Europdischen Rat angenommen wurde. Dieses unterscheidet zwischen KI-
Systemen mit hochrisikoreichem, risikoreichem und allgemeinem Verwendungszweck. Abhangig
davon ergeben sich unterschiedlich strenge Regularien und Meldepflichten. Generell hinaus missen
KI-Systeme, die mit Menschen interagieren oder zur Erkennung von Emotionen oder biometrischer
Kategorisierung eingesetzt werden, sich als solche zu erkennen geben. Ebenso missen kiinstlich

erstellte Medieninhalte oder Texte als solche gekennzeichnet werden (Verordnung Gber kinstliche
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Intelligenz, 2024; Artikel 50). Wahrend Kl fiir besonders gefahrliche Zwecke, z. B. zur Tduschung oder
Manipulation, zum sozialen Profiling oder zur biometrischen Kategorisierung von Personen oder
Gruppen, verboten werden, gilt flr risikoreiche KlI-Dienste die Pflicht zur Registrierung in einer
europdischen Datenbank und der Angabe umfangreicher Informationen. Fir alle Systeme gilt das

Ill

Recht , auf Erlduterung der Entscheidungsfindung im Einzelfall“ (Artikel 86). Darliber hinaus verweist

das Gesetz auf die oben genannten Veroffentlichungen der Al HLEG zu vertrauenswiirdiger KI:

,Transparenz bedeutet, dass KI-Systeme so entwickelt und verwendet werden, dass sie
angemessen nachvollziehbar und erklarbar sind, wobei den Menschen bewusst gemacht
werden muss, dass sie mit einem KI-System kommunizieren oder interagieren, und dass die
Betreiber ordnungsgemaR lber die Fahigkeiten und Grenzen des KI-Systems informieren und
die betroffenen Personen Uber ihre Rechte in Kenntnis setzen mussen. [....] Die Anwendung
dieser Grundsatze sollte, soweit moglich, in die Gestaltung und Verwendung von KI-Modellen

einflieRen.” (Verordnung Gber kinstliche Intelligenz, 2024; Absatz 27)

Obwohl die bestehenden Anforderungen zunehmen, spezifizieren sie jedoch selten, was unter
Transparenz zu verstehen ist. Im Rahmen des neuen EU-Gesetzes werden diverse EU-Institutionen zur
Prifung von Kl eingesetzt. Auch enthalt es obige Definition von Transparenz, die flir Endnutzende zu
gelten hat. Was aber ,,ordnungsgemaR [...] in Kenntnis setzen” bedeutet, bleibt offen. Ahnliches trifft
auch auf die Allgemeine Datenschutzgrundverordnung (DSGVO) zu, wie Felzmann et al. feststellen, die
das ,level of detail [of] a ,meaningful’ explanation” vermissen lasse (2019, S. 3). Und auch der 2020
ratifizierte deutsche Medienstaatsvertrag, der nun auch Medienplattformen wie Google News oder
YouTube betrifft, fordert in Paragrafen 85 von den Anbietern Transparenz. Dies beinhaltet die Frage,
warum wer welche Inhalte angezeigt bekommt oder in welcher Reihenfolge (Medienstaatsvertrag,
2020). Doch wie gepriift wird, ob diese Inhalte versténdlich sind oder wie sie prasentiert werden
missen, bleibt offen. In der Forschung zu KI-Transparenz und insbesondere bei der KI-Entwicklung
gestaltet es sich deshalb schwierig, die erforderlichen Anforderungen zu bericksichtigen, selbst wenn

dies angestrebt wird (Felzmann et al., 2019; Larsson et al., 2019; Larsson & Heintz, 2020).

Die Frage, was eine sinnvolle Erklarung darstellt, gilt es also zu beantworten, um sie bei Design,
Entwicklung und Einsatz von Kl bericksichtigen zu kdnnen. Eine Auseinandersetzung mit den Begriffen
und der bereits bestehenden Forschung aus dem Bereich Transparente Kl findet in den folgenden

Kapiteln statt.

2.2.2. Arten von Transparenz in K|
Transparenz in Kl bezeichnet die Moglichkeit, zu verstehen und zu erklaren, wie KI-Modelle

Entscheidungen treffen. Unter dem Begriff KI-Transparenz existieren vielfaltige Konzepte, die auf
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unterschiedliche Weisen untersucht und umgesetzt und haufig austauschbar genutzt werden. In ihrer
mehrere Disziplinen umfassenden Ubersicht strukturieren Mohseni und ihre Kollegen (2021) die
wichtigsten dieser Begriffe: Sie unterscheiden zwischen den Konzepten ,Intelligible Systems”

|Il

(verstandliche Systeme) und ,Transparent Al“ (transparente Kl), denen sie verschiedene Ansédtze

zuordnen (siehe Tabelle 1).

Tabelle 1: Ubersicht und Klassifizierung verschiedener Konzepte von transparenter Kl bzw. versténdlichen
Systemen

Intelligible Systems (verstandliche Systeme) Hauptkonzept

Verstdndlichkeit (Understandability/intelligibility)
Erwiinschte Eigenschaften

Vorhersagbarkeit (Predictability)

Vertrauenswirdigkeit (Trustworthyness)

Verlasslichkeit (Reliability) Erwiinschtes Ergebnis
Sicherheit (Safety)
Transparente Kl (Transparent Al) Hauptkonzept

Interpretierbare Kl (Interpretable Al)
Praktische Ansatze

Erklarbare KI (Explainable Al)

Interpretierbarkeit (Interpretability)
Erwinschte Eigenschaften

Erklarbarkeit (Explainability)

Rechenschaftspflichtige KI (Accountable Al)
Erwiinschtes Ergebnis

Faire Kl (Fair Al)

Anmerkung. Tabelle nach Mohseni et al., 2021, S. 8, eigene Ubersetzung.

Die Autor*innen unterscheiden zuniachst die beiden Hauptkonzepte ,transparente KI“ und
yverstandliche Systeme”. Dabei stellt transparente Kl die Kl-basierte Klasse von verstdndlichen
Systemen dar und damit die technische Umsetzung von diesen. Verstandlichkeit und
Vorhersagbarkeit sind zwei Unterkategorien von verstandlichen Systemen, die in psychologischer und
nutzendenzentrierter Forschung besonders von Interesse sind. Es geht dabei um durch Nutzende
wahrgenommene Eigenschaften, an denen ein verstandliches System gemessen werden kann.
Transparente Kl hingegen lasst sich durch die technisch verstandenen Ansatze , Interpretierbarkeit”
und ,Erklarbarkeit” beschreiben. Der Weg zu diesen Ansatzen fiihrt Uber interpretierbare und
erklarbare Kl. Interpretierbare Kl und erklarbare Kl sind somit erforderlich, um rechenschaftspflichtige
und faire Kl zu erreichen. Um eine Kl zu entwickeln, die als verstandliches System gilt, sind sie
auBerdem notig, um die Eigenschaften des Systems — Verstandlichkeit und Vorhersagbarkeit —
herzustellen, durch die das erwiinschte Ergebnis — Vertrauenswiirdigkeit, Verldsslichkeit und
Sicherheit — geschaffen werden kann. Vor diesem Hintergrund betonen die Autor*innen, was auch fir

diese Arbeit zentral ist: Durch die Hinzunahme von Kl ergdben sich auch fiir die Kategorien der
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verstandlichen Systeme neue Fragen, ,that were not necessarily problematic in intelligible rule-based

systems but now require closer attention from research communities” (Mohseni et al., 2021, S. 7).

Einerseits ermoglicht diese Unterteilung von Mohseni et al. eine Unterteilung in subjektive
Systemeigenschaften, an denen ein Ubergeordnetes verstandliches System gemessen werden kann,
sowie die Unterordnung von transparenter Kl und ihrer technisch zu verstehenden Konzepte.
Andererseits ist diese, ebenso wenig wie andere Einteilungen von Kl-Transparenz nicht verbreitet.
Andere Autor*innen nutzen und verstehen die Begrifflichkeiten unterschiedlich oder sehr viel weniger
systematisch. So fordert beispielsweise die Europdische Union im Digital Service Act von Online-
Medienanbietern, diese haben ein ,adequate level of transparency and accountability” herzustellen
(Digital Services Act, 2022, Abs. 49). Auch gelten die Kriterien FAT —fair, accountable, transparent —im

politisch-rechtlichen Zusammenhang haufig als allgemeine Anforderungen an Kl (Larsson, 2019).

In einer weiteren haufig vorgenommenen Unterscheidung bezeichnet Interpretierbarkeit die Art der
Transparenz, die von sich aus vorhanden ist, weil die Prozesse und Entscheidungen eines Systems
nachvollzogen werden konnen. Die Sprache ist dabei oftmals von opaken Systemen:
Entscheidungsregeln sind nachvollziehbar, verstandliche Entscheidungsbdume liegen vor (Arrieta et
al., 2020; Mohseni et al., 2021). Entsprechend bezeichnet Erklarbarkeit/Explainability eine nachtraglich
hinzugefiigte Transparenz, weil Systeme von sich aus nicht erkldrbar sind und erst durch nachtraglich
erganzte Modelle (Post-Hoc Explainability) erklarbar werden. Dies ist bei komplexen Systemen wie
Deep Neural Networks nétig (Herm et al., 2023; Mohseni et al., 2021; Murdoch et al., 2019; Rudin,
2019). Auch wenn diese Unterscheidung sehr prominent ist, ist sie doch in erster Linie eine technische,
die lediglich das System betrachtet (weitere technische Ansatze zu transparenter Kl finden sich in
Kapitel 2.2.4). Verschiedene Autor*innen nutzen die Begriffe auf andere Weise und bezeichnen
beispielweise Interpretability als Zustand des Systems und Explainability, abhdngig vom jeweiligen
Empfanger (Brasse et al., 2023; Molnar, 2019). Aber auch hier herrscht Uneinigkeit iber die genauen

Begrifflichkeiten.

Eine weitere Argumentationslinie entfernt sich ganz von technischen Auseinandersetzungen und
fordert, Transparenz ausgehend von den Nutzenden zu definieren: Verschiedene Zielgruppen haben
unterschiedliche Anspriiche, miissen entsprechend unterschieden und abhangig davon Transparenz
gewadhrleistet werden (Gerlings et al., 2022; van Nuenen et al., 2020). So verstehen Entwickler*innen,
Politik, Jurist*innen und Endnutzende verschiedene Dinge unter transparenter KI und haben
verschiedene Bedarfe nach und an Transparenz. Van Nuenen und Kollegen betonen: ,The goal of
transparency, we should not forget, is human understanding” (2020, S. 7). Demzufolge bedarf es neben
einer technischen und algorithmischen Transparenz fiir Endnutzende also anderer Informationen, um

Verstandnis zu fordern, Vertrauen herzustellen und am Ende eine informierte Nutzung zu ermdglichen.
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Angesichts der Unklarheit, welche Informationen eine solche Transparenz umfassen sollte und der
dadurch unklaren Anforderungen, die Endnutzenden an Kl-Transparenz stellen, gilt fir die vorliegende

Arbeit zu kldren (siehe Abbildung 4):

Forschungsfrage (b) ,,Nutzendenanforderungen“: Welche Anforderungen an Transparenz in
Kl fir Endnutzende bestehen und inwiefern unterscheiden sich diese nach Eigenschaften der

KI?

Als Eigenschaften der KI werden dabei diejenigen Systemfaktoren bezeichnet, durch die sich ein
System auszeichnet, also beispielsweise der Anwendungskontext oder die Relevanz, die mogliche
Fehler des Systems auf das Leben der Nutzenden haben. Im Rahmen einer qualitativen Studie wird
untersucht, welche Anforderungen fiir die Transparenz von Kl erfiillt sein miissen, damit Endnutzende
Vertrauen in die Kl haben und bereit sind, sie zu nutzen. Es wird auch analysiert, inwieweit

verschiedene Eigenschaften des Systems diese Anforderungen beeinflussen.

Abbildung 4: Schematische Darstellung der Forschungsfrage (b) im Rahmen der Gesamtarbeit; die
Unterscheidung von globaler und lokaler kiinstlicher Intelligenz (KI) folgt in Kapitel 2.2.4.

Nutzenden- Systemfaktoren & -
anforderungen eigenschaften

Transparenz von Kl

Vertrauen & potentielle Nutzung

Zunéchst wird jedoch auf einen speziellen Fall von Transparenz eingegangen. Akkuratheit wird sowohl
als Gegenspieler als auch als Teil von Transparenz verstanden und muss entsprechend naher erlautert

werden.

2.2.3.  Akkuratheit

Wie beschrieben, unterscheidet eine prominente Einteilung von Kl-Transparenz Interpretierbarkeit
und Erklarbarkeit. Dabei gilt: Einfachere ML-Modelle sind von sich aus opak und werden als
interpretierbar bezeichnet. Komplexere KI-Systeme werden zu Blackboxen wund erfordern

nachtragliche Erklarungen, um sie transparent zu machen (Arrieta et al., 2020; Herm et al., 2023;
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Mohseni et al., 2021; Murdoch et al., 2019; Rudin, 2019). Weshalb komplexere KI-Systeme den opaken,
einfacheren Systemen vorgezogen werden, ist ihre genauere Abbildung der komplexen Welt, die zu
besseren Vorhersagen oder Ergebnissen fihrt. Performance und Transparenz wirken demnach
gegenldufig, es kommt zu einem Zielkonflikt zwischen moglichst guten und moglichst verstandlichen

KI-Modellen (Arrieta et al., 2020; Lipton, 2018; Murdoch et al., 2019; Rai, 2020; Rudin, 2019).

Manche Forscher*innen argumentieren, in dieser Abwagung sollte man sich fur Erklarbarkeit und
Interpretierbarkeit entscheiden, um sicherstellen zu konnen, dass die Modelle tatsachlich tun, was sie
tun sollen (Rudin, 2019). Andere Autor*innen verweisen auf die Moglichkeit, hochkomplexe KI-
Algorithmen durch nachtragliche Erklarungen transparent zu gestalten, weshalb , Linear models are
not strictly more interpretable than deep neural networks. Despite this claim’s enduring popularity, its
truth value depends on which notion of interpretability is employed.” (Lipton, 2018, S. 42) Zwar bezieht
Lipton diese Aussage auf technische Ansatze der Transparenz wie Simulierbarkeit oder Zersetzbarkeit,
er stellt aber auch die Frage in den Raum, inwiefern komplexe lineare Modelle, die als einfach
geltenden Modelle, tatsachlich nachvollziehbar sind — insbesondere fiir Endnutzende (siehe auch

Gosiewska et al., 2021; Lipton, 2018).

Herm et al. (2023) gingen dieser Frage in ihrer Untersuchung zum Zusammenhang von Explainability
und Performance von KI-Systemen nach. Dazu setzten sie mehrere Machine Learning-Modelle ein,
beginnend mit einfachen linearen Regressionsmodellen und endend bei Deep Neural Networks, die als
komplexeste Klasse angesehen werden (siehe Abbildung 5). Diese Modelle verglichen sie in zwei
medizinischen Anwendungen (Herzkrankheit- bzw. Hirntumor-Erkennung in Herz- bzw. Hirn-Scans)
sowohl hinsichtlich der Akkuratheit ihrer Klassifizierungen als auch hinsichtlich der wahrgenommenen
Gute der Erklarung durch Medizinstudierende. Und tatsachlich zeigen die Ergebnisse entlang der
Hypothesen von Herm et al. keinen linearen Zusammenhang von Explainability und Performance (siehe
Abbildung 5). Entgegen der Annahme der Autor*innen zeigen die Ergebnisse jedoch: Deep Neural
Networks sind die Modelle mit der hochsten Performance und der geringsten Erklarbarkeit. Vergleicht
man also KI mit deutlich einfacheren Modellen, bewahrheitet sich das Argument des Tradeoffs

zwischen Performance und Erklarbarkeit.

Nachgelagerte Erklarungen erméglichen es, diese Abwéagung zwischen Performance und Erklarbarkeit
zu Uberwinden: ,, deep neural networks are considered to be black boxes to the end users that are not
interpretable by humans. They need to be augmented with XAl to offer any explainability to end users”
(Hermetal., 2023, S. 11). Tatsachlich werden KI-Modelle, die durch Erganzungen aus der ,, XAl-Toolbox“
— in diesem Falle durch SHAP (Lundberg et al., 2020) — erklarbar gemacht werden, von den am

wenigsten verstandlichen Modellen zu den am besten verstéandlichen Modellen (Herm et al., 2021).
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Abbildung 5: Theoretischer Tradeoff zwischen Performance und wahrgenommener Erklérbarkeit von
verschiedenen Machine Learning-Modellen und seine empirische Uberpriifung.

Theoretische Uberlegungen Studienergebnisse
4 Deep Neural
%0 Eetep Niural l&o Networks
etworks
é é Support Vecor
‘O @ Ensembles o] Machines
= = Random
g @ Support Vector ‘ g Forest
S Machines = Decision
g @ Decision Trees g Tree
[Pt [Pt
| . | .
& Linear & .
Regressions Linear
. Regression
Explainability Explainability

Anmerkung. Abbildung nach Herm et al., 2023, S. 9, eigene Ubersetzung.

Betrachtet man also ausschlieBlich KI-Modelle, liefern diese im Vergleich zu einfacheren Modellen die
bessere Akkuratheit, sind von sich aus nicht erklarbar und bediirfen deshalb zusatzlicher MaRnahmen,
um Transparenz herzustellen. So ist es heutzutage ,increasingly common for a decision-maker to be
presented with a ,black-box‘ model along with some measure of its performance — most often accuracy
— on held-out data” (Yin et al., 2019, S. 2). In der Anforderungsliste der Al HLEG der Européischen
Kommission ist Akkuratheit einerseits unter dem Konzept ,, Technische Robustheit und Sicherheit” eine
Anforderung an Kl. Andererseits wird die Kommunikation lber diese Akkuratheit dem Bereich
,Transparenz” zugeordnet, weshalb eine Frage der Checkliste fiir vertrauenswiirdige KI im Abschnitt
Transparenz lautet: ,Did you communicate the technical limitations and potential risks of the Al system

to users, such as its level of accuracy and/ or error rates?” (Al HLEG, 2020, S. 15).

Wie Yin et al. betonen, wird eine solche Angabe der Akkuratheit heutzutage immer haufiger prasentiert
(2019). Dies geht insbesondere auf die Tatsache zurilick, dass die Ermittlung dieser Performance-
Angabe ein Bestandteil der Erstellung der meisten Datenmodelle ist, bei einfachen Regressionen
ebenso wie bei komplexen KI-Modellen (Goodfellow et al., 2016; M. Stone, 1974; Y. Xu & Goodacre,
2018). Indem das Modell auf einen dem Modell unbekannten Datensatz angewandt wird, wird die
Passung des Modells ermittelt und vergleichbar gemacht (Goodfellow et al., 2016; Molnar, 2019).
Dieser Prozess der Kreuzvalidierung nennt sich im Zusammenhang mit Machine Learning auch train-
test-split, weil dazu vorhandene Daten in einen Trainings- und einen Testteil aufgeteilt werden. Der
Prozess, die genaue Zusammensetzung und GroRe des Testdatensets sowie die Messung der Passung
sind abhangig von Daten und Anwendung. Entsprechend komplex ist die Wahl der genauen
Berechnungsmethode. Je nach Methode unterscheidet sich das AkkuratsheitsmaR. Teilweise besteht

es aus einem Wert zwischen 0 (keine Passung) und 1 (komplette Passung), ist eine logarithmische
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Angabe oder eine Spanne wie ein Konfidenzintervall (z. B. S. Cramer et al., 2022; Y. Xu & Goodacre,
2018). Meist ist es aber eine Prozentangabe, also “the proportion of examples for which the model

produces the correct output” (Goodfellow et al., 2016, S. 101-102).

Die Bewertung der Akkuratheit durch Nutzende von Systemen ist eine davon unabhangige, von
weiteren Faktoren abhdngige Frage. Ein linearer Zusammenhang zwischen ,model
performance”/Akkuratheit eines Systems und Vertrauen von Endnutzenden besteht dabei nicht
unbedingt, wie auch Lipton betont (2018). Vielmehr zeigen Studien Differenzen zwischen tatsachlicher
Akkuratheit und erlebter Akkuratheit (Yin et al., 2019). Und auch Effekte wie Algorithm Aversion
demonstrieren, dass Nutzende die tatsachliche Giite eines Systems fir ihre Nutzung haufig weniger in
Betracht ziehen als andere subjektive Bewertungen. So betonen McNee et al. (2006), mehr als
Akkuratheit sei notig, um gute Entscheidungsunterstiitzungssysteme zu bauen, beispielsweise die

Bericksichtigung von Anforderungen und Erwartungen der Nutzenden an die Systeme.

Zwar lasst sich von den technischen Gegebenheiten der KI-Modell-Erstellung ein Spannungsfeld 6ffnen
zwischen optimierter Modell-Performance und hoher Erklarbarkeit eines Systems. Gleichzeitig ist die
Kommunikation dieser Performance, beispielsweise als Akkuratheitsangabe, ein wichtiger Bestandteil
algorithmischer Transparenz. Ziel der vorliegenden Arbeit ist es zum einen, die Anforderungen von
Nutzenden gegeniiber KI-Transparenz zu erheben, wobei auch die Kommunikation von Akkuratheit
Betrachtung findet. Zum Zweiten spielen Akkuratheitsangaben als Bestandteil von Transparenz eine
Rolle fir die Nutzung von KI-Systemen. Welche technischen Ansatze zu transparenter Kl Uber die

Angabe von Akkuratheit hinaus bestehen, zeigt das folgende Kapitel auf.

2.2.4. Technische Ansdtze zu transparenter K|

Zwei bereits angesprochene technische Konzepte transparenter Kl sind Interpretability und
Explainability. Wie in Kapitel 2.2.2 dargelegt, |asst sich eine Unterscheidung von Interpretability und
Explainability anhand der Komplexitdit der Algorithmen bzw. KI-Modelle vornehmen:
Interpretierbarkeit ist eine passive Eigenschaft und besteht aus einfacheren ML-Modellen, deren
Prozesse von sich aus interpretierbar, also nachvollziehbar, sind (Rudin, 2019; Arrieta et al., 2020). Zu
diesen einfacheren Modellen, denen grundséatzlich Interpretability zugeschrieben wird, zdhlen
Regressionsmodelle aller Art, Entscheidungsbdume, auf Fuzzy-Rules basierende Systeme oder
Kombinationen dieser Modelle (sogenannte Ensembles) (Ali et al., 2023; Arrieta et al., 2020; Gosiewska

et al., 2021; Herm et al., 2023; Rudin, 2019).

Dagegen bezeichnet Explainability eine herzustellende Eigenschaft, die meist durch nachgelagerte
Post-Hoc-Erklarungen erreicht wird flir ein System, das andernfalls nicht verstandlich ware (Miller

2018; Rai 2020). Explainability bezieht sich also auf die Darstellung der Funktionsweise komplexer KI-
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Systeme, die ansonsten als Blackboxen betrachtet wiirden (Arrieta et al., 2020; Carvalho et al., 2019;
Gunning et al., 2021; Miller, 2019; Mohseni et al., 2021; Rai, 2020). Diese Blackbox-Modelle sind
vielschichtige Artificial oder Deep Neural Networks, also KI-Systeme, die aus mehreren Schichten von
Entscheidungsknoten und selbststandig gebildeten Abhangigkeiten bestehen. Andere Forscher*innen
unterscheiden die Begriffe Explainability und Interpretability allerdings auf andere Weise (z. B. Ali et

al., 2023) oder verwenden sie austauschbar (z. B. Molnar, 2019; Murdoch et al., 2019).

Da sich die vorliegende Arbeit auf komplexe KI-Modelle konzentriert, die von sich aus nicht erklarbar
sind, soll ein naherer Blick auf Explainability und ihre Methoden folgen. XAl als Forschungslinie in der
Informatik, die sich mit der Sichtbarmachung von Blackbox-Modellen befasst, ist seit den 2010er
Jahren massiv angewachsen (Arrieta et al., 2020; Gunning et al., 2021; Littman et al., 2021; P. Stone et
al., 2016). Die Anzahl der Veroffentlichungen, die im Bereich XAl, Interpretable Al und Explainability
eine Literaturibersicht bereitstellen, dabei Konzepte aufarbeiten, Rick- und Ausblick geben und
einzelne XAl-Losungen auflisten und klassifizieren, ist zahlreich (Ali et al., 2023; Angelov et al., 2021;
Arrieta et al., 2020; Brasse et al., 2023; Carvalho et al., 2019; A. Das & Rad, 2020; Linardatos et al.,
2020; Mohseni et al., 2021; Molnar, 2019; Murdoch et al., 2019; Ras et al., 2022; Zhou et al., 2016).
Zusatzlich existieren spezifizierte XAl-Ubersichten, wie z. B. fiir das Gebiet der Sprachverarbeitung
(Cambria et al., 2023) oder spezifische Anwendungsdomanen wie den medizinischen Bereich (Dey et

al., 2022).

Einerseits bezeichnet XAl die Forschung, die sich mit der Erstellung von Erklarungen fiir eigentlich nicht
transparente Modelle befasst. Andererseits bezeichnet XAl auch das Ergebnis dieser Forschung: Die
erklarbare Kl selbst. Diese Erklarbarkeit wird, wie zuvor beschrieben, meist durch nachgelagerte
Erklarungen erreicht: Post-Hoc. Eine klassische Post-Hoc-Methode ist die ,,Model Distillation“: Dabei
werden kleinere, einfachere und deshalb transparentere Modelle entwickelt, die das Verhalten
groRerer, komplexerer Modelle nachahmen und dadurch den Entscheidungsprozess der komplexen
Modelle nachvollziehbarer machen sollen (Carvalho et al., 2019; Molnar, 2019; Rai, 2020; Ribeiro et

al., 2016). Dieser Vorgang lasst sich wie in Abbildung 6 formalisiert darstellen.

Abbildung 6: Modellhafte Darstellung des Explainable Machine Learning-Prozesses

Black-Box- Vorhersage

> ML-Modell y = f(X)

W ! Endnutzer*in
Erklarungs- Erklarung

methode e(y)

Anmerkung. Abbildung nach Carvalho et al., 2019, S. 15, eigene Ubersetzung.

Sehr haufig wird XAl anhand von zwei Kategorien klassifiziert: abhdngig von Modellgiiltigkeit und

abhidngig vom Geltungsbereich der Erkldrung. Die Klassifizierung nach Modellgtiltigkeit unterscheidet
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modell-spezifische und modell-agnostische Verfahren (Arrieta et al., 2020; Brasse et al., 2023).
Modellspezifische Verfahren sind abhadngig von Modell(klasse), also speziell fiir bestimmte Prozesse
entwickelt und nur fir diese anwendbar. Modell-agnostische Verfahren hingegen werden zur
Anwendung unabhangig von Prozessen oder Modellen fir eine generelle Anwendbarkeit entwickelt
und analysieren haufig eher Input und/oder Output (Arrieta et al., 2020; Murdoch et al., 2019; Rai,
2020). Ein prominentes agnostisches Erkldrmodell ist LIME (Local Interpretable Model-Agnostic
Explanations). Es variiert den Input in ein zu erkldrendes Modell und analysiert, wann sich die
Vorhersage andert. So kann es Riickschliisse auf die Entscheidungsprozesse des Modells ziehen und
die Faktoren identifizieren, die zu einzelnen Entscheidungen (besonders) beitragen (Ribeiro et al.,

2016).

Die Unterscheidung in agnostisch oder spezifisch ist fiir die Erstellung und Anwendung von XAl
relevant, fir Nutzende aber kdnnen die Ergebnisse identisch aussehen. Anders ist das bei der
erklarungsbereichsabhdngigen Kategorisierung. Hierbei wird Ublicherweise zwischen globalen und
lokalen Verfahren unterschieden (Angelov et al., 2021; Herm et al., 2023; Molnar, 2019; Rai, 2020).
Globale Explainability liefert Aussagen zu den inneren Prozessen eines Modells, wie es arbeitet und
grundsatzlich funktioniert. Damit beantwortet globale Explainability die Frage nach dem , Wie“ (Herm
et al., 2023; Molnar, 2019). Lokale oder auch merkmalsabhangige (feature-priented) Explainability
bezieht sich auf einzelne Ergebnisse bzw. Vorhersagen des KI-Systems. Es geht darum, warum dieses
Ergebnis zustande kam und nicht ein anderes. Lokale Erklarungen beantworten also die Frage nach
dem ,Warum” (Herm et al., 2023; Molnar, 2019). Zuséatzlich zu den Fragen nach dem Wie und dem
Warum ergdnzen manche Autor*innen noch weitere Fragestellungen, um Erkldrungen zu
kategorisieren: ,Warum nicht“, um kontrastierende Erkldarungen zu geben, ,Was wenn“, um
Veranderungen sichtbar zu machen, ,Wie sonst“, um auf interaktive Art Alternativen (Counterfactuals)
zu produzieren oder ,,Was noch”, um Beispiele dhnlicher Daten zu zeigen (Herm et al., 2023; Mohseni
et al.,, 2021). Die beiden Fragen nach dem Wie und Warum klassifizieren die herkémmlichen XAl-
Losungen der Computerwissenschaften. Auch weitere Erkldrungen lassen sich diesen beiden

zuordnen.

Im Folgenden werden einige klassische XAl-Ansdtze in die beiden Dimensionen global und lokal
eingeordnet, um die Kategorien anhand von geldufigen Beispielen zu verdeutlichen (siehe Tabelle 2).
Klassische globale XAl-Losungen sind beispielsweise textliche Erklarungen zum KI-Modell, dazu, wie es
trainiert wurde oder funktioniert, ebenso wie die Abbildung eines (vereinfachten)
Entscheidungsbaums oder ein Ranking der Eigenschaften, die in einem Modell am meisten Einfluss
haben (Global Feature Importance; Caruana et al., 2015; Gurumoorthy et al., 2019). Auch eine Aussage

zur Akkuratheit eines Modells ware eine globale Erklarung (Al HLEG, 2020; Yin et al., 2019). Als lokale
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Explainability im Bereich der Bildverarbeitung werden klassische Heatmaps betrachtet, die fiir einzelne
Bilder aufzeigen, welche Pixel in einem Modell maRgeblich fiir eine Entscheidung waren (Herm et al.,
2023; Posada-Moreno et al., 2023; Zintgraf et al., 2017). Die Hervorhebung von Wortern bei der
Texterkennung, textuelle Erklarungen zu den Merkmalen, die zum aktuellen Ergebnis geflihrt haben,
oder Aufstellungen dieser Merkmale (Local Feature Importance) zdhlen zur lokaler Explainability
(Baniecki & Biecek, 2019; Hohman et al., 2019; Ribeiro et al., 2016; Springer & Whittaker, 2018).
Ebenso sind Wahrscheinlichkeitsangaben zu einer einzelnen Vorhersage eine lokale Aussage, die als

(Un-)Sicherheit des einzelnen Ergebnisses bezeichnet wird (S. Cramer et al., 2022).

Tabelle 2: Beispiele von XAl-L6sungen entlang der Kategorien global und lokal sowie nach Inhalten:
Funktionalitdt und Akkuratheitsangabe

Funktionalitat/Explainability Akkuratheitsangabe
T
Global Liste der Einflussfaktoren insgesamt Akkuratheit
(z. B. Caruana et al., 2015; Gurumoorthy et al., (z.B.Yin et al., 2019)

2019; Ribeiro et al., 2016)

Entscheidungsbaum
(z. B. Donadello & Dragoni, 2021; Wanner et al.,

2020)
Lokal Einflussfaktoren auf das Ergebnis (Un-)sicherheit
(z. B. Baniecki & Biecek, 2019; Hohman et al., 2019; (z .B.S. Cramer et al., 2022; Mueller et al.,
Lundberg et al., 2020; Ribeiro et al., 2016) 2020)
Heatmap

(z. B. Herm et al., 2023; Posada-Moreno et al.,
2023)

Eingefarbter Text

(z. B. Springer & Whittaker, 2018)
Uber diese strenge Einteilung von lokaler und globaler Explainability hinaus gibt es inzwischen Ansitze
der XAl-Forschung, beide zu verkniipfen, um so noch mehr Aussagekraft zu gewinnen (Posada-Moreno
etal., 2023). Diese Losungen sind jedoch noch hochkomplex und richten sich (bisher) ausschlieflich an

Entwickler*innen.

Die Assessment List for Trustworthy Al der Al HLEG der EU definiert Explainability als ,Feature of an Al
system that is intelligible to non-experts. An Al system is intelligible if its functionality and operations
can be explained non technically to a person not skilled in the art“ (Al HLEG, 2020, S. 26). Damit
formuliert die Al HLEG eine Forderung an Kl, die in der XAl-Forschung bis in die 2020er Jahre kaum eine
Rolle spielte. Denn fiir lange Zeit hatte sich die Forschung zu Erklarbarkeit und Interpretierbarkeit auf
die Perspektive der Entwickler*innen und KI-Expert*innen und nicht der Nutzenden konzentriert

(Miller, 2019). Dies zeigte auch eine Analyse von KI-Anwendungen und dem Umgang mit ihren

30



Stakeholdern (Bhatt et al., 2020). Ziel war es zumeist, KI-Systeme nachvollziehbar zu machen und
Prozesse in den Blackboxen zu verstehen, um so die Qualitdt der Systeme sicherstellen bzw. sie

verbessern zu kdnnen.
So bestehen die Vorteile von transparenter Kl laut Arrieta et al. (2020) in der Sicherstellung von

- Vorurteilsfreiheit, z. B. im Trainingsdatensatz,

- Stabilitdt, z. B. indem eine schadliche Einflussnahme auf Ergebnisse ausgeschlossen werden
kann und

- Sinnhaftigkeit der Ergebnisse, da der Zusammenhang der Variablen auf das Ergebnis gepruft

werden kann, z. B. wenn eine bestehende, zugrundeliegende Kausalitat besteht.

Diese eher technische Sicht — der Bedarf an Transparenz in KI, um sie als Entwickler*innen verbessern
zu kénnen — besteht in vielen Forschungsansatzen weiterhin fort. Das Ziel transparenter Kl sei es ,,to
provide users with explanations that enable them to understand the system’s overall strengths and
weaknesses; convey an understanding of how it will behave in future/different situations; and perhaps
permit users to correct the system’s mistakes” (Rai 2020, S. 138). Die Forscher konzentrieren sich auf
das System selbst und seine Funktionalitdt (Larsson und Heintz 2020) und nicht auf das
,Hintergrundwissen der Nutzer, ihren Kenntnisstand und die Zeit, die ihnen zur Verfliigung steht, um
das Proxy-Modell zu verstehen” (Pdez 2019, S. 14-15). Wie sich Abbildung 7 entnehmen lasst, sind mit
64 % der Uberwiegende Teil der Veroffentlichungen zum Thema Explainability, Interpretability und
Transparent Al den Disziplinen Computerwissenschaften, Ingenieurwesen und Mathematik

zuzuordnen. Auf die Sozial- und Entscheidungswissenschaften entfallen lediglich 8 %.

Dieser technische Ansatz hat einerseits seine Berechtigung: KI-Systeme miussen akkurat, fair und
verldsslich arbeiten. Andererseits spielten in der XAl-Forschung sozialwissenschaftliche Ansatze lange
Zeit keine Rolle. Es blieb unklar, wie Explainability verstandlich dargestellt werden kann oder wie
Visualisierungen wie Heatmaps vom Endnutzenden wahrgenommen werden. Dies konterkariert auch
ein haufig gedulertes Argument der Informatik: namlich, dass ,by building more transparent,
interpretable, or explainable systems, users will be better equipped to understand and therefore trust

the intelligent agents” (Miller, 2018, S. 3).

Paez hob diesbeziglich 2019 hervor, dass zwar umfassende Erklarungen dazu beitragen kénnten, KI-
Expert*innen einen Einblick in ein System zu ermoglichen. Dennoch wirden diese Anforderungen
keine Transparenz und keinen Einblick fir Endnutzende bieten. Die Einsicht fiir diese Liicke wuchs auch
durch die Forderungen der EU in den 2020er Jahren und damit einher ging die Erkenntnis, Erklarungen
sollten ,,depend on the context, the severity of the consequences of its decision [...] and the relevant

stakeholders” (Felzmann et al., 2020, S. 3348). Paez (2019) pladiert fiir mehr Verstandlichkeit anstelle
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Kiinstliche Intelligenz erkléiren, verstehen, nutzen

Abbildung 7: Die Zahl der Verdffentlichungen auf EBSCOhost zu ,explainability” oder , interpretability“
zusammen mit ,ai” oder ,artificial intelligence” nach Themenbereichen

Materialwissenschaften; 2%

Biochemie, Genetik und
Molekularbiologie; 2%

Andere; 12%

Physik und Astronomie; 3%

Wirtschaft, Management und Informatik; 39%
Buchhaltung; 2%

Entscheidungs-
wissenschaften; 4%
Medizin; 7%

Sozialwissenschaften; 4%

Mathematik;
11% Ingenieur-
wesen; 14%

Anmerkung. Abgerufen Gber scopus, 2017 bis 2023; Stand Juni 2024; Mehrfachzuordnung maoglich.

von perfekten Erklarungen. Wichtig seien dazu drei Faktoren: , obtaining the right fit between the
interpretative model and the black box model in terms of accuracy and reliability, providing sufficient
information about its limitations, and achieving an acceptable degree of comprehensibility for the

intended user” (Paez, 2019, S. 14).

Um die Herausforderungen zu bewaltigen und Kl-Transparenz fiir Endnutzende zu erreichen, sind
kombinierte Erkenntnisse aus den Sozial- und Computerwissenschaften erforderlich (Larsson & Heintz,
2020). Es gilt, durch Erkenntnisse aus der Sozialwissenschaft das Verstandnis von KI-Transparenz zu
bereichern, um beispielsweise die Visualisierung interpretierbarer Modelle und deren Wirkung auf

Endnutzende zu beleuchten (Murdoch et al. 2019). Es ist also zu kldren (siehe Abbildung 8):

Forschungsfrage (c) ,Transparenzarten“: Wie wirken sich verschiedene Arten der KlI-

Transparenz auf Vertrauen und Nutzung eines Systems aus?

Dazu wurden ausgehend von den verschiedenen technisch moglichen XAl-Lésungen, die in Tabelle 2
aufgefiihrt sind, vier verschiedene Transparenzarte ausgewahlt, die moglichst unterschiedliche
Bereiche abdecken: Sie sind einteilbar in globale und lokale Transparenz sowie Erklarungen zur
Funktionalitdt und Akkuratheitsangaben. Mit einer Heatmap als lokaler Erkldrung, textlichen
Beschreibungen als globaler Erklarung sowie den beiden lokalen und globalen Akkuratheitsangaben
wurden vier sehr weit verbreitete Transparenzarten gewahlt. Dariiber hinaus sind die beiden

Explainability-Arten angelehnt an die Ergebnisse aus Forschungsfrage (b) ,Nutzendenanforderungen®,
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wo generelle Erklarungen zur Vertrauensvermittlung einerseits und lokale Erklarungen andererseits

gewiinscht wurden (mehr zu den Ergebnissen aus Forschungsfrage (b) finden sich in Kapitel 5.3).

Abbildung 8: Schematische Darstellung der Forschungsfrage (c) im Rahmen der Gesamtarbeit

Transparenz von Ki

Funktionalitat: Information Uber
Heatmap (Un)Sicherheit
Funktionalitat: Information tGber
Erklartext Akkuratheit
Vertrauen

Nutzung (WOA)

2.2.5. Transparenzverstdndnis in der vorliegenden Arbeit

Wie die vorangegangenen Ausfiihrungen deutlich machen, ist Transparenz im Zusammenhang mit Kl
ein weitrechender, auf sehr vielfiltige Weise definierter und viele weitere Bestandteile umfassender
Containerbegriff. Dabei betreffen die Definitionen KI-Mechanismen und ihre zugrundeliegende Logik
bis hin zur Moglichkeit, Systeme zu verbessern und Diskriminierung zu verhindern (Ananny &
Crawford, 2018). Durch immer komplexere Kl, die zu einer Blackbox wurde, und vor dem Hintergrund
politischer Forderungen, z. B. von der EU, wurde Transparenz in Kl zu einem ,modern, surprisingly

complex [...] ideal” (Koivisto, 2016, S. 2).

Die vorliegende Arbeit untersucht die beiden Aspekte von Transparenz, die bereits aus technischer
Perspektive beforscht wurden, deren Auswirkungen auf Endnutzende jedoch oft noch unklar bleiben:

Erkldrbarkeit und Informationen tiber die Akkuratheit einer KI.

Dabei wurde Explainability lange Zeit als technischer Ansatz verfolgt (Arrieta et al., 2020; Carvalho et
al., 2019; Gunning et al., 2021; Miller, 2019; Mohseni et al., 2021; Rai, 2020). Es bestand der Bedarf,
KI-Systeme mithilfe von Explanability fir Entwickler*innen nachvollziehbar und so verbesserbar zu
machen — ein Ansatz, der bis heute im Feld fortbesteht. Gleichzeitig Gbersieht dieser Ansatz das in der
Informatik hdufig geduerte Argument, durch Transparenz Endnutzende in die Lage zu versetzen, den
Systemen zu vertrauen (Miller 2018). Denn lange Zeit blieb es in der Forschung zu XAl unklar, wie
Explainability verstandlich dargestellt werden kann oder wie Visualisierungen wie Heatmaps vom

Endnutzenden wahrgenommen werden (Murdoch et al. 2019).

Auch beziglich der Modell-Leistung lag der Schwerpunkt der Forschung lange Zeit auf der

kontinuierlichen Verbesserung der Systeme, also auf der technischen Auseinandersetzung mit
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steigender Komplexitdt und der Verarbeitung immer vielschichtigerer Datensatze. Dies verstarkte
einerseits das Spannungsfeld zwischen moglichst guter Modell-Performance und maoglichst guter
Erklarbarkeit eines Systems, da komplexere Systeme zwar haufig bessere Vorhersagen oder
Klassifizierungen liefern, jedoch weniger nachvollziehbar sind. Selbst wenn sich kein linearer
Zusammenhang nachweisen lasst, trifft dieser Zusammenhang auf besonders komplexe KI-Systeme,
namlich Deep Neural Networks, zu, die von sich aus nicht erklarbar sind, also Blackboxen darstellen
(Herm et al., 2023). Andererseits bildet die Kommunikation dieser Performance, beispielsweise als
Akkuratheitsangabe eines KI-Systems, einen wichtigen Bestandteil algorithmischer Transparenz (Al
HLEG, 2020). Wie schon bei Explainability befasste sich die Forschung mit der technischen Umsetzung,
bevor aus sozialwissenschaftlicher und psychologischer Perspektive die Frage aufkam, wie diese

Performance-Informationen eigentlich auf Nutzende von Kl wirken.

Diese beiden Perspektiven von Expert*innen einerseits und Kl-Laien andererseits auf Explainability
bzw. Transparenz im Ganzen verdeutlicht Abbildung 9. Je nach betrachteter Zielgruppe unterscheidet
sich die angestrebte Wirkung von Kl-Transparenz: Prifung und Verbesserung der Systeme fiir KI-
Expert*innen, Nutzung und Vertrauen fiir KI-Laien. Insbesondere der Forschungsstand zu Kl-Laien ist
uneinheitlich und liickenhaft. Die Relevanz einer KI-Nutzung fir Laien nimmt aber stetig mit der Zahl
der KI-Systeme zu, weshalb sich die vorliegende Arbeit mit dieser Zielgruppe befasst und entsprechend
Nutzung und Vertrauen in den Blick nimmt. Mehr zu Nutzungsstudien zu transparenter Kl findet sich

im folgenden Kapitel 2.3.

Abbildung 9: Perspektiven auf transparente Kl fiir die Nutzendengruppen Kl-Expert*innen und Ki-Laien

Transparenz von Kl @
Priifung, Explainability/ Information Vertrauen,
Verbesserung XAl Uber Performance Nutzung
Entwickler*in, Endnutzer*in
KI-Expertin/Experte Kl-Laie

Die vorliegende Arbeit nutzt die prominente und pragmatische Unterscheidung von Kl-Transparenz,
die sich auf den Fokus der Erkldrung stiitzt: die Unterscheidung von globalen und lokalen Verfahren
(Angelov et al., 2021; Herm et al., 2023; Molnar, 2019; Rai, 2020). Globale Explainability beantwortet
die Frage nach dem ,Wie”, lokale Explainability bezieht sich auf einzelne Ergebnisse und beantwortet
die Frage nach dem ,Warum“ (Herm et al., 2023; Molnar, 2019). Auch Performance-Informationen
lassen sich diesen Kategorien zuordnen: Eine lokale Performance-Angabe betrifft ein einzelnes
Ergebnis und wird auch Unsicherheitsangabe genannt. Eine globale Angabe betrifft den gesamten

Algorithmus und damit seine Akkuratheit.
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Die Forschungsfragen befassen sich mit verschiedenen Detailtiefen und Foki mit den beschriebenen
Bestandteilen und Aspekten der Transparenz von Kl (siehe auch Abbildung 10 in Kapitel 2.4).

|II

Forschungsfrage (a) ,Fehlerfall” untersucht den Effekt einer Akkuratheitsangabe auf die Nutzung eines
Algorithmus nach einem Fehlerfall und widmet sich damit einer globalen Angabe zur Kl-Performance
in einem sehr konkreten Nutzungsfall. Forschungsfrage (b) ,,Nutzendenanforderungen” hingegen setzt
sich mit einem qualitativen Ansatz mit den Nutzendenanforderungen an Kl-Transparenz auseinander.
Transparente Kl wird dabei als Ganzes betrachtet, jedoch in der Analyse die beschriebenen
Kategorien, lokal und global, beriicksichtigt. Die letzte Forschungsfrage (c) ,Transparenzarten” bezieht
sich auf vier unterschiedliche Transparenzarten und untersucht ihre Wirkung auf Nutzung und
Vertrauen. Angelehnt an die Ubersicht iber verschiedene Transparenzarten (Tabelle 2 in Kapitel 2.2.4)

werden vier Arten der Transparenz verglichen: je eine lokale und globale Art der Erklarbarkeit sowie

eine lokale Unsicherheits- und eine globale Akkuratheitsangabe.

Auf diese Weise untersucht die vorliegende Arbeit ein sehr breites Transparenzverstindnis einerseits,
geht aber auch in die Tiefe und konzentriert sich auf einzelne Transparenzarten, um dort Effekte prifen
und Zusammenhange verdeutlichen zu kdénnen. Im Folgenden werden bestehende Arbeiten zum
Zusammenhang von transparenter Kl und ihrer Nutzung aufgefiihrt, um die Arbeit in den Rahmen
dieser Vorarbeiten einzubetten, bestehende Forschungsliicken aufzuzeigen und die verwendete

Methodik und Herangehensweise abzuleiten.

2.3.  Nutzungsstudien zu transparenter KI

In einer bevoélkerungsreprasentativen Befragung von insgesamt 1.221 Deutschen zu ihren
Assoziationen zum Begriff , Algorithmus“ nannten sie am héaufigsten , Genauigkeit”. Gleichzeitig
duRerten 79 Prozent der Befragten, sie zogen menschliche Entscheidungen automatisierten vor
(Fischer & Petersen, 2018). Diese grundsatzliche Neigung, menschlichen Rat algorithmischem
vorzuziehen zeigen einige Studien, andere proklamieren inzwischen aber auch eine sogenannte
»Algorithm Appreciation”, insbesondere bei objektiven und mit Zahlen verbundenen Aufgaben (Burton
et al., 2020; Logg et al., 2019; Morewedge, 2022). Dennoch besteht im Kontext von Kl noch eine
erhebliche Skepsis (Brauner et al., 2024; Haupt et al., 2024; Vianello et al., 2023).

Das Ziel ist nicht, diese Skepsis auszurdaumen oder eine gedankenlose KI-Nutzung zu erreichen.
Vielmehr stellt sich die Frage, wie eine sinnvolle, informierte Nutzung gestarkt werden kann,
insbesondere da die Zahl der KI-Systeme, auch im privaten Bereich, stetig zunimmt. Als ein haufig
diskutiertes Mittel wird hierbei Kl-Transparenz genannt, die durch Aufklarung, Information und
Nachvollziehbarkeit Vertrauen steigern und eine informierte Nutzung von KI-Systemen erlauben soll.

Wahrend die politische Forderung nach Transparenz und Erklarbarkeit von Kl zunimmt, zeigen Studien
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jedoch ein uneinheitliches Bild von den Auswirkungen von Transparenz. Die folgenden Abschnitte
verdeutlichen den aktuellen Forschungsstand zu Nutzungsstudien, die sich mit den Effekten

transparenter Kl befassen.

Die Studien zur Nutzung von Kl unter bestimmten Bedingungen sind zahlreich. Teilweise werden
verschiedene Eigenschaften der Algorithmen manipuliert, teilweise die Nutzung von Kl und
menschlichen Ratgebern verglichen. Unter letztere Kategorie fallen auch die meisten Studien zu

Algorithm Aversion, wie in Kapitel 2.1.4 beschrieben.

Zur ldentifikation relevanter Studien wurde fiir diesen Abschnitt eine Analyse mit Google Scholar und
ScienceDirect durchgefiihrt. Es ist zu betonen, dass aufgrund der sehr zahlreichen Ergebnisse kein
Review der gesamten Literatur, sondern vielmehr eine Sichtung der Literatur und eine Priorisierung
aufgrund der Relevanz (Zitationen) bzw. Neuigkeit (Erscheinungsdatum) vorgenommen wurde. Die
dabei identifizierten Veroffentlichungen werden in den folgenden Kapiteln aufgefiihrt (siehe auch

Anhang A).

Zum Ziel dieser Analyse wurden bei einer ersten Suche zu Beginn des Jahres 2021 und bei einer zweiten
im Jahr 2023 der Suchterm [[,transparency“ AND ,artificial intelligence”] OR [, Explainability” AND
yartificial intelligence“]] AND [,Laboratory study” OR ,Experimental design“ OR ,User study”]
entsprechend den Vorgaben der Plattform eingegeben. In der ersten Suche wurde keine
Zeitbegrenzung, in der zweiten eine Begrenzung auf Studien ab 2020 vorgenommen. Von den in der
ersten Suche erlangten Funden wurden zundchst doppelte Eintragungen entfernt und dann die tibrigen
2.844 anhand des Titels und ggf. des Abstracts gescannt. Dabei war das Ziel, diejenigen
Veroffentlichungen zu identifizieren, in denen tatsachlich Nutzungsstudien stattgefunden und auch
Transparenzaspekte untersucht wurden. Eine Giberwiegende Zahl der Studien beschaftigte sich jedoch
mit der reinen Entwicklung von Kl oder von explainable Al und ihrer Anwendung aus technischer
Entwicklungssicht. Teilweise wurden KI-Systeme mit Nutzenden evaluiert, jedoch ohne Transparenz
oder Explainability zu thematisieren. Entsprechende Veroffentlichungen wurden von der weiteren

Analyse ausgeschlossen.

Bei der detaillierten Sichtung der als relevant angesehenen Paper wurden zum einen weitere, das
Thema nicht in der intendierten Weise behandelnde Veroffentlichungen ausgeschlossen. Gleichzeitig
konnten durch Verweise in den Quellenangaben andere, passendere Veroffentlichungen ermittelt und
erganzt werden. Trotzdem wurden auf diese Weise im Jahr 2020 lediglich 31 Studien identifiziert, die
den Anforderungen entsprachen: Nutzendenstudien im Bereich transparente KlI, in denen
Transparenzfaktoren untersucht werden. Bei der gleichen Suche nur zwei Jahre spater, die zum Ziel

hatte, neu hinzugekommene Studien zu identifizieren, wurden mit dem gleichen Vorgehen 34 weitere
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Paper fiir den viel kiirzeren Zeitraum von 2020 bis 2023 ermittelt’. Die identifizierten
Veroffentlichungen finden sich in Anhang A. In den folgenden Kapiteln ist weitere, nicht in der
Ubersicht in Anhang A aufgefiihrte Literatur zitiert, die zum Verstindnis der Thematik relevant ist.
Dazu gehéren beispielsweise Ubersichtswerke, die keine eigenen Studien enthalten oder
Veroffentlichungen, die dem Verstandnis von Effekten transparenter Kl dienen, jedoch keine

Transparenzeffekte untersuchen.

Die Gberwiegende Mehrzahl der identifizierten, aber hier nicht aufgefiihrten Studien tiberpriften nicht
die Effekte von Transparenzarten oder manipulierten Eigenschaften auf die abhangigen Variablen wie
Vertrauen oder Nutzung, sondern priften in erster Linie einen selbst entwickelten Explanability-
Algorithmus (z. B. Dragoni et al.,, 2020; Li et al.,, 2022; Musto et al., 2019). Einerseits sind diese
Untersuchungen Nutzungsstudien zu Transparenz in Kl und dienen dem Zweck, nicht nur XAl zu
entwickeln, sondern auch ihre Wirkung zu prifen. Entsprechende Nutzungsstudien sind auch unter
den hier berichteten zu finden, beispielsweise Springer (2019) oder Venkatesh, Thong et al. (2016).
Andererseits wurden zahlreiche Studien ausgeklammert, deren Fokus nicht auf der Nutzungsanalyse
lag, sondern in denen in erster Linie erhoben wurde, wie ein neuer XAl-Ansatz bewertet wurde, ohne
tiefere Erkenntnisse zu beférdern. Da die Uberginge flieBend sind, handelt es sich bei den im
Folgenden berichteten Studien letzten Endes um eine subjektive Auswahl und die zusammengestellte
Liste kann nicht als vollumfanglich betrachtet werden. Ziel ist es vielmehr, einen Eindruck zu
vermitteln, welche Studien wann und wie durchgefiihrt wurden bzw. welche uneinheitlichen

Ergebnisse die Studien erlangten.

Zundachst werden dazu die hdufig erhobenen und fiir diese Arbeit relevanten abhadngigen Variablen
Nutzung und Vertrauen eingeordnet (2.3.1). AnschlieBend erfolgt eine Darlegung der Studien, die sich
mit der Kommunikation von Akkuratheit und deren Effekten befassen (2.3.2) sowie der Studien, die
sich mit den Effekten von klassischer Transparenz befassen (2.3.3).

2.3.1. Abhdngige Variablen bei Transparenzstudien

In der Literatur wird Transparenz von KI-Systemen sowohl als Ergebnis als auch als Methode betrachtet
(Rader et al., 2018). Wahrend einige Studien verschiedene Aspekte des Systems, seines Interfaces oder
hinzugefiigter Erklarungen variieren und im Anschluss die wahrgenommene Transparenz evaluieren,
betrachten andere den Einfluss von Transparenz auf Variablen wie Akzeptanz, Vertrauen und Nutzung.
In der frihen Forschung von XAl war das Hauptargument fir die Notwendigkeit algorithmischer
Transparenz das zu steigernde Vertrauen und die Akzeptanz. Der Ansatz der vorliegenden Arbeit folgt

dieser Argumentation von Transparenz als Mittel, stellt sie aber gleichermalen in Frage. Denn diese

2 Bei einem der Paper wurde zwischenzeitlich das Veréffentlichungsdatum auf 2024 gedndert, eine weitere
relevante Studie aus dem Jahr 2024 wurde nachtraglich erganzt.
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Annahme vernachlassigt den multidimensionalen Charakter von Vertrauen, der dazu fihrt, dass , there
is no simple correlation between explanation and trust, and that an adequate analysis of trust requires
taking into account contextual factors that can foster or hinder it” (Pdez, 2019, S. 9). Diese Aussage

spiegelt sich in den zahlreichen uneinheitlichen Ergebnissen der Nutzungsstudien wider.

Als Ziel von Transparenz werden haufig Vertrauen in und Nutzung eines Systems genannt. Diese
Variablen sind sicherlich zentral, um die Auswirkungen von Transparenz auf Endnutzende zu
untersuchen. Gleichzeitig fokussieren Studien auf die Wahrnehmung des Systems oder
Transparenzbeurteilungen (z. B. Molina & Sundar, 2022; Z. Zhang et al., 2021). Weitere analysierte
abhangige Variablen beinhalten die subjektive Zufriedenheit mit dem System oder dessen Ergebnis (z.
B. Alam & Mueller, 2021; Dominguez et al., 2019; Ford et al., 2020) oder die seitens der Nutzenden
wahrgenommene Rechenschaftspflicht eines Algorithmus (Rader et al., 2018). Einzelne Studien
bericksichtigen physiologische MalRe wie die Herzrate als Proxis fiir Stress und Erregung bei der
Nutzung von Algorithmen (Alexander et al., 2018) oder die Pupillenverdanderungen als MaR fir die
kognitive Belastung (Karran et al., 2022). Der Tabelle in Anhang A lassen sich die verschiedenen

abhangigen Variablen der Nutzungsstudien entnehmen.

Gleichzeitig wird Vertrauen auf vielfaltige Weisen operationalisiert (Schmidt et al., 2020): Einerseits
werden subjektive Zuschreibungen wie subjektive Akkuratheit oder Kompetenz, Zuverlassigkeit,
Integritat oder allgemeines Vertrauen lber Skalen erhoben (z. B. Alam & Mueller, 2021; Joinson et al.,
2010; Karran et al.,, 2022; Molina & Sundar, 2022; Ribes et al.,, 2021; Verberne et al., 2012).
Andererseits argumentieren manche Forscher*innen Verhaltensmalie dienten als Operationalisierung
von Vertrauen (als ,,behavioral trust”) und untersuchen die tatsachliche Nutzung eines algorithmischen
Systems, um dartber Aussagen Gber Vertrauen zu tatigen (Alexander et al., 2018; B. Berger et al., 2021;
Schmidt et al., 2020; Yin et al., 2019; Y. Zhang et al., 2020). Dabei gilt zum einen sicherlich der
Zusammenhang von Vertrauen als wichtige Voraussetzung fir Technologienutzung (Schmidt et al.,
2020). Zum anderen lasst sich aus hohem (kognitivem) Vertrauen nicht automatisch auf hohe Nutzung
schlieBen, wie beispielsweise Daschner & Obermeier (2022) in einer Untersuchung mit

algorithmischen Ratgebern zeigen.

Bis ungefahr 2020 untersuchte viel Forschung aus dem Bereich ,transparente KI“ ihre Wirkung auf
Vertrauen und andere subjektive MalRe. Haufig wurden einzelne Systeme getestet und eine subjektive
Transparenzwahrnehmung in Verbindung gebracht mit Vertrauen in diese Systeme (z. B. Chen &
Sundar, 2018; Cheng et al., 2019; Eslami et al., 2018; Venkatesh, Thong, et al., 2016). Die tatsachliche
Nutzung der Systeme war weniger im Zentrum und selten als abhangige Variable betrachtet, jedoch
hat die Zahl der Studien mit tatsachlichem Verhalten als abhangiger Variable in den letzten Jahren

deutlich zugenommen (siehe Anhang A). Entlang dieser Studien argumentiert auch die vorliegende
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Arbeit, dass die Nutzung als Verhaltensvariable in Zusammenhang mit Vertrauen zu sehen ist, aber
Vertrauen weder eine notwendige noch hinreichende Voraussetzung fiir Nutzung darstellt. Man stelle
sich beispielsweise Situationen vor, in denen Nutzende unter Bedingungen wie Zeitdruck und
begrenzter Informationslage eine Entscheidung treffen missen. In diesen Fallen konnte die Nutzung

einer beratenden Kl hoch ausfallen, auch wenn das Vertrauen in das System eigentlich gering ist.

Die Theorie des geplanten Verhaltens betont die Nutzungsintention als notwendige Voraussetzung fir
Verhalten, jedoch nicht als zwangsldufige Konsequenz (Ajzen, 1991). Studien berichten von
Zusammenhdngen von bis zu 75 %, teilweise aber auch deutlich darunter, je nach Fragestellung und
Verhaltensweise (Ajzen, 1991, 2014; Ajzen & Fishbein, 1977). Theoretische Nachfragen oder
hypothetische Vignettenstudien sind sicherlich hilfreich, um Zusammenhange zu evaluieren oder zu
sondieren. Interviewstudien oder Fokusgruppen wie in Forschungsfrage (b)
»,Nutzendenanforderungen”, die lber hypothetische Nutzungen diskutieren, dienen dem Zweck,
tiefere Einblicke in die Annahmen und Motive von Nutzenden zu erhalten. Dariiber hinaus stellen
jedoch Verhaltensmale die besten Pradiktoren fiir zuklinftiges Verhalten dar. Entsprechend wird in
Forschungsfrage (a) ,Fehlerfall“ und (c) , Transparenzarten” das Nutzungsverhalten als Konsequenz
von verschiedenen Transparenzmanipulationen erhoben und geht damit Uber eine Vielzahl von
Studien hinaus, die nur hypothetisches Verhalten oder Vertrauen erheben.

2.3.2.  Akkuratheitsangaben und Nutzung von KI-Systemen

Wie bereits dargelegt, nimmt die aktuelle Arbeit ein sehr breites Verstandnis von Transparenz an und
schlieBt dort auch — wie beispielsweise von der Al HLEG der Europdischen Kommission vorgegeben —
die Kommunikation tGber KI-Akkuratheit ein. Die Relevanz der Transparenz ergibt sich auch aus dem zu
Beginn angesprochenen Effekt des Advice Discounting, der besagt, dass Ratschlage abgewertet
werden aufgrund einer vorliegenden Informationsasymmetrie (Yaniv & Kleinberger, 2000). Der zufolge
hat ein*e Nutzer*in zwar Informationen Uber die eigenen Entscheidungsrechtfertigungen, nicht aber
Uber die des Ratgebers. Transparenz, auch in Form von Informationen (iber Entscheidungssicherheit,

koénnte helfen, diese Asymmetrie auszugleichen.

Studien dazu, unter welchen Bedingungen Ratschldage von Menschen angenommen werden, zeigen
den groBBen Einfluss von Sicherheitsangaben, Reputation und Vorerfahrung mit dem Ratgeber
(Bonaccio & Dalal, 2006, 2010; Harvey & Fischer, 1997; Sniezek & Van Swol, 2001; Yaniv & Kleinberger,
2000). Das Selbstvertrauen (,,confidence”) des Ratgebers, ist einer der wichtigsten Faktoren bei der
Wahl, ob und wie sehr ein Ratschlag angenommen wird (Bonaccio & Dalal, 2006; Hitter & Fiedler,
2019; Price & Stone, 2004; Van Swol, 2011; Van Swol & Sniezek, 2005). Operationalisiert wurde dies
u. a. mit Angaben auf einer Likert-Skala oder mit Wahrscheinlichkeitswerten (Bonaccio & Dalal, 2010),

also Aussagen wie ,,Der Ratgeber ist sich mit dem Ratschlag zu 80 % sicher”. Daran anschlieRend stellt

39



sich die Frage, inwiefern sich diese Aussage Uber das Selbstvertrauen auf einen algorithmischen
Ratschlag Ubertragen lasst, also auf eine Akkuratheitsangabe wie ,,Der Algorithmus ist sich mit dem

Ergebnis zu 80 % sicher”.

Wie sich immer wieder zeigt, beeinflussen auch bei maschinellem Rat Aussagen Uber die Akkuratheit
eines Systems seine Wahrnehmung und Nutzung. Wahrend Nutzende sich eher auf ein System mit
hoher Sicherheit verlassen, (iiberpriifen sie seine Entscheidungen bei einer niedrigen
Sicherheitsaussage 6fter, nehmen sie nicht an, vertrauen ihr weniger (z. B. Antifakos et al., 2005; Ford
et al., 2020; Yin et al., 2019; Y. Zhang et al., 2020). Aussagen liber (Un-)Sicherheiten eines Systems sind
also nicht per se positiv, sondern machen transparent, inwiefern dem System vertraut werden kann.
Sie wirken also als Moderatoren (Venkatesh, Thong, et al., 2016). Dies gilt in Anwendungsbereichen
mit hohem wie auch niedrigem Risiko (Antifakos et al., 2005; Yin et al., 2019). Bei Sicherheitsangaben
eines KI-Systems fiir Einkommensvorhersagen zeigt sich der klassische Effekt: Nutzende folgen einem
System mehr, je hoher die angegebene Sicherheit, und mehr als ohne Angabe. Dabei ist weniger
relevant, ob Versuchspersonen einer Systemempfehlung blind folgen missen oder ob sie die
Empfehlung vor ihrer Entscheidung sehen (Y. Zhang et al., 2020). Und auch im Vergleich mit einer
lokalen Erklarung haben Sicherheitsangaben einen gréBeren Einfluss auf die KI-Nutzung (Y. Zhang et
al., 2020; Z. Zhang et al.,, 2021). In einer Studie von Palfi und Kolleginnen zeigte sich kein
Zusammenhang von Akkuratheitsangabe und Nutzung bei einem Krebserkennungssystem im Einsatz
bei Allgemeinmediziner*innen (2022). Dies steht entgegen vorangehenden Studien, kdnnte aber an

der in der Studie herrschenden sehr hohen Systemakzeptanz und -nutzung liegen.

Die hohe Uberzeugungskraft der Sicherheitsangaben birgt jedoch auch Gefahren: Nutzende folgen
einem als sicher prasentierten System auch bei falschen Entscheidungen; ebenso erhalten sie eine
negative Bewertung eines Systems aufgrund dargestellter geringer Sicherheit selbst dann aufrecht und
widersprechen ihm haufiger, wenn es korrekte Ergebnisse liefert (Lim & Dey, 2011). In einem Vergleich
von Erkldarung und Sicherheitsangabe zeigte sich ebenso ein moglicher irrefiihrender Effekt beider
Faktoren. Hohe Sicherheitswerte bei dennoch falschen Ergebnissen fiihrten dazu, dass
Versuchspersonen eine um 10 % schlechtere Leistung erzielten als ohne Sicherheitsangaben.
Besonders in schwierigeren Aufgaben — es ging darum, Texte als positiv oder negativ konnotiert zu
klassifizieren — verlieRen sich Versuchspersonen ibermaRig hdufig auf den Algorithmus. Jedoch lieRen
sie sich durch Erklarungen, markierte Worte in den Texten, vorschnell von einer genaueren Analyse
und dem eigentlich korrekten Ergebnis abbringen (Schmidt et al., 2020). Bei hoher postulierter
Sicherheit, aber falschen Ergebnissen halfen Erklarungen zum Ergebnis dabei, die Wahrnehmung der

Systemperformance nicht abstiirzen zu lassen (Lim & Dey, 2011).
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Erleben Versuchspersonen allerdings ein fehlerhaftes System, nimmt das Vertrauen in dieses System
ab, selbst wenn die zuvor dargestellte Akkuratheit hoch ist. Umgekehrt wird durch das Erleben eines
korrekten Systems eine zuvor als niedrig dargestellte Akkuratheit nur langsam angepasst (Yin et al.,
2019). Die postulierte Akkuratheit eines Algorithmus beeinflusst maigeblich die Wahrnehmung des
Algorithmus, bis hin zu dem Punkt, an dem falsche Ergebnisse nicht mehr hinterfragt werden.
Gleichzeitig liberschreibt das Erleben eines Algorithmus als fehlerhaft die Akkuratheitsangaben und

ldsst sich nur schwer tiberwinden.

In einem Videospiel mit der Aufgabe, die Welt zu retten, wurden die Nutzung bzw. Uber- und
Unterinanspruchnahme von Hinweisen eines automatisierten Ratgebers unter verschiedenen
Bedingungen erhoben: Unsichere Umgebungen und eine hohe postulierte Verlasslichkeit des
automatisierten Ratgebers flihrten dazu, dass Ratschlage libermaRig in Anspruch genommen oder im
umgekehrten Fall zu selten genutzt wurden (Sutherland et al., 2016). Aufgrund der sehr kiinstlichen
Umgebung muss in Frage gestellt werden, ob die Versuchspersonen die automatisierten Ratgeber als
solche wahrnahmen. Dennoch bestatigen diese Ergebnisse den starken Einfluss der KI-Ratgeber

besonders bei unsicheren, komplexen Entscheidungen.

In einer Studie, in der Erklarungen und Sicherheitsratings fir Kunst-Empfehlungen eines Kunst-
Empfehlungssystems prasentiert wurden, zeigte sich der Effekt der Erklarung sehr viel positiver als der
der Sicherheitsangaben. In nachgelagerten Interviews erklarten die Versuchspersonen, die
Sicherheitsangaben als nicht zutreffend und mit teilweise unter 50 % als zu negativ wahrgenommen
zu haben. Dabei zeigte sich, so die Autor*innen, dass die Sicherheitsratings schlicht falsch verstanden
worden waren (H. Cramer et al., 2008). Der Effekt ist also weiterhin anzunehmen — und es stellt sich

als umso wichtiger heraus, ein Verstdandnis der Angaben sicherzustellen.

Wie hoch die Sicherheitsangaben dabei zu sein haben, um zu lberzeugen, ist nicht eindeutig. Einige
Studien untersuchen mehrere Stufen, hdufig zwischen 50 und knapp 100 %. Andere vergleichen nur
zwei oder wenige Gruppen. Die Ergebnisse zeigen meist, wie schon beschrieben: je sicherer, desto
Uberzeugender (Antifakos et al., 2005; Ford et al., 2020; Lim & Dey, 2011; Madhavan & Wiegmann,
2007; Yin et al., 2019; z. B. Y. Zhang et al., 2020). Zu niedrige Akkuratheitsangaben von teilweise 80
oder gar 60 % fiihren dazu, dass Systeme weniger genutzt werden als ohne Angabe (Ford et al., 2020;
T. Kim & Song, 2020). In Abhédngigkeit von den KI-Nutzenden untersuchte eine Studie zu
wirtschaftlichen Prognosen den Einfluss der Hohe der Sicherheitsangaben: Sie manipulierte die Hohe
der tatsachlichen KI-Akkuratheit als héher, gleich oder niedriger als die der Nutzenden. Die Studie
umfasste mehrere Durchgange, nach denen die Fehlerraten der Versuchspersonen sowie die des
Algorithmus offengelegt wurden. Zeigte der Algorithmus hohere oder die gleiche Akkuratheit wie die

Teilnehmenden, nutzten sie ihn weiterhin. Im Falle einer schlechteren Akkuratheit nahm die Nutzung
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ab (Daschner & Obermaier, 2022). Die eigene Leistung dient also als Schwelle, die ein ratgebender

Algorithmus mindestens zu erreichen hat.

In einer anderen Studie wurde eine Sicherheitsaussage mit sozialen Nutzungshinweisen verglichen: die
Aussage, der Algorithmus sei 75 % sicher, mit den Aussagen, 50 bzw. 70 % der anderen Nutzenden
wirden ihn in Anspruch nehmen. Es zeigt sich: Algorithmische Hilfe wird beansprucht, wenn andere
sie auch nutzen, unabhangig von der Anzahl der anderen. Die Akkuratheitsaussage hingegen
verbessert die Nutzung nicht (Alexander et al., 2018). Allerdings verbesserte sich die Leistung der
Nutzenden in der Aufgabe — es galt den Weg durch ein gezeichnetes Labyrinth zu finden — durch den
Algorithmus nicht, in einer Bedingung verschlechterte sie sich sogar. Die zogerliche Nutzung in der

Bedingung mit Akkuratheitsaussage war also eigentlich folgerichtig.

Ebenso wie ein sozialer Hinweis spielt auch die Prasentation der Akkuratheit eine Rolle: In einer
Spracherkennungsanwendung, die gesprochene in geschriebene Wérter umwandelte, wurden durch
visuelle Hinweise Angaben zur Sicherheit des Systems gemacht. In der Halfte der Falle ergéanzte ein
virtueller Avatar, der in einer Sprechblase eigentlich nur wiederholte, was bereits zu sehen war, die
Darstellung. Der Avatar fiihrte zu signifikant hherem Vertrauen in das System (Weitz et al., 2019). Will
man Uberzeugen, lassen sich neben einer moglichst hohen zu erreichenden Akkuratheit andere Wege
wahlen, um die Nutzung zu erhohen. Gleichzeitig sollte es beim Ziel moglichst korrekter
Entscheidungen nicht darum gehen, durch irrelevante Darstellungen die Nutzung in die Hohe zu
treiben, sondern zu erheben, wie Inhalte verstandlich vermittelt und eine lberlegte Nutzung erreicht
werden kann. Deshalb werden in der vorliegenden Studie verschiedene Akkuratheitsangaben
eingesetzt und verglichen. Besonders zu betonen ist die speziell fir die Studie (a) ,Fehlerfall”
durchgefiihrte Berechnung der Akkuratheitsangaben, mit dem Ziel, die postulierten
Sicherheitsangaben der tatsachlichen Wahrscheinlichkeit entsprechen zu lassen (veroffentlicht in
Werz et al., 2021). In Studie (c) ,Transparenzarten” werden zwei Akkuratheitsangaben mit zwei
Explainability-Arten verglichen, um ihre Wirkungen auf Vertrauen und tatsachliche Nutzung zu
erheben. In beiden Studien wurde darauf geachtet, dass die Hinweise der vorgeblichen Algorithmen
die Leistung der Versuchspersonen verbesserten. Sich von Akkuratheitsangaben oder Explainability
Uiberzeugen zu lassen, ware in den Experimenten also die richtige Entscheidung gewesen.

2.3.3.  Zusammenhang von Transparenz und Nutzung

Die ambivalente Sicht auf Transparenz in den Sozialwissenschaften, die dem eher
computerwissenschaftlichen Ansatz der Transparenz als ,modern [...] ideal” (Koivisto 2016, S. 2)
gegenlbersteht, spiegelt sich in den uneinheitlichen Ergebnissen von Nutzendenstudien wider, die
Transparenz untersuchen. So hebt Springer (2019) hervor, ,in some settings [...] transparency

improves algorithmic perceptions because users may better understand system behavior” (S. 101),
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wahrend in anderen Kontexten ,transparency can have other quite paradoxical effects, [...] cause users
to have worse perceptions of a system, trusting it less“ (Springer, 2019, S. 101). Eine umfassende

Ubersicht tiber die analysierten Studien ist Anhang A zu entnehmen.

Erste Studien zu algorithmischen Systemen befassten sich mit den damals innovativen und neuen
Empfehlungssystemen fir beispielsweise Musik, Kunst oder Filme. Obwohl diese Empfehlungssysteme
hiufig mithilfe von ,,Nachbarschaft”, Ahnlichkeit oder anderen regelbasierten Algorithmen realisiert
wurden und eigentlich erklarbar waren, stellten die Empfehlungen fiir die Nutzenden damals haufig
Blackboxen dar, wie Herlocker et al. (2000) betonen. Erklarungen, wie die personalisierten
Filmempfehlungen zustande kommen, wurden in den Studien beispielsweise Uber Anzeigen, wie
»ahnliche Leute wie du” den empfohlenen Film bewertet hatten, visualisiert. Empfehlungen mit einer
solchen Erklarung wurden Empfehlungen ohne Erkldarung vorgezogen, ohne jedoch die Filmauswahl zu
vereinfachen (Herlocker et al., 2000). Ebenso zeigte sich ein Zusammenhang zwischen der Bewertung
der Erklarungen und der Zufriedenheit mit dem Empfehlungssystem, wiederum ohne Effekt auf
Auswahleffektivitat (Gedikli et al., 2014). Bei einem Vergleich verschiedener Einflussfaktoren stellte
sich die Webseitenqualitat als wichtigster Faktor fir Vertrauen in das System heraus, wahrend

Transparenz nur einer von vielen weiteren Faktoren war (Nilashi et al., 2016).

Wahrend also Erklarungen zu ansonsten nicht nachvollziehbaren Systemen eher positive Effekte
zeigten, demonstrierten einige Studien zum Facebook-Newsfeed-Algorithmus, die Mitte der 2010er
Jahre stattfanden, negative Effekte von Transparenz: In Situationen, in denen Nutzende keine Kenntnis
vom Algorithmus hatten, fihrte die Offenlegung seiner Existenz zunachst zu negativen Emotionen,
Uberraschung und Arger (Eslami et al., 2015; Rader et al., 2018). Transparenz hatte hier also negative
affektive Auswirkungen auf die Wahrnehmung des Systems. Die in all diesen Studien umgesetzte
Transparenz war jedoch sehr einfach. Sie reichte von einfachen Erklarungen der Filmempfehlungen zur

Information, wie ein Algorithmus die Nachrichten im Facebook-Newsfeed sortiert.

Untersuchungen mit vielschichtigeren Ansatzen, wie beispielsweise von E-Government-Webseiten
und -Services, zeigten komplexere Effekte, die durch Transparenz ausgel6st werden. Bei hoher (bzw.
geringer) Vollstandigkeit oder Genauigkeit der Information erhdhte (bzw. verringerte) Transparenz das
Vertrauen und die Nutzungsintention des Systems (Venkatesh, Thong, et al., 2016). Im Kern zeigt es
jedoch, wie schon beim Facebook-Newsfeed: Transparenz steht nicht fiir sich allein, sondern hangt von
den vermittelten Informationen ab. Transparenz macht Probleme bzw. positive Aspekte sichtbar und

wirkt abhangig davon positiv oder negativ.

Dabei steht die Transparenz nicht nur in Zusammenhang mit den Inhalten, die sie offenlegt, sondern

auch mit den Nutzenden und deren Erwartungen an ein System: So zeigten Erklarungen eines Kunst-
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Empfehlungssystems bei Versuchspersonen mit erhohter Expertise einen negativen Effekt auf die
wahrgenommene Kompetenz des Systems, da sie durch die Erklarungen das System als zu vereinfacht
wahrnahmen (H. Cramer et al., 2008). Erkldarungen dazu, wie eingetippte Worter automatisiert
kategorisiert wurden, fihrten ebenfalls zu Annahmen Uber die Funktionsweise des Systems, die,
obwohl es eigentlich korrekt arbeitete, als nicht optimal empfunden wurden, beispielsweise weil sie
von den eigenen Erwartungen abwichen. Entsprechend bevorzugte nach der Nutzung die Halfte der

Versuchspersonen das intransparente System (Springer, 2019).

Weitere Untersuchungen belegen, dass zu viel Information und zu viele Details das Verstandnis
verringern und folglich auch das Vertrauen in ein System beeintrachtigen (Yu et al., 2017; Zhao et al.,,
2019). Hingegen erhohte die Interaktion mit einem Erklarbot und dadurch die Wahl, wie viele
Informationen Versuchspersonen erhalten wollten, ihr Vertrauen sowie ihr subjektives und
tatsachliches Verstandnis eines KI-Systems im Vergleich zu einer statischen Prasentation von
Erklarungen oder keinen Erklarungen (Sun & Sundar, 2022). Diese Ergebnisse zeigen: Transparenz
verandert — eher als erleichtert — das Verstandnis eines Systems, teilweise mit negativem Effekt.

Wichtig ist, dass die Erklarungen zum Bedarf der KI-Nutzenden passen.

Dieser Bedarf nach Kl-Transparenz ist nicht stetig, sondern unterscheidet sich je nach
Interaktionssituation. Nutzende erachten Transparenz besonders dann als sinnvoll, wenn das System
fehlerhaft oder nicht (ibereinstimmend mit den eigenen Erwartungen wahrgenommen wurde
(Springer, 2019). Bei einem medizinischen Diagnose-System stiegen durch Erkldarungen die
Zufriedenheit und das Vertrauen von Versuchspersonen nur in den Momenten, in denen ihre
Diagnosen unklar oder (noch) falsch waren. Nachdem das System die richtige Diagnose gestellt hatte,
war die Zufriedenheit unabhdngig von Erklarungsart oder keiner Erkldrung gleich hoch (Alam &
Mueller, 2021). Transparenz und Erklarungen werden also besonders bei Unsicherheit als wichtig

erachtet.

Den Effekt der Unsicherheit auf einen dadurch erhohten Bedarf nach Transparenz zeigen auch
folgende Studien zu Transparenz im Fehlerfall: Versuchspersonen misstrauten einem eigentlich
funktionierenden System, als sie beobachteten, dass es einen Fehler machte. Folgten jedoch
(mogliche) Erklarungen fiir den Fehler, stieg das Vertrauen wieder (Dzindolet et al., 2003). Auch Lucic
et al. (2020) untersuchten die Effekte von Erklarungen zu Fehlern des Systems. Diese fihrten zwar zu
einem erhohten Verstdandnis und informierteren Umgang mit dem System, zeigten bei ihnen aber
keinen Effekt auf Vertrauen und Akzeptanz. Auch wenn im Fehlerfall eher Erklarungen verlangt

werden, scheint die Transparenz die Erfahrung nicht ungeschehen zu machen.
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Der nachteilige Effekt von Transparenz auf Informiertheit, Verstiandnis und auf Vertrauen zeigte sich
bei Schmidt et al. (2020): In einer Aufgabe zur Textklassifizierung vertrauten die Versuchspersonen bei
komplexen Texten ibermaRig stark auf den Algorithmus und folgten ihm sogar dann, wenn er Fehler
machte. Bei uneinheitlichen Erklarungen — nicht eindeutig zuzuordnenden markierten Wortern —
verhielten sich die Versuchspersonen vermutlich unter der Annahme, der Algorithmus wiirde irren,
gegen seine Empfehlung und damit falsch. Ebenso lieRen sie sich von vermeintlich plausiblen
Erklarungen vorschnell von falschen Entscheidungen des Algorithmus (iberzeugen. Ahnliche
Ergebnisse zeigten sich auch bei Ford et al., wo Versuchspersonen eine fehlerhafte KI mit
bespielbasierten Erklarungen eher als korrekt bezeichneten als ohne Erkldarung (Ford et al., 2020).
Erklarungen in schlecht performenden Systemen fiihrten zu einem groReren Vertrauensverlust, als
wenn keine Erklarungen vorlagen (Z. Zhang et al., 2021). Mehr Transparenz und Erklarungen sind also
nicht zwangslaufig besser. Vielmehr missen sie sinnvoll gestaltet sein, um weder zu viel noch zu wenig,

sondern ein richtiges MaR an Vertrauen hervorzurufen.

Darliber hinaus lassen die prasentierten Ergebnisse vermuten, dass Transparenz bei den Nutzenden
nicht zu einer Verringerung, sondern vielmehr zu einer Steigerung des kognitiven Aufwands fiihrt
(Du et al., 2019). In einer Studie liber eine visuelle Entscheidungsaufgabe beeinflussten verschiedene
Varianten einer visuellen (Heatmap-) Erklarung zwar die kognitive Belastung (,,cognitive load”), diese
zeigte aber keinen Zusammenhang mit der Erwartung, das System produziere gute Ergebnisse (Karran
et al., 2022). Wie bereits Herlocker et al. (2000) und Gedikli et al. (2014) zeigten, nehmen Nutzende

also hohere kognitive Aufwande in Kauf, um ein KI-System zu verstehen.

Die bisherigen Studien beruhten lberwiegend auf der Prasentation von Transparenz als inhaltlicher
Information. Dies kann, wie dargelegt, die kognitiven Aufwdnde erhdhen. Tatsdchlich sind
Versuchspersonen in manchen Fallen sogar bereit, eine Gebihr zu entrichten, um die Transparenz
eines Kreditsystems, das Uber sie urteilt, zu erhéhen (Peters et al., 2020). Und auch mehr Zeit und
Aufwand sind Nutzende bereit zu investieren, um ein System zu verstehen. Haufiger als zusatzliche
Erklarungen, die sie hatten auswéahlen konnen, probierten sie verschiedene Eingabe-Slider aus, um ihre
Auswirkungen auf das Ergebnis zu testen und das System so zu verstehen (Tsai & Brusilovsky, 2019).
Transparenz und Verstdndnis flr ein System kénnen also auch durch Interaktion und Ausprobieren
hergestellt werden: Dabei eignet sich die sogenannte How-to-Transparenz besonders fiir Systeme mit

weniger Eingabevariablen und einfacheren Zusammenhangen (Mohseni et al., 2021).

Transparenz muss also auf die richtige Weise umgesetzt werden. Diese richtige Weise ist, wie die
beschriebenen Studien zeigen, abhdngig von Systemeigenschaften und Anwendung der KI — und von
den Nutzenden selbst. Auch wenn die Betrachtung der individuellen Einflussfaktoren auf die Mensch-

KI-Interaktion nicht im Fokus dieser Arbeit steht, zeigen Studien den grolRen Einfluss der Vorerfahrung:
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Diese liberschreibt Erklarungen und reduziert insbesondere dann Vertrauen und Leistung, wenn die
Erklarungen nicht zur Vorerfahrung passen. Auch die Einstellung gegeniiber Algorithmen und Ki
spielt eine wichtige Rolle: Eine positive (vs. negative) Einstellung fiihrt zu einem hdheren (vs.
geringeren) Vertrauen gegeniiber einem System und Uberschreibt auch verschiedene
Transparenzeffekte (Molina & Sundar, 2022; Sundar, 2020). Um Effekte aus dieser Richtung bei den
hier durchgefiihrten quantitativen Studien (a) ,,Fehlerfall“ und (c) , Transparenzarten” auszuschliefRen,
wurde ein Design und eine Aufgabe gewahlt, die moglichst wenig Vorerfahrung oder Einstellungen mit

sich bringen sollten.

Fragt man Nutzende vor Interaktion mit entweder einem intransparenten oder einem transparenten
System, welches sie voraussichtlich bevorzugen werden, wahlen sie das transparente System: In
Interviews Uber eine Vogelerkennungs-App, fiir die verschiedene Transparenz-Arten prasentiert
wurden, gaben potentielle Nutzende an, Systeme mit Erklarungen denen ohne zu bevorzugen, mit
einer Praferenz fiir visuelle Erklarungen. Ilhre Annahme war, die Erkldrungen zu nutzen, um ihr
Vertrauen in die App zu steuern und einen sinnvollen Umgang mit ihr zu lernen (S. S. Y. Kim et al.,
2023). In dieser qualitativen Studie zeigte sich, eher als generelle Erklarungen bevorzugten die
Befragten die Erklarungen, die die Einzelteile, auf denen die Entscheidung beruht, darstellten.
Forschungsfrage (b) ,,Nutzendenanforderungen® nutzt mit ihrem qualitativen Ansatz eine dhnliche
Methodik wie Kim et al. (2023) und diskutiert speziell erstellte Frontends von drei KI-Apps. In Studie
(b) stehen jedoch mehr die Anforderungen an die Transparenz im Vordergrund als ihre Auswirkungen,
auf die die Studie von Kim et al. fokussierte. Zu diesem Ziel stehen drei unterschiedliche KI-Apps zur

Diskussion, um so Unterschiede der Anforderungen je nach KI-Eigenschaften ermitteln zu kénnen.

Wie die aufgefiihrten Beispiele verdeutlichen, ergeben sich aus Aussagen aus Befragungen zur Nutzung
und tatsachlichen Nutzungsstudien haufig divergierende Ergebnisse. Um einem System vertrauen zu
kénnen, wiinschen sich Nutzende Erkldarungen, wenn man sie direkt danach fragt. In quantitativen
Studien sind die Zusammenhange nicht so eindeutig positiv. Gleichzeitig ist der Widerspruch nicht so
deutlich, wie er scheinen mag: Die bloRRe Steigerung von Vertrauen sollte nicht das Ziel sein, vielmehr
gilt es, Nutzende zu informieren und zur Regulierung ihres Vertrauens zu erméachtigen. Die qualitativ
gedullerte Priaferenz von Transparenz bedeutet eigentlich die Forderung nach sinnvoller,
verstandlicher und nutzbarer Transparenz. Entsprechend ist es wichtig, in den Nutzungsstudien zu
Transparenz, also Forschungsfrage (a) ,Fehlerfall” und (c) , Transparenzarten”, zu ermitteln, ob die
Nutzung Gberhaupt zu besseren Ergebnissen fiihrte, eine Steigerung der Nutzung durch Transparenz

also sinnvoll war.

Gedikli et al. unterscheiden zwischen objektiver und subjektiver (user-perceived) Transparenz. Erstere

,reveals the actual mechanisms of the underlying algorithm. However, there might be a number of
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reasons why it might be more appropriate to present more user-oriented ‘justifications’ [...]“ (Gedikli
et al.,, 2014, S. 369). Wahrend in vielen XAl-Studien die Endnutzenden, die insbesondere im
Alltagskontext haufig Kl-Laien darstellen, sehr wenig Beachtung finden, zeigen die Ergebnisse der
Literaturilibersicht, die Vielfalt der Studien, abhangiger Variablen und Ergebnisse (siehe Anhang A). Um
die qualitativ erhobenen Aussagen aus Forschungsfrage (b) ,Nutzungsstudien” zu ergdnzen, vergleicht
die Forschungsfrage (c) ,Transparenzarten” in einem experimentellen Setting vier verschiedene
Transparenzarten: Dabei wird eine visuelle, lokale Erklarung — wie auch in Kim et al. (2023) — mit einer
textlichen Erklarung zum Algorithmus verglichen, also eine lokale mit einer globalen
Funktionalitatserklarung, dem Kern von XAl. Zusatzlich werden eine lokale und eine globale
Akkuratheitsangabe verglichen. Es ergibt sich also ein 2 (Funktionalitdt vs. Akkuratheitsangabe) x 2

(lokal vs. global)-Design.

Bisherige Studien zur Frage, welche Art der Erklarung, lokal oder global, fir Endnutzende wichtiger ist,
zeigen eine Tendenz zu lokaler Explainability. Wahrend Rudin (2018) argumentiert, je wichtiger die zu
|6sende Aufgabe, desto wichtiger seien Nutzenden globale Erklarungen, bestatigt sich diese Annahme
in einer empirischen Untersuchung nicht (Wanner et al., 2022). Bei einer medizinischen Diagnose-KI
schitzten lokale, nicht aber globale Erklarungen zum Diagnoseprozess im Falle einer zunachst falschen
Diagnose vor Unzufriedenheit (Alam & Mueller, 2021). In einer weiteren Studie befanden Endnutzende
die lokalen Erklarungen als am aussagekraftigsten und mit der hochsten Erklarkraft, wahrend sich die
How-, also die globale Erklarung, nicht von der Bedingung ohne Erklarung abgrenzte (Herm et al.,
2023). Diese Ergebnisse gehen einher mit den zuvor berichteten Préferenzen der Interviewten in einer
Vogelbestimmungsapp, die Erklarungen zu den Einzelheiten der jeweiligen Empfehlungen den

generellen Erkldrungen bevorzugten (S. S. Y. Kim et al., 2023).

Der Blick in die Details zeigt jedoch auch hier die Abhangigkeit der Erklarung von ihren Effekten: Bei
Herm et al. (2023) wurden visuelle Erklarungen genutzt, die lokal sehr aussagekraftig waren, wahrend
die globale visuelle Erklarung kaum Information enthielt. Ahnliches zeigte eine Untersuchung mit
Wirtschaftsstudierenden, die ein Unterstltzungssystem zu Vorhersagen (iber Produktnachfragen
nutzten. Globale Erklarungen halfen, die Prozesse des Algorithmus zu verstehen, jedoch legten sie
offen, wie simpel der Algorithmus rechnete, weshalb die Nutzenden den Rat als weniger wertvoll
einschatzten, ihn seltener nutzten und schlechter abschnitten, als diejenigen, die keine Erklarung
erhielten (Lehmann et al., 2020). Die Studie zeigte also weniger den negativen Effekt von globalen
Erklarungen als den negativen Effekt verletzter Erwartung an die Funktionen des Systems (H. Cramer
et al., 2008; Springer, 2019). Eine Richtung ist in der Frage, ob lokale oder globale Erklarungen besser
wirken, also nicht abschlieBend geklart. Entsprechend widmet sich Forschungsfrage (c)

,Transparenzarten” diesem Thema.
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Die hier aufgefiihrten Studien zeigen zusammenfassend: Wichtiger als Transparenz im kleinsten Detail
herzustellen, ist es, sie auf relevante Erklarungen und aussagekraftige Teile zu beschrdanken.

Diesbezliglich fordern Carvalho et al. (2019, S. 27) fir die Forschung zu Erklarbarkeit:

»The [..] research field needs to focus more on the comparison of existing explanation
methods instead of just creating new ones: only with interpretability assessment, including
metrics that help to measure interpretability and context definitions that assist in comparing

different use cases, can we know in which direction the explanation methods should aim.”

|ll

Wahrend in Forschungsfrage (a) ,Fehlerfall“ dazu eine sehr einfache Art der Transparenz, die
Akkuratheitsangabe, fur einen spezifischen Nutzungsfall gewahlt wurde, dient Forschungsfrage (b)
,Nutzendenanforderungen” der breiteren Anndherung an das Thema, welche Transparenzaspekte
Uberhaupt als relevant angesehen werden. Zuletzt sind die Transparenzarten, die in Forschungsfrage
(c) , Transparenzarten” verglichen werden, sehr unterschiedlich gestaltet, um verschiedene Aspekte
von Transparenz, namlich Erklarbarkeit sowie Akkuratheitsangaben zu vergleichen, aber gleichzeitig

Einfliisse wie Kontext oder Vorwissen konstant zu halten (siehe Kapitel 2.2.4 ,, Technische Ansatze zu

transparenter KI“).

2.4.  Zusammenfassend: Fragestellungen

Aufbauend auf den dargelegten Vorarbeiten und theoretischen Uberlegungen widmet sich die
vorliegende Arbeit der (bergeordneten Fragestellung, wie sich Transparenz von KI-
Entscheidungsunterstiitzungssystemen auf die Nutzung dieser Systeme durch Endnutzende
auswirkt. Dabei wird diese Fragestellung mit einem Mixed Method-Design in drei verschiedenen

Detailgraden untersucht:

a. Forschungsfrage , Fehlerfall“: Inwieweit flihren Angaben von Akkuratheit eines Algorithmus
dazu, dass dieser auch nach einem Fehlerfall genutzt wird?

b. Forschungsfrage ,,Nutzendenanforderungen”: Welche Anforderungen an Transparenz in K
bestehen fir Laiennutzende und inwiefern unterscheiden sie sich nach Eigenschaften der KI?

c. Forschungsfrage , Transparenzarten”: Wie wirken sich verschiedene Arten der KI-Transparenz

auf Vertrauen und Nutzung eines Systems aus?

Abbildung 10 stellt dar, wie die drei Forschungsfragen auf dem Feld der Transparenz in Kl

anzuordnen sind und miteinander in Bezug stehen.
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Abbildung 10: Darstellung des Untersuchungsgegenstands der vorliegenden Arbeit und der in den

Forschungsfragen adressierten Aspekte
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3. Methodisches Vorgehen der Arbeit und ihr Beitrag

Um die Ubergeordnete Fragestellung, wie sich Transparenz von Kl-
Entscheidungsunterstiitzungssystemen auf die Nutzung dieser Systeme durch Endnutzende
auswirkt, anzunahern, wurden drei untergeordnete Forschungsfragen und jeweils drei verschiedene
Blickwinkel gewahlt. Dieses gewahlte Mixed Method-Design dient dazu, ein breites Verstandnis zur

Fragestellung durch verschiedene Ansatze zu erhalten.

Nach Venkatesh und Kolleginnen (2016) gilt es zu Beginn einer Untersuchung, das Ziel des Mixed
Method-Designs festzulegen, wonach sich die vorliegende Arbeit einem ,complementary purpose”
zuordnen lasst, bei dem ,complementary views about the same phenomenon” gewonnen werden (S.
38). In einer friihen Kategorisierung von Mixed Method-Designs von Greene et al. (1989), wird
Complementarity charakterisiert durch eine Kombination verschiedener Methoden, die sich mit
Dimensionen des gleichen Phdnomens eher als einem einzigen Phdnomen befassen (im Gegensatz zu
z. B. einer ,Triangulation”, bei der verschiedene Methoden eingesetzt werden, um ein einzelnes
Phanomen sehr detailliert zu untersuchen und die Reliabilitdt zu erhéhen). Das Phdnomen Transparenz
in KI wird durch den vorliegenden Ansatz in drei Dimensionen zerlegt: Der Ansatz (a) ,Fehlerfall”
widmet sich einem technisch sehr einfach umzusetzenden Transparenzaspekt, Akkuratheit, um dessen
Auswirkungen in einem (haufig replizierten) Fall der Mensch-Kl-Interaktion quantitativ, in
kontrollierten Bedingungen und durch Manipulation der Transparenz genau zu untersuchen. Der
Ansatz (b) ,Nutzendenanforderungen” ist sehr viel breiter angesetzt und untersucht qualitativ in
Fokusgruppen, welche Anforderungen an Transparenz Kl-Laien duflern, um so die Anforderungen
abhdngig von Systemgegebenheiten ableiten zu konnen. Hingegen vergleicht Ansatz (c)
,Transparenzarten” quantitativ vier aus der Literatur abgeleitete Transparenzarten in ihrem Effekt auf
die Nutzung von Laien. Der Ansatz (c) ist damit in Bezug auf die Spezifitdt zwischen Ansatz (a), der als

duRerst spezifisch betrachtet werden kann, und dem weniger spezifischen Ansatz (b) einzuordnen.

Die Forschungsfragen wurden unabhédngig voneinander in drei Phasen (,Multistrand Design“) und
gleichzeitig (concurrent) untersucht (Greene et al., 1989; Venkatesh, Brown, et al., 2016). Sie bauen
also nicht aufeinander auf, sondern beleuchten parallel drei Aspekte der (bergeordneten
Fragestellung. Gleichzeitig ist zu betonen, dass die drei Untersuchungen nicht zeitlich parallel

stattfanden, sondern zunéachst Studie (a), dann (b) und dann (c) durchgefiihrt wurden.

Der Kategorisierung von Venkatesh und Kolleginnen folgend ist zu berichten, dass zwei qualitative und
eine quantitative Studie durchgefiihrt wurden, gleichzeitig aber die Methoden gleichwertig sind und
keine Methode bzw. kein Ergebnis das andere dominiert. Die Teilnahme an den drei Studien war

unabhangig in dem Sinne, dass die Teilnehmenden in Studie (a), (b) und (c) unterschiedlich waren und
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nicht mehrfach teilgenommen haben (es wurde in der Rekrutierung darauf hingewiesen,
Teilnehmende von einer der anderen Studien mdgen bitte nicht erneut teilnehmen). Es handelt sich
also um ,,Probability Sampling” mit parallelen Stichproben (Venkatesh, Brown, et al., 2016). Wahrend
die Studien (a) ,Fehlerfall“ und (c) ,Transparenzarten” einem deduktiven, hypothesentestenden
Ansatz folgen, zeichnet sich Studie (b) , Nutzendenanforderungen“ durch einen (berwiegend

induktiven, explorativen Ansatz aus.

Mit dieser Herangehensweise widmet sich die vorliegende Arbeit der Forschungsliicke, die zwischen
technisch detaillierter Forschung und der Nutzung dieser technischen Erkenntnisse fiir die Anwendung
fiir Endnutzende besteht. Ihr Beitrag besteht in der Auseinandersetzung damit, wie sich die bisher sehr
technisch behandelte Thematik der Transparenz in Kl fiir Endnutzende libersetzen lasst. Durch die
breite Herangehensweise bezieht die Arbeit sich dabei nicht nur auf spezifische Fragestellungen nach
einzelnen Zusammenhdngen oder Phanomenen, wie z. B. der Algorithm Aversion, sondern schafft mit
drei Ansatzen einen Uberblick {iber das Feld der KI-Transparenz und ihre verschiedenen Facetten. So
sollen nicht nur Einzelergebnisse produziert werden, die lediglich ein weiteres Mosaiksteinchen zum
ambivalenten Bild von KlI-Transparenz und ihrer Auswirkung auf die Nutzung beitragen. Vielmehr
sollen die Ergebnisse am Ende ein breites Bild von KI-Transparenz ergeben, das die Sicht von Laien-
Nutzenden darlegt, in verschiedenen Kontexten, mit ihren Abhangigkeiten und Effekten auf Vertrauen
und Nutzung. Ziel ist es, auf Grundlage der Erkenntnisse Handlungsempfehlungen fiir Entwickler*innen
und die Politik formulieren zu kénnen, die diese bei der Umsetzung von Kl-Transparenz fir

Endnutzende unterstitzen.

Die drei Ansatze werden im Folgenden nacheinander, der zeitlichen Durchfiihrung folgend, berichtet.
Jeder Studie ist eine kurze, zusammenfassende theoretische Einordnung vorangestellt, gefolgt von
Methodik, Ergebnissen und Diskussion dieses Ansatzes. Um das Gesamtbild von Kl-Transparenz
zusammenzusetzen, werden am Ende der Arbeit die Erkenntnisse der drei Studien zusammengefiihrt.
Dies geschieht insbesondere in Kapitel 7 ,Einordnung der Ergebnisse und Diskussion” mit einem
Uberblick tber die Studien, den zu ziehenden gemeinsamen Erkenntnissen und der ausfiihrlichen
Ableitung von Implikationen fiir Praxis und Forschung. Am Ende folgt Kapitel 8 mit einer

Zusammenfassung der gesamten Arbeit und schlieRlich Kapitel 9 mit Fazit und Ausblick.
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4. Effekt der Akkuratheitsinformation auf die Nutzung nach einem Fehlerfall

(Forschungsfrage a)

Bezliglich der Nutzung von KI-Systemen treten zwei vermeintlich gegenlaufige Effekte auf: Overtrust
und Algorithm Aversion. Beide zeigen sich in Studien und in der Praxis und wirken sich negativ auf
Entscheidungsprozesse aus. Ersteres bezeichnet GibermaRiges Vertrauen in Kl bzw. ein algorithmisches
System, das in der Folge zu wenig kritisch genutzt wird und beispielsweise Fehler uniberlegt
Ubernommen werden (Madhavan & Wiegmann, 2007; Springer et al., 2018). Im Gegensatz dazu
bezeichnet Algorithm Aversion die tUbermaRige Ablehnung algorithmischer Systeme nach einem
Fehlerfall, selbst wenn das System insgesamt zu besseren Entscheidungen verhelfen wiirde (Dietvorst
etal., 2014; Filiz et al., 2023). Da beide Effekte rationaler, bestméglicher Entscheidungsfindung im Weg

stehen, sind MaBnahmen zur Regulierung vonnoten.

Beide Effekte fulRen, so die Annahme, in der falschen Annahme, Algorithmen irrten sich nie. Im
Folgenden wird sich auf den Ablehnungseffekt, Algorithm Aversion, konzentriert und untersucht, ob
er sich reduzieren lasst, wenn Transparenz darliber hergestellt wird, dass jeder Algorithmus eine
gewisse Unsicherheit beinhaltet. Die dazu durchgefiihrte quantitative Studie wird im Folgenden

berichtet.

4.1.  Theoretische Einordnung und Hypothesen

Der Effekt der Algorithm Aversion bezeichnet den Nutzungseinbruch und Vertrauensverlust in ein
Entscheidungsunterstitzungssystem, nachdem Nutzende Fehler des Systems beobachteten.
Ausfuhrlich eingefiihrt und besprochen wird der theoretische Hintergrund dieses Effekts und seiner
Auswirkungen in Kapitel 2.1.4. Das Problematische an Algorithm Aversion: Da Algorithmen bzw. KI

irgendwann zwanglaufig Fehler begehen, scheint er unvermeidlich (Prahl & Swol, 2017).

Ein Grund fir Algorithm Aversion liegt darin, dass algorithmische Empfehlungen anders bewertet
werden als menschliche (Burton et al., 2020; Logg et al., 2019; Morewedge, 2022; Renier et al., 2021).
Aufgrund zu hoher Erwartungen an Algorithmen verletzen aufkommende Fehler die herrschende
Perfektheitsannahme und fihren deshalb zu groRer Ablehnung (Daschner & Obermaier, 2022;

Dietvorst et al., 2014; Dzindolet et al., 2003; Madhavan & Wiegmann, 2007; Renier et al., 2021).

Die Annahme, Algorithmen arbeiteten perfekt, zeigt sich auch dann, wenn ein einzelner Fehler eines
KI-Systems von den Nutzenden als Zeichen dafiir interpretiert wird, das System sei defekt (Reich et al.,
2022). Entsprechend sind Nutzende eher gewillt, das System weiterhin zu nutzen, wenn sie die
Moglichkeit erhalten, die Entscheidungen des Algorithmus nach einem Fehler — und sei es nur minimal

— anzupassen (Dietvorst et al., 2018). Wirkungsvoll zur Uberwindung von Algorithm Aversion ist
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auBRerdem, den Nutzenden zu zeigen, das System lerne durch Fehler hinzu (Reich et al., 2022).
Gleichzeitig stellt sich die Frage, ob nicht schon allein die Aufklarung dariiber, dass einzelne Fehler
vorkommen kdnnen, ja gar zu erwarten sind und keine Anzeichen fir einen fehlerhaften Algorithmus
darstellen, dazu beitragen konnte, Algorithm Aversion zu lberwinden. Die vorliegende Arbeit
argumentiert, schon die Information, Kl und Algorithmen hatten zwangsldaufig bestimmte
Fehlerwahrscheinlichkeiten, konnte diesen schadlichen Perfektheitsanspruch ins rechte Licht riicken
und so einen Ansatz zur Uberwindung von Algorithm Aversion bieten. Daraus ergibt sich die

Forschungsfrage:

FF (a) ,,Fehlerfall“: Inwieweit filhren Angaben von Akkuratheit eines Algorithmus dazu, dass

dieser auch nach einem Fehlerfall genutzt wird?

Da es sich bei Algorithm Aversion um einen Effekt handelt, der nicht rational begriindbar ist, wird in
den meisten Studien zur Algorithm Aversion keine Verhaltensintention, sondern die tatsachliche
Nutzung von Algorithmen erhoben. Denn auch wenn berichtetes Vertrauen oder Verhaltensintention
wichtige Voraussetzungen fiir eine Technologienutzung sind, flilhren sie nicht automatisch zu
tatsachlichem Nutzungsverhalten (Ajzen, 2014; Daschner & Obermaier, 2022; Schmidt et al., 2020). In
Experimenten zu Algorithm Aversion wird haufig die Nutzung von algorithmischen Ratschlagen vor und
nach einem Fehler miteinander oder mit der Nutzung von menschlichen Ratschlagen verglichen
(Burton et al., 2020; Logg et al., 2019; Mahmud et al., 2022; Onkal et al., 2009). Als Algorithm Aversion
werden in diesen Studien sowohl die signifikante Verringerung der Nutzung nach einem Fehler im
Vergleich zur Nutzung vorher als auch eine signifikant niedrigere Nutzung algorithmischer im Vergleich

zu menschlichen Empfehlungen nach einem Fehler bezeichnet.

Das in solchen Untersuchungen haufig eingesetzte Experimentaldesign ist das eines Judge-Advisor-
Systems (JAS; Sniezek & Buckley, 1995). Ein JAS bildet eine Interaktion ab, in der die Person, die eine
Entscheidung trifft, als Judge und die Quelle eines Ratschlags zu dieser Entscheidung als Advisor
bezeichnet werden. In den Studien zur Algorithm Aversion handelt es sich bei den Advisor
Ublicherweise um verschieden gestaltete Algorithmen. Teilweise werden auch algorithmische und
menschliche Advisor verglichen (z. B. Dietvorst et al., 2014; Logg et al., 2019; Prahl & Swol, 2017). Das
JAS ermoglicht die Untersuchung von Faktoren, die beeinflussen, unter welchen Bedingungen und wie
sehr der Judge die Entscheidungsempfehlungen des Advisors in die eigene Entscheidung integriert. Im
Experimentaldesign trifft bei einer Entscheidungsaufgabe zunachst der Judge eine Entscheidung.
AnschlieBend folgt die Empfehlung des Advisors, woraufhin der Judge seine Entscheidung anpassen
kann und damit eine endgiiltige Entscheidung abgibt (Bonaccio & Dalal, 2006; Sniezek & Buckley,
1995). Anhand dieser wechselseitigen Interaktion lasst sich durch die Differenz zwischen erster und

finaler Entscheidung der Einfluss der Empfehlung des Advisors auf die Entscheidung des Judges

53



qguantifizieren. Dieser Messwert wird, seit ihn Dawes und Corrigan (1974) zum ersten Mal nutzten, als
Weight of Advice (WOA) bezeichnet (z. B. Bonaccio & Dalal, 2006; Daschner & Obermaier, 2022; Logg
et al., 2019; Onkal et al., 2009).

In diesem Experimentalparadigma lassen sich die Bedingungen, unter denen Entscheidungen getroffen
werden, ebenso wie die Advisor selbst variieren: Der Vergleich von menschlichen mit algorithmischen
Advisor wurde bereits angesprochen. Fiir die vorliegende Fragestellung hingegen werden verschieden
gestaltete algorithmische Advisor verglichen, die sich hinsichtlich ihrer Akkuratheitsangaben
unterscheiden. Dazu werden, aufbauend auf den vorangegangenen Darstellungen, die folgenden

Hypothesen aufgestellt:

H1: Die Nutzung des Algorithmus (WOA) nach Fehlern sinkt stdrker, wenn zuvor keine

Akkuratheitsangaben gegeben wurden als mit Akkuratheitsangaben.

H2: Im Vergleich zu Durchgdngen ohne Fehlererfahrung sinkt die Nutzung eines Algorithmus

(WOA) nachdem Fehler von diesem erlebt wurden (Algorithm Aversion).

H3: Nach einem Fehler ist die Nutzung des Algorithmus (WOA) héher, wenn der Algorithmus

Akkuratheitsangaben aufweist als ohne solche Angaben.

Um diese Hypothesen zu prifen, wurde ein Experiment aufgesetzt, in dem die Akkuratheitsangaben
bzw. ihr Vorhandensein manipuliert wurden. Dazu wurde die positive Formulierung von Akkuratheit
gewadhlt (,xx % korrekt”), da ein Vergleich mit negativ formulierten Fehlerwahrscheinlichkeiten eine
geringere Akzeptanz gezeigt hatte (T. Kim & Song, 2020). In der Literatur wurden dariber hinaus
Zusammenhdnge zwischen der Einstellung einer Person gegeniiber Algorithmen und ihren
mathematischen Fahigkeiten (Logg et al., 2019) oder auch ihrem Bildungsniveau (Thurman et al., 2019)
gefunden. Da die Einstellung einer Person gegeniiber Algorithmen auch Auswirkungen auf die Nutzung
der Algorithmen hat, wird in der vorliegenden Studie zudem explorativ untersucht, ob weitere
Personlichkeitseigenschaften Auswirkungen auf den Algorithm Aversion-Effekt zeigen. Es wird ein
Zusammenhang zwischen der allgemeinen Einstellung einer Person gegeniber Algorithmen, ihrer
Kontrolliberzeugungen im Umgang mit Technik, Risikobereitschaft, Kognitionsbedirfnis,
Entscheidungsfreude und weiteren Einzelfaktoren untersucht. Die Details des Experimentaldesigns

und die Rahmenbedingung zur Erhebung sowie zur Auswertung werden im Folgenden naher erldutert.

4.2. Methode

Die Untersuchung, ob sich durch Transparenz Uber die Algorithmusakkuratheit die Nutzung des
Algorithmus auch nach einem Fehlerfall erhalten und Algorithm Aversion abschwachen lasst, fand im

Rahmen eines Online-Experiments statt. Dabei hatten die Versuchspersonen die Aufgabe, das Gewicht
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von auf Fotos abgebildetem Gemiise bzw. Obst zu schatzen (im Folgenden nur noch Gemiise genannt).
Nach Abgabe einer initialen Gewichtschdtzung wurde ihnen die Einschatzung eines zuvor
beschriebenen algorithmischen Systems prasentiert. Bei diesem als Kl dargestellten System handelte
es sich um ein ,Wizard-of-Oz-System”, bei dem der angebliche Algorithmus in Wahrheit fest
programmiert war und keine Gewichtschatzung durchfiihrte. Mehr Informationen zum Ablauf und zum

verwendeten Material folgen in den nachsten Kapiteln.

Das Studiendesign wurde zum ersten Mal in Werz et al. (2020) beschrieben und vorgestellt. Die
Datenerhebung fand u. a. im Rahmen der Masterarbeit von Jacqueline Engels statt, die ihre
Abschlussarbeit in Betreuung der Autorin durchfihrte. Die Studie wurde vor der Durchflihrung und

Analyse praregistriert® (siehe auch Anhang B).

4.2.1. Stichprobe

Am Online-Experiment nahmen insgesamt 257 Personen teil, wobei nicht vollstandig abgeschlossene
Durchfiihrungen schon zu Beginn ausgeschlossen wurden. Weitere 88 Datensidtze mussten
ausgeschlossen werden, weil eine als Manipulationscheck eingefligte Kontrollfrage fehlerhaft
beantwortet wurde. Die Stichprobe bestand schlieflich aus n = 169 Personen zwischen 18 und 68
Jahren (M = 29,43, SD = 10,95). Von diesen waren 100 Teilnehmerinnen weiblich. Weitere Daten zur

Stichprobebeschreibung stellt Tabelle 3 dar.

Tabelle 3: Demographische Daten der Stichprobe zur Forschungsfrage (a)

Haufigkeit Prozent
Arbeitsverhaltnis
Student/in 77 45,6%
Angestellte/r 76 45%
Freiberufler/in 12 7,1%
Arbeitslos 1 0,6%
Rentner/in 3 1,8%
Héchster Bildungsabschluss
Hauptschulabschluss 1 0,6%
Realschulabschluss 7 4,1%
Abitur 41 24,3%
Lehre/Berufsausbildung 23 13,6%
Universitats- oder Fachschulabschluss 97 57,4%
Muttersprache
Deutsch 163 96,4%
Nicht Deutsch 6 3,6%
Routine mit Computern
Gar nicht 2 1,2%
Ein wenig 45 26,6%
Sehr 122 72,2%

3 https://aspredicted.org/5zb9y.pdf
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Die Rekrutierung erfolgte Gber verschiedene E-Mail-Verteiler der Psychologiestudierenden der RWTH
Aachen, Uber den Verteiler der Mitarbeitenden des IMA der RWTH Aachen sowie Uber persénliches
Kontaktieren im Bekanntenkreis. Teilnahmevoraussetzung war ein Mindestalter von 18 Jahren. Als
Aufwandsentschadigung erhielten die Psychologiestudierenden eine halbe Versuchspersonenstunde.

Unter allen anderen Teilnehmenden wurden drei 10 €-Gutscheine fiir Amazon verlost.

4.2.2. Versuchsablauf

Die Online-Studie wurde mittels der Online-Plattform SoSci Survey realisiert und den Teilnehmenden
zwischen dem 01.04.2021 und dem 18.04.2021 zur Verfligung gestellt. Die Dauer der Teilnahme an der
Online-Studie betrug ca. 15 bis 20 Minuten.

Zu Beginn des Experiments erfolgte die BegriRung der Versuchspersonen. Nach Sichtung und
Einwilligung der Informationen zum Datenschutz (siehe Anhang C) startete der inhaltliche Teil. Den
gesamten Ablauf der Studie stellt Abbildung 11 im oberen Prozessdiagramm dar. Zunéachst fiillten die
Versuchspersonen die Skala zur Erhebung der Einstellung gegeniber Algorithmen aus (Attitude
Towards Algorithm-Scale, ATAS; Bock & Rosenthal-von der Pltten, 2023). Anschliefend wurde ihnen
erklart, die Studie untersuche einen Algorithmus, der der kontaktlosen Gewichtsbestimmung von
Gemise und Obst dient und auf Grundlage einzelner Bilder dieses Gewicht mittels Bilderkennung
sowie Volumen- und Dichteberechnungen bestimme. An der Stelle wurden durch drei verschiedene
Akkuratheitsangaben zum Algorithmus die drei unterschiedlichen Zwischensubjektfaktor-
Bedingungen eingeflihrt. AnschlieBend erfolge die randomisierte Zuteilung der Versuchspersonen zu

einer der drei Bedingungen:

e Hohe Akkuratheitsbedingung (HA) mit der Information, der Algorithmus weise eine
Genauigkeit von 90,1 % auf

o Niedrige Akkuratheitsbedingung (NA) mit dem Hinweis, der Algorithmus weise eine
Genauigkeit von 78,9 % auf

e Bedingung ohne Genauigkeitsangabe der Kontrollgruppe (KG): keine Information (iber die

Genauigkeit des Algorithmus

Die darauffolgenden Instruktionen waren fir alle Versuchspersonen identisch. Sie erhielten die
Aufgabe, anhand von Bildern das Gewicht von Gemise zu schatzen. Nach dieser ersten eigenen
Angabe erhielten sie die Schatzung des Algorithmus. Daran anschlieRend hatten sie die Moglichkeit,
ihre initiale Einschdtzung anzupassen und so ihre finale Schatzung abzugeben. Abbildung 11 stellt in
ihrem unteren Teil den Ablauf eines einzelnen Trials dar. Abbildung 12 zeigt die Schatzaufgabe. Nach
jeder abgeschlossenen Schatzaufgabe wurde den Versuchspersonen Rickmeldung dazu gegeben,

welche Schatzungen korrekt gewesen waren: ihre finale und/oder ihre erste Schatzung sowie die des
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Algorithmus (eine Schatzung galt als korrekt, wenn sie sich innerhalb von +/- 20 % des wahren Gewichts
befand; siehe Abbildung 11 bzw. Abbildung 13). Die Versuchspersonen durchliefen diese Interaktion
in 20 randomisierten Durchgdngen, in denen sie jeweils ein Bild aus einem Pool von 37 Bildern zur

Schatzung erhielten.

Von den insgesamt 20 Durchgéngen gab der Algorithmus in drei Durchgangen (im 6., 10. und 14.) eine
fehlerhafte Empfehlung. Bei den Empfehlungen der anderen Durchgange lag der Algorithmus richtig.
Um ein Diskrepanzerleben zwischen der angegebenen Genauigkeit des Algorithmus und der
beobachteten Leistung zu vermeiden, wurden die Werte der algorithmischen Akkuratheit (90,1% und
78,9%) sowie die Anzahl der richtigen und falschen Schatzungen des Algorithmus so gewahlt, dass sie

den angegebenen Akkuratheitsangaben entsprachen (Werz et al., 2021).
Abbildung 11: Ablauf des Experiments (a). Der obere Teil zeigt den gesamten Ablauf: drei dunkelgraue Pfeile
stehen fiir drei falsche Trials. In fetter Schrift sind Skalen/Items dargestellt, die in 4.2.3.2 nédher erldutert

werden. Der Detailblick darunter zeigt den Ablauf eines einzelnen Trials.

Kontrollfrage, subjektive Akkuratheit;

i 3 i 3 Hohe Akkuratheit
Einverstandnis, 20 Scha'qungen KUT, R-1, NFC-K, Decisiveness,
Datenschutz, davon 3 mit falschen  Niedrigere e (F .
S ) . Einzelitems Mensch-Algorithmus-
Einleitung, Algorithmen- Akkuratheit . )
ATA T _ Interaktion; Demographie;
Keine Angabe Aufklirung
Angabe des Algorithmus- Rickmeldung zur Korrektheit
Initiale Schatzung durch hinweises und finale der Schatzungen von
Versuchsperson Schatzung durch Algorithmus und
Versuchsperson Versuchsperson

Nach der Schatzaufgabe folgte die Kontrollfrage zum  Manipulationscheck  der
Akkuratheitsbedingungen. Dazu sollten die Versuchspersonen anhand eines Drop-Down-Menis
angeben, in welchem Bereich die Sicherheit des algorithmischen Systems laut den Anweisungen
gelegen hatte (Antwortoptionen: ,es gab keine Angabe zur Sicherheit”, ,55-64 %", ,65-74 %", ,75-84
%", ,Uber 85 %“). Personen, die hierbei falsche Angaben machten, wurden bei der Auswertung
ausgeschlossen, da fir sie von keiner erfolgten Manipulation ausgegangen werden konnte. Zudem
sollten die Versuchspersonen mittels eines Schiebereglers angeben, wie sie die tatsachliche

Trefferquote des Algorithmus einschatzten (von ,,0% (nie richtig)” bis ,,100% (immer richtig)“).

Im Anschluss wurden die Versuchspersonen gebeten, verschiedene Items zur Mensch-Algorithmus-
Interaktion zu beantworten (siehe Kapitel 4.2.3.3), die Einschatzungen (ber den Algorithmus
enthielten und die Motivation der Algorithmusnutzung abfragten. Zuséatzlich beschrieben die
Versuchspersonen mittels eines offenen Textfeldes kurz ihre Vorgehensweise in der Zusammenarbeit

mit dem Algorithmus. Ziel dieser Items sowie der offenen Abfrage war es, die gewahlte Strategie in der
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Zusammenarbeit mit dem Algorithmus zu erfassen. Danach sollten sie den Fragebogen zur
Kontrolliberzeugung im Umgang mit Technik (KUT; Beier, 1999, 2004), die Kurzskala zur
Risikobereitschaft (R-1; Beierlein et al., 2014), die Kurzskala des Need for Cognition (NFC-K; BeiRert et
al., 2015) sowie die Subskala Decisiveness (Roets & Van Hiel, 2007) ausfiillen (siehe Kapitel 4.2.3.3).

AnschlieBend wurden demografische Daten (Alter, Geschlecht, hochster Bildungsabschluss,
Arbeitsverhaltnis, Muttersprache, Routine im Umgang mit Computern) abgefragt. Die
Versuchspersonen wurden aulerdem aufgefordert, in einem offenen Textfeld Algorithmen zu
benennen, die sie in ihrem beruflichen oder privaten Alltag verwenden, um so Riickschliisse auf ihre
bisherigen Erfahrungen mit Kl treffen zu kénnen. Auf der darauffolgenden Seite wurde den
Versuchspersonen fiir ihre Teilnahme an der Studie gedankt und sie wurden liber das eigentliche Ziel
und die Manipulation der Studie aufgeklart. AbschlieRend konnten die Versuchspersonen ihren E-Mail-
Kontakt zur Incentivierung bzw. Teilnahme an der Verlosung sowie fiir den Erhalt weiterer

Informationen zur Studie angeben.

4.2.3.  Material

Im Folgenden werden das verwendete Material flr die Schatzaufgabe, die Erhebung der abhangigen
Variablen und die Manipulation der Bedingungen und abschlieBend die weiteren
Erhebungsinstrumente im Detail vorgestellt.

4.2.3.1. Schatzaufgabe und abhangige Variable

Zur Untersuchung der Frage, ob die Angabe der algorithmischen Akkuratheit die Algorithm Aversion
reduzieren kann, kam ein JAS zum Einsatz. Dieses wurde als Wizard-of-Oz-Experiment umgesetzt. Das
bedeutet, die Versuchspersonen wurden Glauben gemacht, sie interagierten mit einem
automatisierten/Kl-basierten System, das in Wahrheit aber keines war (Dahlback et al., 1993; Gu et al.,
2024). Im vorliegenden Fall handelte es sich nicht um ein echtes Vorhersagemodell zur Bildanalyse,
sondern um manuell und in Abhdngigkeit vom wahren Gewicht definierte Gewichtangaben. Konzept

und Design der Studie wurden erstmalig in Werz et al. (2020) dargelegt.

Bei der Entscheidungsaufgabe handelte es sich um eine Schatzaufgabe, in der das Gewicht von auf
Fotos abgebildetem Gemiise geschatzt werden musste (siehe Abbildung 12). Diese Aufgabe wurde
gewahlt, da sie drei Bedingungen erfiillt, die fiir die vorliegende Untersuchung als notwendig erachtet

wurden:

1. Die Aufgabe muss objektiv richtig oder falsch gelést werden kénnen (z. B. keine Vorhersagen
in die Zukunft).
2. Die Aufgabe sollte Antworten auf einer Skala, nicht nur bindre Losungen (z. B. Ja/Nein),

ermoglichen.
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3. Der Einfluss von Vorerfahrung und Expertise oder eines besonders leidenschaftlichen Themas
(z. B. Geldanlage, geschichtliche Ereignisse oder Sport) sollte vermieden werden, um

Verzerrungen bei einzelnen Versuchspersonen zu vermeiden.

In der einzelnen Schatzaufgabe wurde den Versuchspersonen randomisiert eines von 37 Bildern mit
darauf abgebildetem Gemiise prasentiert. In der unteren rechten Ecke jedes Bildes war jeweils ein

GroRenmalistab von 5 cm abgebildet. Das Material fir diese Aufgabe wurde selbst erstellt.

Mittels eines Schiebereglers (von 0 g bis 500 g) sollten die Versuchspersonen zunachst das Gewicht
des abgebildeten Gem{ises schatzen, also als ,,Judges” im JAS tatig werden. Im Anschluss wurde ihnen
das angeblich vom Algorithmus ermittelte Gewicht als Empfehlung prasentiert — der Hinweis des
»Advisors”. Daran anschliefend konnten die Versuchspersonen ihre initiale Entscheidung mittels des
Schiebereglers anpassen und so ihre finale Schatzung abgeben. In Abbildung 12 sind die Abbildungen

einer einzelnen Schatzaufgabe grafisch dargestellt.

Abbildung 12: Darstellung der beiden Abbildungen der Schétzaufgabe. Zundchst war der linke Teil zur Abgabe
der Schéitzung durch die Versuchspersonen zu sehen und anschliefSend der rechte, der die Empfehlung des
Algorithmus und die finale Schéitzungseingabe enthiilt.

Empfehlung des Algorithmus
500 g

Erste Schatzung 0g —
0g { 500 g 49a
sang

Finale Schatzung
0g { 500 g

1

g
Durch einen solchen Aufbau der Entscheidungsaufgabe als JAS lasst sich mit dem WOA ein
VerhaltensmaR fir die Nutzung des Advisors erstellen. Der WOA bildet ab, in welchem AusmaR der
Ratschlag des Advisors berticksichtigt wird. Dazu relativiert er den Anteil der Schatzungsanpassung an
der initialen Schatzung und besteht iblicherweise aus einer Zahl zwischen 0 und 1 (wobei héhere oder
niedrigere Zahlen vorkommen kénnen; Dawes & Corrigan, 1974; Logg et al., 2019). Ein WOA von 0
bedeutet, die Versuchsperson ignorierte die Empfehlung des Algorithmus und nahm keine Anpassung
an den Algorithmus vor. Bei einem WOA von 1 folgte sie der Empfehlung vollstandig und Gibernahm
sie fur die finale Entscheidung. Als abhdngige Variable war von Interesse, ob sich Effekte der

Bedingungen und der Fehlererfahrung auf die WOAs zeigen.
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Die Fehlererfahrung bezeichnet die Erfahrung, dass der Algorithmus einen Fehler macht, also eine
falsche Schatzung abgibt. Um diese zu ermoglichen, folgte im Anschluss an die finale Gewichtschatzung
die Information Uber das tatsachliche Gewicht des prasentierten Gemduses. Dabei wurde auch das
Ergebnis der ersten und der finalen sowie der Schatzung des Algorithmus angezeigt. Die Darstellung
von wahren bzw. falschen Schatzungen wurde farblich markiert (siehe Abbildung 13). Ein Ergebnis galt
als richtig, wenn es maximal 20 % vom tatsachlichen Gewicht abwich. Da der Algorithmus in allen
Bedingungen drei Mal falsche Schatzungen abgab, durchliefen die Versuchspersonen drei

algorithmische Fehlererfahrungen.

Abbildung 13: Beispiel einer Ergebnisprésentation, wie sie nach jedem Trial erschien. Sie enthdlt das wahre
Gewicht des zuvor abgebildeten Gemiises, das Ergebnis des Algorithmushinweises sowie der eigenen
Schétzungen. In der Grafik griin markiert ist der als korrekt gewertete Bereich.

Das Gemise im Bild wiegt 48g.

Das Ergebnis des Algorithmus von 49g war richtig!
(innerhalb von + 20% des tatsdchlichen Gewichts)

lhre Schatzung von 78g war falsch!

(auBerhalb von + 20% des tatsachlichen Gewichts)
(Ihr urspriingliches Gebot von 3409 wére falsch gewesen.)

Sie (78g)

| | l | | | | | | | | |
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Die Gestaltung der Between-Subject-Bedingungen der Akkuratheitsangabe sowie die der
Fehlererfahrung legt das folgende Kapitel dar.

4.2.3.2. Bedingungen

Zunachst wurde entschieden, die beiden Akkuratheitslevel deutlich Gber 70 % zu wahlen, um nicht von
vornherein Ablehnung zu provozieren (Daschner & Obermaier, 2022; Ford et al., 2020; T. Kim & Song,
2020). AuBerdem wurden zwei Akkuratheitslevel untersucht, um potenzielle Effekte der Hohe

auszuschlielen oder zu lberprifen.

Durch diese Anspriiche ergab sich die Herausforderung, ein realistisches, statistisch korrektes
Verhaltnis zwischen postulierter und tatsachlich erlebter Akkuratheit zu gewahrleisten, bei einer
gleichbleibenden Anzahl an Trials und algorithmischen Fehlern in allen Bedingungen. Mdgliche
Diskrepanzen kénnten, wie andere Studien zeigen, zu Vertrauensverlusten fiihren (Ford et al., 2020;
Yin et al., 2019). Gleichzeitig galt es jedoch die drei verschiedenen Bedingungen (hohe, niedrige und
keine Akkuratheitsangabe) in einem ansonsten maoglichst identischen Setting zu vergleichen. Die dazu
angestellten Berechnungen wurden in Werz et al. (2021) detailliert dargelegt. So wurden zwei

Akkuratheitslevel ermittelt, 90,1 % und 78,9 %, bei denen das Vorkommen von drei Fehlern bei 20
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Trials dem angegebenen Akkuratheitslevel entspricht sowie mit den fir jedes einzelne Bild

festgelegten Abweichungen vom tatsachlichen Gewicht tibereinstimmt.

Diese beiden Akkuratheitslevel bildeten die zwei Bedingungen fiir hohe und niedrigere
Akkuratheitsangabe (HA bzw. NA). Zusatzlich kam eine dritte Bedingung hinzu: keine
Akkuratheitsangabe bzw. die Kontrollbedingung (KG). Einer dieser drei Zwischen-Subjekt-Bedingungen
wurden die Versuchspersonen zu Beginn des Experiments ohne ihr Wissen zufallig zugeteilt. Am Ende

enthielten die Gruppen nus = 59, nns = 58, nks = 52 Teilnehmende.

Zusatzlich zu dieser Zwischen-Subjekt-Bedingung war eine weitere, fiir alle Versuchspersonen
erhobene Bedingung die algorithmische Fehlererfahrung. Diese Innersubjektvariable wies zwei Stufen
auf: vor und nach der Fehlererfahrung. Fir jede Versuchsperson wurde dazu die Algorithmusnutzung
(WOA) vor und die nach den algorithmischen Fehlern erhoben. Die Berechnung dieser Variable wird in
Kapitel 4.2.4 erlautert.

4.2.3.3. Weitere Erhebungsinstrumente

Neben den bereits beschriebenen Variablen wurden zusatzlich Skalen eingesetzt, um explorativ den
Einfluss verschiedener Einstellungs- und Personlichkeitsmerkmale auf Algorithm Aversion zu priifen.
Zunachst wurden zwei Skalen erganzt, die die Einstellung der Versuchspersonen zu Technik bzw.

Algorithmen erhoben und damit die soziotechnische Interaktion abbilden sollten.

Attitudes Towards Algorithms-Skala (ATAS). Die ATAS misst die allgemeine Einstellung einer Person
gegeniber Algorithmen anhand einer 7-stufigen Antwortskala (1 = ,Stimme lberhaupt nicht zu“ bis 7
= ,Stimme voll und ganz zu“) mit insgesamt 17 Items (Bock & Rosenthal-von der Piitten, 2023). Die
Items werden den drei Subskalen Objektivitat, Ethik und Leistung zugeordnet. Eine Ubersicht der Items
ist in Anhang D angefiigt. Beispielitems sind , Algorithmen behandeln alle Menschen gleich” fir die
Subskala Objektivitdt (O; 6 Items), ,,Menschen kénnten sich durch Algorithmen fremdbestimmen
lassen” fur die Subskala Ethik (E; 7 Items) und ,,Algorithmen kénnen Daten schneller analysieren als ein
Mensch” fir die Subskala Leistung (L; 4 Items). Die ATAS wurde von Nikolai Bock am Lehrstuhl fiir
Technik und Individuum der RWTH Aachen fiir Forschungen zur Mensch-Algorithmus-Interaktion
entwickelt und wird aktuell validiert (Bock & Rosenthal-von der Pitten, 2023). In der vorliegenden
Untersuchung wiesen die Subskalen tiberwiegend annehmbare interne Konsistenzen auf (Cronbachs
0o =,84; Cronbachs ag: ,74; Cronbachs o, =,69), wobei der Wert der Leistungsskala knapp unter 0,7

lag. Die Reliabilitat der Gesamtskala war mit einem Cronbachs a =,78 akzeptabel.

Kontrolliiberzeugungen im Umgang mit Technik (KUT). Der KUT misst die Kontrolliberzeugungen und
Selbstwirksamkeitsliberzeugungen einer Person, die sie beim Problemlésen im Umgang mit

technischen Systemen hat und die wiederum das Erleben und Verhalten dieser Person in der Mensch-
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Technik-Interaktion beeinflussen (Beier, 1999, 2004). Er umfasst acht Items, die auf einer 6-stufigen
Antwortskala (1 =,,Stimme gar nicht zu” bis 6 =, Stimme voll zu“) beantwortet werden. Ein Beispielitem
ist ,Ich kann ziemlich viele technische Probleme, mit denen ich konfrontiert bin, allein l6sen”. Der
vollstandige KUT findet sich in Anhang E. Die vorliegende interne Konsistenz war mit einem Cronbachs

a =,91 als sehr hoch einzuordnen.

Dariber hinaus wurde eine Skala erganzt, die die Art und Weise quantifiziert, wie Individuen Probleme
und Unsicherheiten angehen. So wurde erhoben, inwiefern das Kognitionsbeddirfnis einer Person ihre

Auspragung der Algorithm Aversion beeinflusst.

Need for Cognition-Kurzversion (NFC-K). Die Skala NFC-K misst die Auspragung des Konstrukts
Kognitionsbedirfnis einer Person anhand einer 7-stufigen Antwortskala (1 = , Trifft Gberhaupt nicht
zu” bis 7 =, Trifft ganz genau zu“; Beilert et al., 2015). Die Kurzskala basiert auf der Originalskala von
Cacioppo und Petty (1982) und besteht aus insgesamt vier ltems, die die zwei Facetten ,,Engagement”
und ,,Freude” des Konstrukts widerspiegeln. Eine Ubersicht der Items ist in Anhang F dargestellt. Ein
Beispielitem lautet: ,Ich habe es gern, wenn mein Leben voller kniffliger Aufgaben ist, die ich I6sen
muss“. Die NFC-K ist aufgrund der geringen ltem-Anzahl 6konomisch und gilt trotz der geringen
Reliabilitdt (Cronbachs Alpha von ,51 bis ,54) als objektives und valides Messinstrument fiir das
Kognitionsbedirfnis (Beilert et al., 2015). Die Reliabilitdt war in der vorliegenden Erhebung mit einer

internen Konsistenz von Cronbachs a = ,64 sogar etwas hoher.

Die nachfolgenden Skalen zur Risikobereitschaft bzw. Entscheidungsfreude wurden ergdnzt, da
untersucht werden sollte, wie Versuchspersonen mit der Unsicherheit der Schatzaufgabe umgehen.
Da sowohl die Nutzung eines Algorithmus als auch seine Nichtnutzung als Risiko angesehen werden
koénnten, galt zu priifen, ob sich ein Zusammenhang mit Algorithm Aversion zeigen wiirde. Auch andere

Studien zu Algorithm Aversion erganzten Skalen dieser Art (z. B. Herm et al., 2023).

Kurzskala Risikobereitschaft-1 (R-1). Die R-1 misst die selbsteingeschatzte allgemeine
Risikobereitschaft einer Person anhand einer 7-stufigen Antwortskala (1 = ,,Gar nicht risikobereit” bis
7 = ,Sehr risikobereit”) mit einem ltem: ,,Wie schatzen Sie sich personlich ein: Wie risikobereit sind Sie
im Allgemeinen?” (Beierlein et al., 2014). Die R-1 wird im sozio6konomischen Panel einer
bevolkerungsreprasentativen Umfrage verwendet und gilt aufgrund der Testokonomie, der Reliabilitat
und der Validitat als geeignetes Messinstrument fir die allgemeine Risikobereitschaft (Beierlein et al.,

2014).

Subskala Decisiveness. Die Skala Decisiveness ist eine Subskala des Fragebogens Need for Closure und
misst die Auspragung des Konstrukts Entscheidungsfreude einer Person (Roets & Van Hiel, 2007, 2011).

Hierbei zielt sie auf interindividuelle Unterschiede im Bedirfnis nach schnellen und eindeutigen
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Entscheidungen ab. In der vorliegenden Studie wurde das Konstrukt anhand einer 7-stufigen
Antwortskala (1 =, Trifft Gberhaupt nicht zu“ bis 7 =, Trifft ganz genau zu“) erhoben. Da zum Zeitpunkt
der Erhebung noch keine deutsche Ubersetzung der Subskala existierte, wurden die sechs
englischsprachigen Originalitems zunachst vom Englischen ins Deutsche und anschlieBend von zwei
unabhangigen Personen vom Deutschen ins Englische riickibersetzt. Es wurde dann abgeglichen, ob
die Ubersetzungen noch die urspriingliche Bedeutung hatten. Das Prinzip der Riickiibersetzung
entspricht der gingigen Vorgehensweise bei der Ubersetzung von Fragebogenitems (Brislin, 1970).
Eine Ubersicht der englischsprachigen Originalitems und der ins Deutsche iibersetzten Items findet
sich in Anhang G. Ein Beispielitem ist ,,Ich wiirde schnell ungeduldig und gereizt werden, wenn ich nicht
direkt eine Losung zu einem Problem fiande”. Die eindimensionale Subskala weist mit einer
akzeptablen Reliabilitat (Cronbachs a=.73) gute psychometrische Eigenschaften auf (Roets & Van Hiel,
2007). Die interne Konsistenz war im vorliegenden Fall etwas geringer, jedoch noch fast im akzeptablen

Bereich: Cronbachs a =,69.

Einzelitems zur Mensch-Algorithmus-Interaktion. Zur Erfassung weiterer Faktoren, die die
menschliche Interaktion mit dem Algorithmus beeinflussen kénnten, wurden neun Einzelitems erstellt,
die auf einer 7-stufigen Antwortskala (1 = ,Stimme gar nicht zu” bis 7 = ,,Stimme voll zu“) erfasst
wurden. Die Iltems bezogen sich beispielsweise auf das Vertrauen in den Algorithmus, die Zufriedenheit
mit diesem und die Wahrnehmung der Notwendigkeit des Algorithmus. Zudem wurden bekannte
Motivationsfaktoren in Online-Experimenten wie Spal}, der Wunsch, sich zu vergleichen, sowie der
Wunsch, etwas Uber sich selbst zu erfahren, erhoben (Jun et al., 2017). Eine Ubersicht der Items stellt
Tabelle 4 dar. Da die Items nicht als Skala, sondern als Einzelitems ausgewertet wurden, wurden fir

diese auch keine Reliabilitatsmafie erhoben.

Tabelle 4: Ubersicht iiber selbst erstellte ltems zur Erfassung der Mensch-Algorithmus-Interaktion

=2
-

Item

Bei der Abgabe meiner Gewichtsschatzungen war ich mir sicher.

Ich hatte Vertrauen in das algorithmische System.

Ich war mit den Empfehlungen des Algorithmus zufrieden.

Ich habe die Empfehlungen des Algorithmus als hilfreich wahrgenommen.

Ich habe versucht besser zu sein als der Algorithmus.

Die Schatzaufgaben haben mir Spall gemacht.

Ich fand es interessant herauszufinden, wie meine Leistung in den Schatzungen war.
Ich wollte die Aufgabe so schnell wie méglich hinter mich bringen.

Ich habe versucht ein moéglichst richtiges Ergebnis zu erzielen.

O oo NOOULLDS WN P

4.2.4. Auswertung
Eine a-priori-Poweranalyse mit G*Power (Faul et al., 2007) fiir eine messwiederholte ANOVA mit drei

Zwischen- und zwei Innensubjektfaktoren ergab, der Stichprobenumfang musste bei einer Power von
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95% fiir einen kleinen Effekt von f = 0,16 (Cohen, 1992) bei mindestens 156 Versuchspersonen liegen.
Da die Stichprobe zuletzt aus 169 Versuchspersonen bestand, wirde ein kleiner Effekt demnach bei
Vorhandensein mindestens mit einer Wahrscheinlichkeit von 95% gefunden. Die Auswertung der
Daten erfolgte lber die Software SPSS (IBM SPSS Statistics 26). Fiir alle statistischen Berechnungen

wurde ein a-Fehler-Niveau von ,05 genutzt.

Zur Uberpriifung der Hypothesen stand in allen Analysen die Nutzung des Algorithmus als abhingige
Variable im Zentrum. Diese Nutzung wurde pro Durchgang anhand des WOA quantifiziert. Dieser

wurde anhand der folgenden Formel berechnet (Dawes & Corrigan, 1974; Dietvorst et al., 2014):

Finale Schatzung — Initiale Schatzung
WOA

- Algorithmusangabe — Initiale Schatzung

Ublicherweise zeigen sich als WOA Werte zwischen 1 und 0. Dabei gilt: Je héher der Wert, desto mehr
wird der Algorithmus genutzt. Ein WOA groBer 1 bedeutet, die urspriingliche Entscheidung wird nicht
nur in Richtung der Empfehlung des Algorithmus korrigiert, sondern geht (iber diese hinaus. Ein Wert
kleiner 0 bedeutet, die finale Schatzung wurde nach der Empfehlung des Algorithmus noch weiter von

dieser entfernt.

Da eine prazise Nutzung des Schiebereglers zur Einstellung einer genauen Zahl schwierig war, wurde
bei Werten von unter 0 oder Gber 1 davon ausgegangen, diese seien auf die unprazise Verwendung
des Schiebereglers und nicht auf eine willentliche Eingabe zuriickzufihren. Um dieser Annahme
gerecht zu werden, wurden die WOAs korrigiert: Werte hoher als 1 wurden als 1, Werte unter 0 als 0
festgelegt. Von 1014 Fallen von Interesse wurde die Korrektur 44 Mal vorgenommen. Diese
Umkodierung von AusreilRerwerten, zum ersten Mal vom Statistiker Charles Winsor beschrieben, wird
Winsorisierung genannt (engl.: winsorizing; Frieman et al., 2018) und beschreibt die Beschneidung von
Werten auf einen festgelegten Kernbereich. Dieses Vorgehen wurde bereits in der Praregistrierung
dieser Studie festgelegt und damit so verfahren wie bei anderen Algorithm Aversion-Studien (Daschner
& Obermaier, 2022; Logg et al., 2019). Erst im Anschluss an die Winsorisierung wurden die im
Folgenden beschriebenen Mittelwerte berechnet. Wenn nicht anders angemerkt, beruhen die in
Abschnitt 4.3 aufgefiihrten Ergebnisse auf winsorisierten WOAs. Jedoch erfolgten auch zusétzlich

Analysen mit nicht-winsorisierten Werten (siehe Abschnitt 4.3.2).

Wie bereits berichtet war die Bedingung , Fehlererfahrung” zweistufig: mit und ohne Fehlererfahrung.
Zur Messung der Nutzung des Algorithmus ohne Fehlererfahrung wurden WOAs zu Beginn des
Experiments gewahlt, in denen die Versuchspersonen noch keinen Algorithmusfehler erlebt hatten.
Diese erfolgten erst im 6., 10., und 14. Durchgang. Um den Versuchspersonen die Mdglichkeit zu
geben, sich mit dem Versuchsdesign vertraut zu machen, wurden die ersten drei Trials als

Probedurchgange betrachtet. Zur Berechnung des WOA ohne Fehlererfahrung dienten die Durchgange
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4, 5 und 6. Der Wert fir die Variable ,,Nutzung vor Fehlererfahrung” entsprach dem Mittelwert dieser
drei Trials. Die Nutzung des Algorithmus mit Fehlererfahrung wurde durch Mittelung der WOAs aus
den Durchgédngen 7, 11 und 15 unmittelbar nach algorithmischen Fehlern erhoben. Durch dieses
Vorgehen wurde die gleiche Zahl von Trials fiir beide Bedingungen bericksichtigt. Abbildung 14 stellt

die Verrechnung der Trials grafisch dar.

Abbildung 14: Darstellung der Mittelung der WOAs. Die Rechtecke reprdsentieren 20 Durchgdnge. Grau
gekennzeichnete Rechtecke stellen Durchgdnge dar, in denen der Algorithmus eine fehlerhafte Empfehlung gab.
Mit weifsen Pfeilen gekennzeichnete Durchgdnge wurden zum WOA ohne Fehlererfahrung gemittelt, mit grauen
Pfeilen gekennzeichnete Durchgédnge zum WOA mit Fehlererfahrung.
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Zunichst wurde zur Testung der Hypothesen eine 2x3 gemischtfaktorielle Varianzanalyse (ANOVA)

berechnet mit dem Innersubjektfaktor Fehlererfahrung (Faktorstufen: ohne Fehlererfahrung, mit
Fehlererfahrung) und dem Zwischensubjektfaktor Genauigkeitsangabe des Algorithmus (Faktorstufen:
HA bzw. NA sowie KG). Hypothese 1 postulierte, dass die Nutzung des Algorithmus nach
algorithmischen Fehlern weniger stark abnimmt, wenn die Akkuratheit des Algorithmus bekannt ist
(HA und NA), im Vergleich dazu, wenn keine Information zur algorithmischen Akkuratheit gegeben ist
(KG). Hierfiir war also die Interaktion von Akkuratheitsinformation und Fehlererfahrung von Interesse.
Zur Beantwortung von Hypothese 2, die im Kern die Replikation des Algorithm Aversion-Effekts, die
Abnahme der Algorithmusnutzung nach Fehlererfahrung, postulierte, galt es, den Haupteffekt der
Fehlererfahrung zu prifen. Fur alle ANOVAs wurde als MaR zur Effektstdrke das n?p verwendet, das

ebenfalls Giber die Software SPSS (IBM SPSS Statistics 26) ermittelt wurde.

Zuletzt wurde zur Untersuchung der dritten Hypothese, wonach nach einem Fehler die
Algorithmusnutzung in Bedingungen mit Akkuratheitsangabe hoher ist im Vergleich zu der ohne
Akkuratheitsangabe, ein t-Test flir unabhangige Stichproben berechnet. Die Genauigkeitsangabe des
Algorithmus diente als zweistufige unabhangige Gruppierungsvariable (HA und NA gemittelt ergeben
die G-Bedingung als Bedingung mit Akkuratheitsangabe vs. KG als Bedingung ohne
Akkuratheitsangabe). Die Nutzung des Algorithmus nach algorithmischen Fehlern stellte die abhangige
Variable dar. Die Effektstarke des t-Tests flir unabhdngige Stichproben wurde mittels Cohens d

bestimmt und nach Lenhard und Lenhard (2017) berechnet.

4.3.  Ergebnisse

In diesem Abschnitt werden die Ergebnisse aus der ersten Erhebungsrunde berichtet. Dabei erfolgt
zunachst der Bericht der Hypothesentestung, der nach dem praregistrierten Vorgehen durchgefiihrt

wurde. AnschlieRend werden eine erganzende Analyse zur Hypothesentestung berichtet, die tber die
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Praregistrierung hinausgeht (Kapitel 4.3.2), sowie Analysen weiterer erhobener Konstrukte (Kapitel

4.3.3und 4.34).

4.3.1. Hypothesentestung

Zur Untersuchung, inwiefern die Angabe einer algorithmischen Akkuratheit dazu fihrt, dass das
System auch nach einem Fehlerfall genutzt wird, wurde zunachst in einer 2x3-gemischtfaktoriellen
ANOVA die Hypothese 1 untersucht. Die grafische Darstellung der Ergebnisse der 2x3-

gemischtfaktoriellen ANOVA kann Abbildung 15 enthnommen werden.
Abbildung 15: Gemittelte WOAs aus den Durchgédngen 4, 5 und 6 (ohne Fehlererfahrung) und den Durchgdngen

7, 11 und 15 (mit Fehlererfahrung) fiir die unterschiedlichen Bedingungen. Je gréf3er der mittlere WOA, desto
héher die Nutzung des Algorithmus.
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Anmerkung. Die Whisker reprasentieren +/- einen Standardfehler.

Entgegen der Hypothese zeigte sich in der ANOVA kein signifikanter Interaktionseffekt der Faktoren
Fehlererfahrung und Bedingung (F(2,166) = 1,34, p = ,265, n?p = 0,16). Dies lasst sich auch deskriptiv
nachvollziehen: Obwohl die Abnahme in der Bedingung ohne Genauigkeitsangabe (KG) deskriptiv
tatsdchlich am hochsten war (ohne Fehlererfahrung: M = 0,38, SD = 0,26; mit Fehlererfahrung: M =
0,21, SD = 0,22), nahm die Nutzung des Algorithmus nach algorithmischen Fehlern auch in der HA-
Bedingung (ohne Fehlererfahrung: M =0,39, SD = 0,31; mit Fehlererfahrung: M =0,30, SD = 0,29) sowie
in der NA-Bedingung (ohne Fehlererfahrung: M = 0,37, SD = 0,25; mit Fehlererfahrung: M = 0,29, SD =

0,22) ab. Die Hypothese 1 ist also abzulehnen.

Jedoch lasst sich Hypothese 2, der zufolge die Nutzung des Algorithmus im Fehlerfall abnimmt,
bestatigen. Dies zeigte der entsprechende Haupteffekt fiir den Faktor Fehlererfahrung (F(1,166) =
30,44, p < ,001, n?p = 0,16). Fiir den Faktor der Bedingung ergab sich kein signifikanter Haupteffekt
(F(2,166) = 0,69, p =,502, n?p = 0,008).
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Die dritte Hypothese wurde mittels eines t-Tests flr unabhangige Stichproben untersucht und liel§ sich
bestatigen. Zu ihrer Berechnung wurden die Nutzungswerte aus den beiden Genauigkeitsbedingungen
HA und NA als G-Bedingung zusammengefasst und mit der KG-Bedingung verglichen. Der t-Test fir
unabhangige Stichproben mit einseitiger Testung wies einen signifikanten Unterschied auf (t(167) =
1,87, p =,032, d = 0,31). Die Nutzung des Algorithmus nach algorithmischen Fehlern war héher in der
G-Bedingung (M = 0,29, SD = 0,25) als in der KG-Bedingung (M =0,21, SD = 0,22).

4.3.2. Hypothesentestung ohne Winsorisierung

Die zuvor dargestellten Ergebnisse beruhen, wie im Methodenteil beschrieben und in der
Praregistrierung angegeben, auf der Annahme, WOA-Werte Uber 1 oder unter 0 basierten auf einer
unprazisen Verwendung des Schiebereglers und nicht auf dem Willen der Versuchspersonen.
Dementsprechend wurden die WOAs korrigiert, sodass Werte tber 1 auf 1 bzw. Werte unter 0 auf 0
winsorisiert, also zurtickkodiert, wurden. Diese Winsorisierung der WOAs auf maximal 1 bzw. minimal
0 kann durchaus kritisiert werden. Denn durch sie wird die tatsachlich vorhandene Varianz der Werte
kiinstlich eingeschrankt. Nicht zuletzt kann die Annahme, Werte gréRer als 1 bzw. kleiner als 0 waren
aufgrund des Schiebereglers und nicht willentlich herbeigefiihrt, nicht geprift werden.
Moglicherweise sind auch ungewohnliche Werte von den Versuchspersonen gewiinscht. Eine
nachtragliche Veranderung der Daten ist also kritisch zu sehen, weshalb im Folgenden eine zuséatzliche
Analyse ohne winsorisierte WOAs erfolgte. Die WOAs wurden dazu also nicht verdndert und aus den

originalen Werten die Mittelwerte ohne Fehlererfahrung bzw. mit Fehlererfahrung berechnet.

Wie schon zuvor wurde auch mit diesen Werten zunachst eine 2x3-gemischtfaktoriellen ANOVA

berechnet. Die dabei genutzten, unkorrigierten Werte kénnen Abbildung 16 entnommen werden.

Die 2x3-gemischtfaktorielle ANOVA ergab einen signifikanten Interaktionseffekt der Faktoren
Fehlererfahrung und Bedingung (F(2,166) = 3,07, p =,049, n?p = 0,04). Die Abnahme der Nutzung nach
algorithmischen Fehlern war am héchsten in der KG-Bedingung (ohne Fehlererfahrung: M =0,43, SD =
0,46; mit Fehlererfahrung: M = 0,21, SD = 0,22), gefolgt von der HA-Bedingung (ohne Fehlererfahrung:
M = 0,39, SD = 0,32; mit Fehlererfahrung: M = 0,31, SD = 0,31) und der NA-Bedingung (ohne
Fehlererfahrung: M = 0,37, SD = 0,26; mit Fehlererfahrung: M = 0,30, SD = 0,24). Hypothese 1 lieRe sich

mit den nicht winsorisierten WOAs also bestatigen.

Dartiber hinaus ergab sich auch ein signifikanter Haupteffekt fiir den Faktor Fehlererfahrung (F(1,166)
= 21,89, p <,001, n?p = 0,12). Wie schon zuvor kann Hypothese 2 also bestitigt werden. Die Nutzung
des Algorithmus nach algorithmischen Fehlern (M = 0,27, SD = 0,26) nahm im Vergleich zur Nutzung
vor algorithmischen Fehlern ab (M = 0,4, SD = 0,35). Fur den Faktor der Bedingung gab es keinen
signifikanten Haupteffekt (F(2,166) = 0,11, p =,895, np = 0,001).
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Abbildung 16: Gemittelte WOAs aus den Durchgéngen 4, 5 und 6 (ohne Fehlererfahrung) und den Durchgédngen
7, 11 und 15 (mit Fehlererfahrung) fiir die unterschiedlichen Bedingungen ohne Korrektur der WOA-Werte durch
Winsorisierung. Je gréfer der mittlere WOA, desto héher die Nutzung des Algorithmus.
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Anmerkung. Die Whisker reprasentieren +/- einen Standardfehler.

Der t-Test fiir unabhdngige Stichproben mit einseitiger Testung zeigte, dass sich die Nutzung des
Algorithmus nach algorithmischen Fehlern signifikant unterschied wenn Akkuratheitsangaben
gemacht wurden im Vergleich zur Kontrollbedingung (KG) ohne diese Angabe (t(167) = 2,00, p =,024,
d =0,33). Die Nutzung des Algorithmus nach algorithmischen Fehlern war hoher in der Bedingung mit
Akkuratheitsangabe (M = 0,3, SD = 0,28) als in der KG-Bedingung (M = 0,21, SD = 0,22). Dies bestatigt

erneut Hypothese 3.

4.3.3. Weitere Einflussfaktoren

Zur Untersuchung moglicher Einflussfaktoren auf den Effekt der Algorithm Aversion wurden die
allgemeine Einstellung gegeniiber Algorithmen, Kontrolliberzeugungen im Umgang mit Technik,
Risikobereitschaft, Kognitionsbedirfnis und Entscheidungsfreude gemessen. Um Zusammenhange
zwischen diesen Konstrukten und Algorithm Aversion zu untersuchen, wurde zunachst Algorithm
Aversion operationalisiert durch die Differenz des WOA ohne Fehlererfahrung und dem mit
Fehlererfahrung. Je hoher der Wert dieser Differenz, desto groRer ist die Differenz der Nutzung des
Algorithmus vor und nach algorithmischen Fehlern und somit der Algorithm Aversion. Zwischen den
moglichen Einflussfaktoren und der so erstellten Variable zur Quantifizierung der Algorithm Aversion
wurden Spearman-Korrelationen berechnet, deren Ergebnisse in Tabelle 5 dargestellt sind. Um dem
praregistrierten Vorgehen zu folgen, wurden zur Berechnung die auf minimal 0 und maximal 1
winsorisierten WOA-Werte genutzt. Jedoch zeigte eine Analyse der nicht-winsorisierten Werte keine

anderen auftretenden Signifikanzen als die im Folgenden berichteten (siehe Anhang H).
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Tabelle 5: Ergebnisse der Spearman-Korrelationen zwischen Algorithm Aversion und méglichen Einflussfaktoren

Algorithm Aversion

Korrelations- Signifikanz-
koeffizient niveau
Allgemeine Einstellung gegeniiber Algorithmen p=,018 p=,817
Kontrolliiberzeugungen im Umgang mit Technik p=-113 p=,144
Risikobereitschaft p=-077 p=,320
Kognitionsbedirfnis p=-197% p=,010
Entscheidungsfreude p=-024 p=,760

Anmerkung. Werte, die mit * gekennzeichnet sind, sind auf einem Fehlerniveau von ,05 signifikant.

Es zeigte sich ein signifikanter Zusammenhang lediglich zwischen Kognitionsbedirfnis und Algorithm
Aversion: Je hoher das Kognitionsbediirfnis, desto geringer die Algorithm Aversion. Zwischen den
anderen moglichen Einflussfaktoren und Algorithm Aversion gab es keinen signifikanten
Zusammenhang. Es ist zu betonen, dass es sich hierbei nur um den Effekt der Algorithm Aversion
handelt, also die Abnahme der Algorithmusnutzung nach dem Fehler. Ob der Algorithmus genutzt

wurde, wurde hiermit nicht erhoben.

Zudem wurde untersucht, ob weitere Faktoren, die die menschliche Interaktion mit dem Algorithmus
beeinflussen kdnnten, in Zusammenhang mit Algorithm Aversion stehen. Dazu wurden Spearman-
Korrelationen zwischen den Ergebnissen der Einzelitems zur Mensch-Algorithmus-Interaktion und der
Variable Algorithm Aversion berechnet. Die Ergebnisse sind in Tabelle 6 dargestellt. Nur das Item ,,Ich
habe versucht besser zu sein als der Algorithmus” zeigte einen signifikanten Zusammenhang zu
Algorithm Aversion. Je mehr man der Aussage zustimmte, desto geringer war die Abnahme der
Algorithmusnutzung nach dem Fehlererleben. Das gleiche Muster zeigte sich bei den nicht-

winsorisierten Werten, deren Analyse in Anhang | einzusehen ist.

Tabelle 6: Ergebnisse der Spearman-Korrelation zwischen Algorithm Aversion und den Items zur Mensch-
Algorithmus-Interaktion

Algorithm Aversion

Korrelations- Signifikanz-

koeffizienten niveau
Bei der Abgabe meiner Gewichtsschatzungen war ich mir sicher. p =,065 p =,400
Ich hatte Vertrauen in das algorithmische System. p=,084 p=,279
Ich war mit den Empfehlungen des Algorithmus zufrieden. p=,029 p=,704
Ich habe die Empfehlungen des Algorithmus als hilfreich wahrgenommen. p=-138 p=,074
Ich habe versucht besser zu sein als der Algorithmus. p=-183* p=,017
Die Schatzaufgaben haben mir Spal® gemacht. p=-061 p=,429
Ich fand es interessant herauszufinden, wie meine Leistung in den p=-053 p=,492
Schatzungen war.
Ich wollte die Aufgabe so schnell wie moglich hinter mich bringen. p =-,005 p =,947
Ich habe versucht ein moglichst richtiges Ergebnis zu erzielen. p=,018 p=,819

Anmerkung. Werte, die mit * gekennzeichnet sind, sind auf einem Fehlerniveau von ,05 signifikant.
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Zudem wurde explorativ untersucht, ob eine der demografischen Variablen einen Einfluss auf den
Algorithm-Aversion-Effekt hat. Hierfir wurden gemischtfaktorielle ANOVAs mit dem
Innersubjektfaktor Fehlererfahrung (Faktorstufen: ohne Fehlererfahrung, mit Fehlererfahrung) und
jeweils dem Zwischensubjektfaktor Geschlecht (Faktorstufen: weiblich, mannlich), Arbeitsverhaltnis
(Faktorstufen: Student/in, Angestellte/r, Freiberufler/in, Arbeitslose/r, Rentner/in), hochster
Bildungsabschluss (Faktorstufen: Hauptschulabschluss, Realschulabschluss, Abitur,
Lehre/Berufsausbildung, Universitats- oder Fachhochschulabschluss) sowie Routine mit Computern
(Faktorstufen: gar nicht, ein wenig, sehr) berechnet. Keine der unabhangigen Faktoren hatte einen

signifikanten Effekt auf die Nutzung des Algorithmus. Die Ergebnisse sind in Anhang J dargestellt.

4.3.4. Nutzung des Algorithmus

Als Weiteres galt es zu ermitteln, ob die Nutzung des Algorithmus iberhaupt zu signifikant besseren
Ergebnissen geflhrt hatte bzw. hatte als die selbststiandige Beantwortung der Schatzaufgaben ohne
Algorithmushinweis. Dazu wurde die mittlere Abweichung aller initialen Schatzungen vom
tatsachlichen Gewicht und die durchschnittliche algorithmische Abweichung vom tatsdchlichen
Gewicht berechnet. AnschlieRend wurde anhand der mittleren Abweichung der initialen Schatzungen
(M = 51,51, SD = 14,71) und der algorithmischen Schatzungen (M = 20,53, SD = 6,02) ein t-Test flr
gepaarte Stichproben gerechnet, t(168) = 26,725, p < ,001. Das Ergebnis zeigte deutlich, dass die
Abweichung der initialen Schatzungen signifikant groRRer ist als die der algorithmischen Schatzungen.
Dem Algorithmus zu folgen war/wére also in jedem Fall besser, als den eigenen initialen

Einschatzungen zu folgen.

Zuletzt wurden die Items zur Interaktionsstrategie, bei der die Teilnehmenden Aussagen zur Mensch-
Algorithmus-Interaktion bewerteten, ausgewertet (siehe Tabelle 7). Es zeigt sich Gberwiegend eine
positive Annahme und Einstellung gegeniiber dem Algorithmus: Den Aussagen zu Vertrauen,
Zufriedenheit und dazu, wie hilfreich der Algorithmus wahrgenommen wurde, wurde im Durchschnitt
zugestimmt. Gleichzeitig lasst sich aus der Zustimmung zum Spal® an den Schatzaufgaben bzw. der
Ablehnung, die Aufgaben moglichst schnell erledigen zu wollen, von einer Motivation der
Teilnehmenden ausgehen. Gleichzeitig sind solche Fragen angesichts einer offensichtlichen
Erwinschtheit mit Vorsicht zu genieRen. Die sehr hohe Zustimmung zur Aussage, ein moglichst
richtiges Ergebnis erzielen zu wollen, ist vor dem Hintergrund der tatsachlichen Algorithmusnutzung
und der im vorherigen Abschnitt gezeigten Nitzlichkeit desselben zur Erlangung moglichst guter

Ergebnisse bemerkenswert hoch.
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Tabelle 7: Zustimmung auf einer 7-stufigen Likert-Skala zu den Items der Mensch-Algorithmus-Interaktion

M SD
Bei der Abgabe meiner Gewichtsschatzungen war ich mir sicher. 3,08 1,20
Ich hatte Vertrauen in das algorithmische System. 4,24 0,91
Ich war mit den Empfehlungen des Algorithmus zufrieden. 4,50 0,80
Ich habe die Empfehlungen des Algorithmus als hilfreich wahrgenommen. 4,62 1,02
Ich habe versucht besser zu sein als der Algorithmus. 4,52 1,39
Die Schatzaufgaben haben mir SpaR gemacht. 4,60 1,22
Ich fand es interessant herauszufinden, wie meine Leistung in den Schatzungen war. 4,95 1,07
Ich wollte die Aufgabe so schnell wie mdglich hinter mich bringen. 2,82 1,14
Ich habe versucht ein moglichst richtiges Ergebnis zu erzielen. 5,21 0,80

4.4, Diskussion

Zur Untersuchung der Frage, inwieweit Angaben von Akkuratheit eines Algorithmus dazu fiihren, dass
dieser auch nach einem Fehlerfall genutzt wird, wurde ein Online-Experiment vorgestellt. Darin
erhielten die Versuchspersonen in einer Schatzaufgabe Unterstlitzung durch ein vermeintliches
autonomes, algorithmisches System und konnten entscheiden, wie sehr sie den Hinweisen des
Algorithmus folgten. So lieB sich die Algorithmusnutzung abhangig von drei Bedingungen — einer ohne
und zwei mit den Hinweisen, der Algorithmus sei zu 78,9 bzw. 90,1 % akkurat — vergleichen mit den
Fallen, in denen die Versuchspersonen den Algorithmus unvoreingenommen nutzten, und mit denen,
in denen er zuvor einen Fehler gemacht hatte. Mithilfe dieses 3x2-Designs wurde der Einfluss von
Akkuratheitsangaben auf den bereits haufig nachgewiesenen Effekt der Algorithm Aversion

untersucht.

Im folgenden Abschnitt werden die zuvor berichteten Ergebnisse in den Kontext der theoretischen
Vorarbeiten, der aktuellen Forschungslandschaft und ihrer eigenen Erhebung gesetzt. Zunachst erfolgt
im Rahmen der Einordnung der Hypothesen die Diskussion, wie Akkuratheitsinformation auf Algorithm
Aversion wirkt. AnschlieBend werden die Ergebnisse im Licht weiterer Forschung besprochen und

zuletzt die zu beachtenden Limitationen diskutiert.

4.4.1. Wirkung der Akkuratheitsinformation auf Algorithm Aversion

Tatsachlich bestatigen die Ergebnisse der Untersuchung mit 169 Versuchspersonen erneut den
stabilen Effekt der Algorithm Aversion. Wie Hypothese 2 annahm, zeigt sich der Effekt der Abnahme
der Algorithmusnutzung nach einem Fehlerfall robust und mit groBem Effekt. Damit reiht sich die
Studie in eine Vielzahl vorangehender Forschungsarbeiten ein (Burton et al., 2020; Dietvorst et al.,
2014; Filiz et al., 2023). Eine MaRnahme zur Uberwindung von Algorithm Aversion ist besonders
deshalb vonnéten, da auch in der vorliegenden Untersuchung eine Nutzung des Algorithmus zu
besseren Schatzungen fihrte. Die Abnahme der Nutzung nach einem Fehlererlebnis verschlechtert

also die Urteile der Nutzenden.
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Eine MaRBnahme zur Uberwindung postulierten die Hypothesen 1 und 3 mit dem Einfluss der
Akkuratheitsinformation. Es zeigte sich, die Nutzung eines Algorithmus nach einem Fehlerfall ist
hoéher, wenn zuvor Akkuratheitsinformation liber ihn vermittelt wird als ohne solche Information
(Hypothese 3 bestatigt). Die in Bezug auf Algorithm Aversion zentrale Hypothese, die zur Interaktion
von Akkuratheitsbedingung und Fehlererfahrung (Hypothese 1), kann allerdings nur eingeschrankt
bestatigt werden. In einer Analyse ohne Vorverarbeitung der Daten zeigte sich eine signifikante
Interaktion mit sehr kleinem Effekt. Diese ist in erster Linie auf die Bedingung ohne
Akkuratheitsinformation zurlickzufihren, bei der sich nach den Fehlerfdllen die mittlere Nutzung
halbierte (und auch deutlich an Varianz einbiRte). Diese Interaktion scheint in starkem MaRe auf
einzelnen Werten aullerhalb des Ublichen Nutzungsbereichs zu beruhen, da bei der zunachst
durchgefiihrten ANOVAS mit Beschrankung der Nutzungswerte auf die Werte zwischen 0 und 1 die
Interaktion nicht signifikant wurde. Die Richtung war allerdings auch hier deskriptiv angedeutet. Uber
den bestehenden Forschungsstand hinaus zeigt die Studie also den positiven Effekt von
Akkuratheitsangaben: Nach einem Fehler werden Algorithmen, die eine Akkuratheitsinformation
offenlegen, mehr genutzt als solche ohne Informationen. Gleichzeitig scheint seine Wirkung auf
Algorithm Aversion héchstens klein auszufallen, also nicht fir die Uberwindung des Effekts

auszureichen.

Insbesondere vor dem Hintergrund, dass die Nutzung des Algorithmus in der vorliegenden Studie trotz
seiner Fehler die Schatzungen der Versuchspersonen deutlich verbesserte bzw. verbessert hatte, ist
selbst der geringe Einfluss durch Akkuratheitsinformation wichtig. Das vorliegende Ergebnis bestdrkt
damit die Annahme, algorithmische Unterstiitzung fihrt zu Glberwiegend besseren Ergebnissen (Dawes
& Corrigan, 1974; Dietvorst et al., 2018; Grove et al., 2000; Logg et al., 2019) und dass Algorithm
Aversion demnach eine Gefdhrdung guter Entscheidungsfindung darstellt. Die Wirkung anderer
Malnahmen, wie die Moglichkeit, das Algorithmusergebnis zu beeinflussen oder zu erleben, wie ein
System nach einem Fehler dazulernt, wurde in vorangegangenen Studien gezeigt (Dietvorst et al.,
2018; Gubaydullina et al., 2021; Reich et al., 2022). Auch wenn diese MaBnahmen moglicherweise
starkere Effekte erzielen, ist die hier propagierte sehr einfach umzusetzen. Die Studie leistet also einen
wichtigen Beitrag dazu, Algorithm Aversion zu Gberwinden: Informationen Gber die Akkuratheit eines
Algorithmus entstehen bei der Erstellung von KI-Systemen (Yin et al., 2019). Ihre Offenlegung reicht
nicht aus, um Algorithm Aversion zu (iberwinden und doch zeigt sich der positive Effekt auf die Nutzung

nach einem Fehlerfall.

4.4.2. Weitere Einflussvariablen auf Algorithm Aversion
Vorangehende Studien zeigten Zusammenhange zwischen der Einstellung einer Person gegenliber

Algorithmen und ihren mathematischen Fahigkeiten (Logg, 2017) oder ihrem Bildungsniveau (Thurman
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et al.,, 2019). In anderen Untersuchungen zeigte sich die Expertise in der Anwendungsdomane als
Einflussfaktor auf die Nutzung eines Algorithmus (Logg et al., 2019). In der vorliegenden Studie trat der
Effekt der Algorithm Aversion unabhangig von demographischen Variablen, der Vorerfahrung mit
Computern oder der Einstellung gegeniiber Algorithmen auf. Dieses Ergebnis verdeutlicht: Wahrend
eine Expertise in der Anwendungsdomane den Effekt zu verstarken zeigt, wirkt sich Erfahrung mit
Computern nicht auf Algorithm Aversion aus. Erfahrung mit Kl und Wissen tber sie — Algorithm Literacy

— werden sogar mit einer Abschwachung des Effekts verbunden (Burton et al., 2020).

Um zu duberprifen, inwiefern weitere Personlichkeitseigenschaften und Einstellungen einen
Zusammenhang mit der Starke des Algorithm Aversion-Effekts haben, wurden zusatzlich zu
demographischen Variablen fiinf weitere Konstrukte erhoben: allgemeine Einstellung gegeniber
Algorithmen, Kontrolliiberzeugung im Umgang mit Technik, Risikobereitschaft, Entscheidungsfreude
und Kognitionsbedirfnis. Von diesen zeigte lediglich das Kognitionsbedirfnis einen Zusammenhang

mit der Starke der Algorithm Aversion.

Das Kognitionsbedirfnis (,Need for cognition”) ist ein Personlichkeitsmerkmal, das beschreibt, wie
hoch das Engagement und die Freude an Denkaufgaben sind (Cacioppo & Petty, 1982). Personen mit
hoher Auspragung akzeptieren Empfehlungen von Expertensystemen nicht sofort, sondern prifen
zuerst ihre Sinnhaftigkeit (Bless et al., 1994; Dijkstra, 1999). Der in dieser Studie gefundene
Zusammenhang zwischen hohem Kognitionsbediirfnis und niedriger Algorithm Aversion kann
demnach darauf zuriickzufiihren sein, dass Personen mit hohem Kognitionsbediirfnis den
Empfehlungen des Algorithmus nicht blind vertrauen, sondern diese hinterfragen. Moglicherweise
hinterfragen sie auch ihre eigenen Fahigkeiten starker und erkennen deshalb den Vorteil, den sie durch
den Algorithmus erhalten, deutlicher. Wenn der Algorithmus eine fehlerhafte Empfehlung gibt, sind

sie weniger lGberrascht und enttdauscht und dadurch weniger anfallig fiir Algorithm Aversion.

Dieser Zusammenhang von Kognitionsbedtirfnis und Algorithm Aversion bettet sich in bestehende
sozial- und medienpsychologische Modelle ein, die eine duale Informationsverarbeitung propagieren.
Das Elaboration Likelihood Modell (ELM) geht von zwei Arten der Informationsverarbeitung aus,

abhidngig von kognitiven Ressourcen (Petty & Cacioppo, 1986):

- die zentrale Route, die sich durch eine aufwendigere Informationsanalyse und gerichtete
Aufmerksamkeit auszeichnet und
- die periphere Route, die sich durch die oberflichliche und weniger nachhaltige

Auseinandersetzung mit Informationen auszeichnet.

Menschen mit einem hohen Kognitionsbediirfnis verarbeiten eher Gber die zentrale Route, ebenso wie

Menschen, denen das Thema wichtig ist, die Zeit haben oder weniger abgelenkt sind. In ihrer
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Vero6ffentlichung zu diesem Thema stellen Petty und Cacioppo (1986) einen Zusammenhang des ELM
mit Biases und Heuristiken her, deren Auftreten ebenso durch die zwei Routen erklart werden kann
(Chaiken, 1980). Anstelle rationaler Informationsverarbeitung nutzen Menschen kognitive
»Abklirzungen”, um ihre Aufmerksamkeit und kognitiven Ressourcen sparsam einzusetzen. Dies bildet
das Konzept der ,begrenzten Rationalitdt” ab (,bounded rationality”; Kahneman et al., 1982).
Tatsachlich sind Nutzende, die den Vorschlag eines Algorithmus ohne Nachdenken Ubernehmen,
weniger angestrengt als diejenigen, die reflektieren und ihn als falsch identifizieren (Dijkstra, 1999).
Angesichts des hier gefundenen Zusammenhangs und des auf den ersten Blick ,irrationalen”
Charakters von Algorithm Aversion, scheint es plausibel anzunehmen, der Effekt zeige sich besonders,
wenn weniger kognitive Ressourcen aufgebracht, Informationen weniger rational und bewusst,

sondern mehr auf der peripheren Route oder oberflachlich verarbeitet werden.

Im Rahmen der explorativen Analysen wurden zudem weitere die menschliche Interaktion mit dem
Algorithmus beeinflussenden Faktoren und deren Zusammenhang zu Algorithm Aversion untersucht.
Dabei zeigte lediglich das Item ,Ich habe versucht besser zu sein als der Algorithmus” einen
signifikanten Zusammenhang zu Algorithm Aversion. Je mehr man der Aussage zustimmte, desto
geringer war der Algorithm-Aversion-Effekt. Dieses Ergebnis ist vermutlich in erster Linie ein
methodisches Artefakt: Personen, die versuchten, besser als der Algorithmus zu sein, nutzten
mutmallich die Empfehlungen des Algorithmus nicht. Stattdessen blieben sie bei ihren urspriinglichen
Schatzungen. Da sie ihre Schatzungen nicht in Richtung der algorithmischen Empfehlung korrigierten,
lag ihr WOA stets bei 0. Entsprechend zeigten sie keinen Algorithm-Aversion-Effekt, da das WOA

kontinuierlich niedrig blieb und nicht in Durchgangen nach algorithmischen Fehlern abnahm.

4.4.3. Limitationen

Bei der Interpretation der Ergebnisse sind verschiedene Einschrankungen zu beachten, die sich auf die
Generalisierbarkeit und Ubertragbarkeit der Ergebnisse auswirken. Dabei gilt es, sowohl das
Studiendesign als auch seine Durchfiihrung, ebenso wie inhaltliche Beschrankungen oder die

Stichprobe kritisch zu hinterfragen.

Ein augenscheinlicher Kritikpunkt am Studiendesign wurde bereits im Rahmen der Auswertung
besprochen: die vorgenommene Winsorisierung der WOAs auf Werte zwischen 0 und 1. Einerseits
ergeben diese Werte auf den ersten Blick mehr Sinn, da sie die Annaherung an den Algorithmus von
keiner Anndherung (0) bis zur kompletten Ubernahme (1) abbilden. Werte dariiber — Verdnderung der
ersten Einschatzung noch tiber Algorithmushinweis hinaus — oder darunter — Veranderung der ersten
Einschatzung weg vom Algorithmushinweis —scheinen weniger rational. Andererseits treten eben auch
andere Werte auf. Alle Annahmen, warum diese Werte vorkommen, sind nicht prifbar. Aus diesem

Grund wurden im weiteren Verlauf der Studie sowohl winsorisierte als auch originale WOAs

74



angegeben und diskutiert. Die Ergebnisse sind zwar ahnlich, aber unterscheiden sich in der
entscheidenden Interaktion. Gleichzeitig erlaubte der Vergleich die Feststellung, dass der signifikante
Interaktionseffekt von Akkuratheitsangabe und Fehlererfahrung auf WOAs (iber 1 zuriickzugehen
scheint, die in der Kontrollbedingung vor dem Fehler vorhanden waren und nach dem Fehler
zurlickgingen. Diese Schlussfolgerung — und eine entsprechende Berlicksichtigung in der
Ergebnisinterpretation — ist moglich, da ANOVAs anfillig auf die Extremwerte reagieren. Zukiinftige
Studien sollten diese oder ahnliche Einschrankungen durch die Bedienbarkeit der Studie von
vornherein ausschlieBen. Beim Einsatz eines Schiebereglers sollten zusatzliche Optionen bereitgestellt
werden, um Schatzungen einzugeben und Empfehlungen des Algorithmus bequem {ibernehmen zu

kénnen.

Als zweiten moglichen Kritikpunkt am Studiendesign ist die Auswahl der beiden Akkuratheitsangaben
zu nennen. Was genau definiert fir die Nutzenden hohe, was niedrige Akkuratheit in Bezug auf
Algorithmen, was auf KI? In der Studie wurden zwei Werte verwendet: 78,9 und 90,1 %. Ob diese Werte
aber tatsachlich als hohe bzw. niedrigere Akkuratheit wahrgenommen wurden oder wie die Angaben
auf die Nutzung wirkten, wurde nicht erforscht. Vielleicht wurden beide Werte als niedrig angesehen
oder eine Angabe von 99 % hatte die Nutzung deutlich erhéht. Gleichzeitig ging es in der Studie aber
nicht um eine Nutzungserhdéhung per se, sondern um die Effekte der Akkuratheitsinformation auf eine
Nutzung nach tatsachlichen Fehlern. Um einen Effekt der Akkuratheitsinformation auch ohne
Fehlereinfluss erkennen zu kénnen, wurden nicht nur eine, sondern zwei Akkuratheitsbedingungen
gewahlt und diese mit der Bedingung ohne Angabe verglichen. Da kein Haupteffekt fiir die Bedingung
auftrat und die Nutzungswerte der beiden Akkuratheitsbedingungen beinahe identisch waren, kann
ein entsprechender Effekt tatsachlich ausgeschlossen werden. Gleichzeitig waren in zukinftiger

Forschung eine weitere Ausdifferenzierung und Untersuchung dieser Werte denkbar.

Als dritter Kritikpunkt ist die niedrige Relevanz der Aufgabe zu nennen: Weder ist bei der
Gewichtschatzung von Gemiise mit besonderen Auswirkungen im Fehlerfall zu rechnen, noch gab es
grolRe externe Anreize fir die Versuchspersonen, moglichst gute Schatzungen zu erlangen. Daraus
resultiert die Frage, welchen Einfluss eine hohere Relevanz auf die verschiedenen Bestandteile des
Experiments gehabt hatte: Steigt bei hoherer Relevanz die Nutzung insgesamt — oder nimmt sie ab?
Steigt der Effekt der Algorithm Aversion — oder nimmt er ab? Und veradndert sich der Einfluss der
Akkuratheitsinformation bei steigender Relevanz auf die Nutzung insgesamt wie auch auf die Nutzung

nach dem Fehlerfall?

Vorangehende Forschung ist hier uneinheitlich: KI-Nutzungszahlen nehmen bei hoherer Relevanz
sowohl zu (Logg et al., 2019) als auch ab (Longoni et al., 2019). Vor dem Hintergrund des ELM konnte

argumentiert werden, mit zunehmender Relevanz nehme die Verarbeitung der Information zu (Petty
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& Cacioppo, 1986) und entsprechend die Algorithm Aversion ab. Gleichzeitig kénnte aber auch die
Enttduschung bei einem schwerwiegenden Fehler groBer und die Ablehnung entsprechend starker
ausfallen, was Filiz et al. als ,,tragedy of algorithm aversion” bezeichnen (Filiz et al., 2023, S. 1). Beide
Richtungen sind plausibel. Bisherige Studien deuten eher eine Verstarkung der Algorithm Aversion bei
erhohter Aufgabenrelevanz an (Filiz et al., 2023; Longoni et al., 2020). Dass der Effekt trotz der geringen

Relevanz in der vorliegenden Studie auftrat, bestarkt ihn also eher.

Bezliglich der Auswirkungen der Relevanz auf die Akkuratheitsinformation sind wiederum
verschiedene Zusammenhdnge denkbar. Laut ELM nimmt die Verarbeitung von Information bei
steigender Relevanz zu (Petty & Cacioppo, 1986). Der in der Studie gefundene Zusammenhang des
Kognitionsbediirfnisses mit geringerer Algorithm Aversion deutet in die gleiche Richtung. Gleichzeitig
beeinflussen Faktoren wie die Emotionalitdt des Themas, eigene Vorannahmen zur Eignung von Kl fir
die Aufgabe, eine vorhandene Expertise zum Thema oder denkbare Kontextfaktoren (z. B.
Leistungsdruck, Uberwachung, soziale Kontrolle) dariiber hinaus die individuelle Relevanzeinschitzung
einer Aufgabe. Aufgrund der Vielzahl der Einflussfaktoren hatte die vorliegende Studie zum Ziel, den
Einfluss von Vorerfahrung, Einstellung und Emotionalitdt zu minimieren und eine mdoglichst neutrale
Aufgabe zu wahlen. Gleichzeitig waren zukinftige Studien mit gréBeren Anreizen, eine moglichst
richtige Entscheidung zu treffen, in Bereichen mit gréRerer Relevanz (z. B. Medizin oder Finanzen) oder
in anwendungsnaheren Kontexten (z. B. zur Entscheidungsunterstitzung im Arbeitskontext) sinnvoll

und wiirden das Bild hinsichtlich der aufgeworfenen Fragen ergdnzen.

Zuletzt ist die Zusammensetzung der Stichprobe zu nennen, die, auch wenn sie eine breite
Altersstruktur aufwies, doch Uberwiegend aus dem universitiren Kontext stammte. Damit ist sie
junger, besser ausgebildet und sicherlich im Umgang mit Algorithmen bzw. Kl gelibter als die deutsche
Allgemeinbevélkerung. Fir Menschen mit hoher ,Algorithm Literacy”, wie sie in der Stichprobe
vertreten sind, ist die Information, ein Algorithmus mache Fehler, keine allzu groRe Uberraschung. In
Bezug auf eine Uberwindung von Algorithm Aversion, so kénnte man argumentieren, profitierten diese
Versuchspersonen nicht so sehr von der Akkuratheitsinformation wie KI-Nutzende, die weniger
Vorwissen mitbringen. Gleichzeitig zeigt der starke Effekt der Algorithm Aversion, der auch bei dieser
Stichprobe auftrat, das Potential, das — selbst bei dieser Stichprobe — bei seiner Uberwindung
vorhanden ware. Insgesamt war die Nutzung mit mittleren WOAs von 0,3 bis 0,4 erschreckend gering,
angesichts der Tatsache, wie viel besser die Versuchspersonen gewesen waren, wenn sie dem
Algorithmus gefolgt waren. Das bedeutet, selbst in dieser Uberdurchschnittlich gut ausgebildeten
Stichprobe waren die Nutzenden nicht in der Lage zu reflektieren, wie sinnvoll eine

Algorithmusnutzung trotz seiner Fehler gewesen ware.
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Insgesamt ergeben sich aus den Limitationen konkrete Ansatze fir zuklinftige Studien — die Nutzung
des Algorithmus noch einfacher zu gestalten — wie auch verschiedene Forschungsansatze und -fragen,
derer sich nachfolgende Studien annehmen sollten. Aufbauend auf den Ergebnissen, ihrer
Interpretation und unter Bericksichtigung der gerade diskutierten Limitationen lassen sich aus der

Studie einige Implikationen fiir die Praxis ableiten, die im Folgenden dargelegt werden.

4.5.  Implikationen aus Studie (a) , Fehlerfall”

Um die Implikationen bestmdglich umsetzbar zu gestalten, wird im Folgenden unterschieden zwischen
den Zielgruppen Praxis und Forschung. Zunachst werden praktische Implikationen abgeleitet, die sich
insbesondere an Entwickler*innen und Designer*innen von Kl richten. Anschlieend werden die noch

offenen oder aus den Ergebnissen resultierenden Anknlpfungspunkte fir weitere Forschung erlautert.

4.5.1. Implikationen flir die Praxis

Zunachst ist im Sinne einer Transparenz, die Nutzende bestmoglich befahigt, gute Entscheidungen zu
treffen, festzuhalten, dass Akkuratheitsinformationen in der vorliegenden Studie, wenn auch in
geringem Male, zu einer hoheren Nutzung von Algorithmen nach einem Fehlerfall fihrten als ohne
eine solche Information. In diesem Sinne sollten entsprechende Informationen also geliefert werden.
Auch die Al HLEG fordert im Rahmen von Transparenz ,,open communication about the limitations”
von Kl (2020, S. 14). Da sie leicht zu ermitteln sind, sollte es zum Standard von KI-Anwendungen

gehoren, diese Informationen offenzulegen.

Eine zu niedrige Akkuratheit halt Nutzende davon ab, ein System zu verwenden — so zeigen friihere
Forschungsarbeiten (Antifakos et al., 2005; Ford et al., 2020; Yin et al., 2019). Jedoch sollte die
Fragestellung nicht lauten, wie niedrig die Akkuratheit sein darf, um eine mdglichst hohe Nutzung zu
erreichen. Im Sinne eines bestmoglichen Ergebnisses sollte die Abwagung zur Nutzung davon
abhdngen, wie hoch ein*e Nutzer*in die eigene Akkuratheit einschatzt. Wenn jemand (iber keinerlei
Erfahrung oder Wissen in einem Gebiet verfligt, kdnnte ein Algorithmus selbst mit niedriger
Akkuratheit hilfreich sein. Gleichzeitig steigt mit der Offenlegung der Akkuratheit auch die Anforderung
an Entwickler*innen oder KI-Anbieter, schlechte Performance zu verbessern, da ihr System andernfalls
gar nicht genutzt wird. Ziel einer den Menschen unterstitzenden Kl sollte sein, mit der Offenlegung
der algorithmischen Akkuratheit die Informiertheit der Nutzenden zu steigern und ihnen die

Entscheidung zu (iberlassen, wie sehr sie sich auf ein System verlassen mochten.

Implikation 1 fiir Entwickler*innen von KI:

Ermoglichen Sie die Einschatzung der Giite ihrer Kl, indem Sie ihre Akkuratheit offenlegen. Bei guter

Akkuratheit fordert dies die Nutzung. Bei schlechter Akkuratheit sollten Sie nachbessern.
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Vor diesem Hintergrund sei auf Burton et al. (2020) verwiesen, die in ihrem Review zu Algorithm
Aversion , Algorithm Literacy” als wichtige MalRnahme propagieren. Diese umfasst das Wissen ,,how to
interact with algorithmic tools, how to interpret statistical outputs, and how to appreciate the utility
of decision aids” (Burton et al., 2020, S. 223). Laut Burton et al. stellt Algorithm Literacy einen wichtigen
Schritt zur Uberwindung von Algorithm Aversion dar, indem sie insbesondere die falschen

Erwartungen an KI-Systeme reguliere.

Gleichzeitig kritisieren Burton et al. (2020) impliziere die Forderung nach Algorithm Literacy, die
Verantwortung liege bei den Nutzenden sich , literate” zu machen. Im Rahmen dieser Arbeit jedoch
wird die Anforderung an Kl-Entwickler*innen oder -Anbieter deutlich, Gberhaupt ein Verstandnis des
Systems zu ermoglichen, also Transparenz herzustellen. Fiir die Regulierung falscher Erwartungen an
Kl scheint die Darstellung der Algorithmusakkuratheit, wie in der vorliegenden Studie geschehen, allein
nicht auszureichen. Ein schiitzender Effekt gegen Algorithm Aversion fiel sehr gering aus. Eine
umfassende Algorithm Literacy bedarf aber moglicherweise mehr: Neben der Einschatzung der
Leistung der Kl gehort dazu auch die Fahigkeit zu beurteilen, wie gut die eigene Leistung im Vergleich
ist. Erste Studien zeigen, dies hilft den Nutzenden abzuleiten, wie sehr der eigenen und wie sehr der

KI-Losung vertraut werden sollte (Daschner & Obermaier, 2022).

Implikation 2 fiir Entwickler*innen von KI:

Ermoglichen Sie die Einschatzung der Akkuratheitswerte vor dem Hintergrund der eigenen
Fahigkeiten. Dies konnte geschehen, indem beispielsweise die Leistung der Nutzenden ohne Kl ebenso

wie die mit KI kommuniziert werden.

Insbesondere bei selbstlernenden KI-Systemen ware zusétzlich Information dariiber, wie genau das
System arbeitet und wie es lernt, wenn ein Fehler passiert, wichtige weitere Schritte bei der

Erméglichung von , Algorithm Literacy” und der Uberwindung von Algorithm Aversion.

Implikation 3 fiir Entwickler*innen von KI:

Fir den Fehlerfall sollten Nutzende die Mdglichkeit haben, Feedback zu geben. Im besten Falle
kommuniziert das System auBerdem, wie es aus dem Fehler lernt und sich fir zukinftige

Entscheidungen verbessert.

Dartber hinaus folgt aus dem Verstandnis von Algorithm Aversion als einem Effekt der menschlichen
Informationsverarbeitung der Anspruch, Mensch-Kl-Interaktion ganzheitlich zu betrachten und bei
ihrer Gestaltung kognitive Prozesse zu bericksichtigen. Das bedeutet, die Entwicklung guter Kl darf
sich nicht ausschlieBlich auf technische Fragestellungen beziehen, also lediglich untersuchen: Was ist

mit KI moglich? Vielmehr muss ein ,human centered” Verstandnis etabliert, also Technologie als
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Werkzeug angesehen und fiir die Nutzenden entwickelt und gestaltet werden. Die zu stellende Frage
muss dann lauten: Wie ist Kl niitzlich? Das dahinterliegende Menschenbild basiert auf der Theorie der
optimalen, menschlichen Intuition, die Gerd Gigerenzer als prominentester Vertreter verfolgt. Anstatt
menschliche Rationalitdt als begrenzt zu verstehen und reparieren zu wollen, geht es darum,
menschliches Entscheiden als bestmoglich ausgebildet zu betrachten. Kl als technische Unterstiitzung
gilt es so zu entwickeln, dass sie den Entscheidungsprozess bestmoglich erganzt (,,augmented

intelligence” ist hierfir das Stichwort; Sadiku & Musa, 2021).

Implikation 4 fiir Entwickler*innen von Ki:

Verstehen Sie Kl als technische Unterstiitzung fiir den menschlichen Entscheidungsprozess. Die Kl und

ihre Transparenz miissen sich dem Menschen anpassen, nicht umgekehrt.

4.5.2.  AnschliefSende Forschungsfragen

Aus technischer Sicht ergibt sich in Bezug auf die Vielzahl der Aufgaben, in denen Kl inzwischen
unterstitzt, der Bedarf nach weiteren Studien zur Wirkung von Akkuratheitsangaben. Eine Befragung
von Amerikaner*innen zeigte, dass 75 % den Ergebnissen von ChatGPT vertrauen (Grigutyté, 2023).
Gleichzeitig ist es zunehmend schwierig, die Akkuratheit dieser immer komplexeren Systeme zur
Bearbeitung immer umfassenderer Fragestellungen zu quantifizieren. Das erste Problem dabei ergibt
sich durch die Komplexitat der Fragestellungen, fiir die diese KI-Systeme eingesetzt werden: Worauf
soll sich ein Test zur Akkuratheit genau beziehen? Darauf, wie gut die Fragestellung verstanden wurde,
wie gut einzelne Unter- und Teilaspekte gelost werden konnten oder wie gut die Kl zur Losung
Uberhaupt geeignet ist? Das zweite Problem beruht auf der Tatsache, dass nicht alle Aussagen gepruft
werden kénnen. Man denke beispielsweise an Prognosen oder subjektive Abwagungen. Zugespitzt
wird die Problematik, wenn KI-Systeme selbst zum Fakten-Check eingesetzt werden. Dass eine Liige
nur lange genug wiederholt werden muss, bis sie als Meinung stehen gelassen wird, zeigt das Beispiel
der gestohlenen Wahl von Donald Trump (,,YouTube will no longer take down false claims about U.S.
elections”: Bond, 2023; Nix & Ellison, 2023). Wie verarbeitet ein KI-System solche Informationen in der
Folge? Hier wird das Thema der Akkuratheit von Kl ethisch aufgeladen. Doch auch schon ohne diese
ethische Komponente gilt von technischer Seite die Frage zu beantworten, anhand welcher MaRe die

Akkuratheit immer komplexerer KI gemessen werden kann.

In Kooperation mit sozialwissenschaftlicher Forschung gilt es anschlieRend zu untersuchen, wie
Akkuratheit kommuniziert werden sollte und wie sich verschiedene Akkuratheitsangaben auf die
Nutzung — vor und nach einem Fehler — auswirken. Der Entscheidung der Nutzenden, ob eine
Akkuratheit hoch genug ist oder als zu gering eingeschatzt werden sollte, geht voraus die korrekte

Wahrnehmung und Interpretation dieser Information. Wie genau kann und sollte die Kommunikation
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von Akkuratheit gestaltet sein? Daraus ergeben sich im Detail weitere Fragestellungen: Wie genau
werden unterschiedliche Arten von Akkuratheitsangaben interpretiert (z. B. prozentuale Angaben,
Visualisierungen, absolute Zahlen, die Gegeniberstellung der eigenen und der algorithmischen
Akkuratheit)? Wie andert sich ein mentales Modell, das Nutzende von einem KI-Systems haben, wenn
ihnen verschiedene Arten der Akkuratheitsinformation prasentiert werden, wie wenn es einen Fehler
macht? Wie sollten die Informationen gestaltet sein, um moglichst wenig fehlzuleiten, im Fehlerfall

aufzuklaren und gutes Entscheiden zu ermoglichen?

Dariiber hinaus ergeben sich durch den Ansatz Algorithm Aversion als einen Effekt der
Informationsverarbeitung beim Entscheiden anzusehen (Kahneman et al., 1982; Petty & Cacioppo,
1986) weitere Mdglichkeiten zu seiner Uberwindung. Die Annahme ist, Algorithm Aversion stellt einen
pirrationalen Effekt” dar, der sich besonders dann zeigt, wenn kognitive Ressourcen knapp sind und
Informationen oberflachlich verarbeitet werden. Diese Erklarung sollte geprift werden, indem z. B.
Anreize bewusst variiert oder die kognitive Verarbeitung von Informationen bei der
Algorithmusnutzung beeinflusst werden. Ein entsprechender Zusammenhang wirde darauf
hindeuten, dass bei der Nutzung von Algorithmen besonders auf eine vertiefte Verarbeitung geachtet

werden sollte und Zeitdruck oder Informationsiiberfluss vermieden werden sollten.

Zuletzt macht es angesichts der Relevanz von Algorithm Aversion und der in der Studie sehr niedrigen
Nutzungszahlen sicherlich Sinn, sich mit der Frage der Interaktionsstrategien mit Ki
auseinanderzusetzen. Die Analyse zeigte: Das beste Ergebnis erzielten die Versuchspersonen, die sich
moglichst viel auf den Algorithmus verlieRen. Auch bewerteten sie die Zusammenarbeit mit dem
Algorithmus (berwiegend positiv: Zustimmung bei Vertrauen und Zufriedenheit und er wurde im
Durchschnitt als eher hilfreich wahrgenommen. Ebenso herrschte in der Abfrage der Strategien sehr
hohe Zustimmung zur Aussage, man habe versucht, ein moglichst gutes Ergebnis zu erzielen, und die
Uberwiegend richtigen Ergebnisse des Algorithmus wurden kommuniziert. Trotz alledem fiel die
Nutzung so zuriickhaltend aus. Es stellt sich also die Frage, ob die Kommunikation des Nutzens des
Algorithmus deutlicher geschehen muss und, wenn ja, wie sie erfolgreich gestaltet werden kann.
Aulerdem sollte bezliglich der Interaktionsstrategien besser verstanden werden, wie diese auf die
tatsachliche Nutzung einzahlen, welche hilfreich fiir eine gelingende Mensch-Kl-Interaktion sind und
wie diese geférdert werden kdnnen. Nur wenn diese Interaktion besser verstanden wird, konnen K-

Systeme entwickelt werden, die das menschliche Entscheiden sinnvoll ergdanzen.
Zusammenfassend ergeben sich damit die folgenden Fragen fiir zukiinftige Forschung:

- Wie kénnen aus technischer Sicht immer komplexere KI-Systeme in ihrer Akkuratheit

bewertet werden?
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- Wie kann eine erfolgreiche Kommunikation von (immer komplexeren) KI-Systemen
aussehen: Wie werden verschiedene Akkuratheitsangaben interpretiert und was leitet sich
daraus fir die Kommunikation von Akkuratheit ab?

- Wie kann eine Anpassung bestehender mentaler Modelle von Kl durch
Akkuratheitsangaben (im Fehlerfall) geférdert werden, die moglichst gutes Entscheiden
gewadhrleistet?

- Inwiefern hangt Algorithm Aversion mit einer niedrigen kognitiven Verarbeitung von
Information ab? Lasst sich der Effekt durch Manipulation dieser Verarbeitungsleistung, z.
B. durch Anreize oder Primes, reduzieren?

- Wie kann Nutzenden der Vorteil einer Algorithmusnutzung verdeutlicht werden? Welche
Strategien sind fir eine erfolgreiche Zusammenarbeit besonders sinnvoll und wie lassen

sie sich fordern?

4.6. Zwischenfazit zur Studie (a) ,Fehlerfall”

Die vorliegende Studie untersuchte drei Hypothesen. Es zeigte sich erneut, wie robust der Effekt der
Algorithm Aversion ist (Hypothese 2). AuBerdem bestétigte sich die Annahme, nach einem Fehler
wirden Algorithmen mit Akkuratheitsinformation haufiger genutzt als die ohne diese Information
(Hypothese 3). Die zentrale Hypothese 1, nach der sich der Nutzungseinbruch nach einem Fehler durch
Akkuratheitsinformationen verringert, lieB sich nur eingeschrankt bestatigen. Es ergibt sich also, wenn
Uiberhaupt, nur ein geringer Einfluss der Akkuratheitsbedingung bei der Uberwindung von Algorithm

Aversion.

Damit ergibt sich fur die Forschungsfrage (a) — Inwieweit fiihren Angaben von Akkuratheit eines
Algorithmus dazu, dass dieser auch nach einem Fehlerfall genutzt wird? — ein gemischtes Bild. Zwar
nehmen Nutzende Algorithmen mit Akkuratheitsangaben nach Fehlern mehr in Anspruch als solche
ohne Akkuratheitsangaben. Gleichzeitig verringert sich die Nutzung im Vergleich zu der vor einem
Fehler nicht (in grofem Male). Insgesamt Uberraschen die sehr niedrigen Nutzungszahlen des
Algorithmus, der eigentlich iberwiegend korrekte Schatzungen lieferte und damit die Leistung der
Versuchspersonen verbessert hat bzw. hatte. Fur Entwickler*innen folgt die Empfehlung,
Akkuratheitsangaben bereitzustellen, diese aber moglichst in Relation zur Leistung der Nutzenden und
damit fiir diese einschatzbar zu gestalten. Durch den gezeigten Einfluss des Kognitionsbedtirfnisses auf
Algorithm Aversion ergibt sich auBerdem ein Ansatzpunkt fiir weitere Forschung. Auch gilt es, das
Konzept der , Algorithm Literacy” weiterzuverfolgen, das einerseits als MaRnahme zur Uberwindung
von Algorithm Aversion identifiziert wurde und andererseits Nutzende erst in die Lage versetzt, die

Vor- und Nachteile einer Nutzung zu reflektieren.
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Wie die Studie zeigt, bendtigen Nutzende fir eine (berlegte und zum bestmoglichen Ergebnis
fihrende Nutzung eines Algorithmus mehr Informationen als seine Akkuratheit. Und es ist klar: Die
Offenlegung von Akkuratheit ist nur ein Aspekt von Transparenz (Al HLEG, 2020). Doch welche
Anforderungen an Transparenz von KI-Unterstiitzungssystemen haben nicht-technische Endnutzende?
Welche Bestandteile von KlI-Transparenz ergeben sich fir diese Zielgruppe? Ist die Kommunikation der
Akkuratheit Teil davon und welche weiteren lassen sich ermitteln? Auch die Rolle von Transparenz im
Fehlerfall gilt es weiter zu untersuchen, um Schlussfolgerungen und Empfehlungen fir die Umsetzung
von Kl abzuleiten, die eine den Nutzenden dienliche KI-Transparenz beinhaltet. Wie die vorliegende
Studie zeigte, ist die Offenlegung algorithmischer Akkuratheit nur ein Element von KI-Transparenz, die

sehr viel mehr umfasst.
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5. Anforderungen von Endnutzenden an Kl-Transparenz (Forschungsfrage b)

Um ein umfassendes Verstdndnis der Effekte transparenter Kl auf Nutzung und Vertrauen in Kl-
Systeme zu erlangen, wurde eine qualitative Fokusgruppenstudie durchgefiihrt. Diese Studie
behandelt das vorliegende Kapitel. Eine erste zusammenfassende Veroffentlichung zu dieser

Untersuchung wurde durch die Autorin in Werz et al. (2024) getatigt.

5.1.  Theoretische Einordnung und Einfihrung der Methodik

Neue Gesetze verlangen zunehmend Transparenz von digitalen Medien, Plattformen und Kl (z. B. die
DSGVO der EU) und beziehen sich dabei auf spezifische Funktionsweisen, wie beispielsweise das Recht
auf Information Uber die eigenen Daten. Gleichzeitig wird unter dem Begriff Explainability die Frage
verfolgt, was technisch machbar ist: Wie konnen Kl-Prozesse und -Ergebnisse fiir Entwickler*innen
transparent und nachvollziehbar gemacht werden und inwiefern ist es technisch moglich,
verschiedene Arten von Kl nachvollziehbar zu machen? Da die Kl selbst (immer) haufig(er) eine
Blackbox darstellt, kann sie nur durch zusatzlich eingesetzte Methoden im Nachgang erklarbar
gemacht werden (Arrieta et al., 2020; Mohseni et al., 2021). Eine prominente Unterscheidung dieser
Erklarungen ist die in globale und lokale Transparenz. Globale Transparenz bezeichnet dabei eine
Erklarung der gesamten Kl und ihrer Prozesse und beantwortet die Frage nach dem Wie. Lokale
Transparenz hingegen erklart das Zustandekommen eines einzelnen Ergebnisses und stellt die Frage
nach dem Warum (Ali et al., 2023; Mohseni et al., 2021; Wanner et al., 2020). Ausfihrlich wird der
Begriff Transparenz, sein technisches Verstandnis und verschiedene Kategorisierungen in Kapitel 2.2

dargelegt.

Zusammengenommen bezeichnet Transparenz die Mdoglichkeit, nachvollziehen zu kdénnen, wie ein
System funktioniert und warum es bestimmte Ergebnisse produziert — auf eine Weise, die als
verstandlich und ausreichend informativ wahrgenommen wird. In Bezug auf Endnutzende, die oftmals
kein oder wenig technisches Vorwissen aufweisen als private Nutzende von Kl, ist jedoch hadufig noch
unklar, was fir sie Transparenz bedeutet (Mahmud et al., 2022; Molina & Sundar, 2022; Paez, 2019) —
und ob es sich in Wie und Warum oder in andere Anteile zerlegen lasst. Diese Frage, was Endnutzende
als zum Verstandnis notwendig erachten und aulRerdem ausreichend informativ in Bezug auf Kl und

ihre Nutzung, wird im Folgenden untersucht. Die leitende Fragestellung b lautet:

FF b ,,Nutzendenanforderungen“: Welche Anforderungen an Transparenz in Kl bestehen fiir

Laiennutzende und inwiefern unterscheiden sie sich nach Eigenschaften der KI?

Mithilfe von Fokusgruppen sollen deshalb die nutzerseitigen Anforderungen an Kl-Transparenz

erhoben werden. Ausgehend von der Ubergeordneten Fragestellung b wurden dazu zwei zentrale
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Leitfragen abgeleitet, die mithilfe der Fokusgruppen beantwortet wurden und die Inhaltsanalyse nach

Mayring leiteten. Die erste der beiden lautet:
FF b (1): Welche Anforderungen an Transparenz in KI-Apps haben Laiennutzende?

Dieser Fragestellung zugrunde liegen die theoretischen und empirischen Funde zu lokaler und globaler
Transparenz, die im Bereich Explainability unterschieden werden (Ali et al., 2023; Herm et al., 2023;
siehe Kapitel 2.6). Angelehnt daran gilt zu ermitteln, welche dieser Transparenzarten fir Laien
besonders zentral angesehen werden und ob ihre Anforderungen an Transparenz darlber

hinausgehen.

In der vorliegenden Studie liegt der Fokus weder auf Unterschieden zwischen Nutzenden noch auf den
Einflussfaktoren aus der Umwelt. Vielmehr geht es darum, ausgehend von KI-Systemen die
Anforderungen der Nutzenden an Transparenz zu erheben. Wie die grofRe Diversitat der Ergebnisse
der Nutzungsstudien von Kl zeigt (siehe auch Kapitel 2.3), kommen Kontext und Eigenschaften eines
Systems bei Fragen von Vertrauen und Nutzung elementare Bedeutung zu (z. B. Laato et al., 2022;
Mohseni et al., 2021): Auf welche Weise interagieren Nutzende mit dem System, welche Relevanz hat
es fur das Leben der Nutzenden? Wird es eher zur Beschleunigung von Prozessen oder zu einer
moglichst detaillierten Ausfiihrung eingesetzt, dient es der Unterhaltung oder unterstiitzt es im Alltag?
(Ehsan et al., 2024; Forster et al., 2020; Sieger et al., 2022; Sun & Sundar, 2022; Tabrez et al., 2022,
etc., siehe Kapitel 2.3) Diese Systemeigenschaften und Anwendungsgebiete bestimmen malgeblich
die Wahrnehmung der Systeme durch die Nutzenden. Damit wirken sie sich mutmaRlich auch auf
deren Anforderungen an die Systeme aus. Um diesen Einfluss auf die Anforderungen an KI-Transparenz

zu erheben, lautet die zweite Fragestellung:
FF b (2): Was erwarten Nutzende abhangig von gegebenen Systemeigenschaften?

Um diese Systemeigenschaften zu untersuchen, wurden drei beispielhafte KI-Apps erstellt, die sich im
Aufgabenkontext, in ihrer Bedienbarkeit und ihrer Autonomie unterscheiden (siehe Kapitel 5.2.4.). Ziel
war es, moglichst verschiedene Eigenschaften in den drei KI-Apps umzusetzen. Die Relevanz der
Aufgabe sowie moglicher Fehler zeigen sich in diversen Studien als ein zentrales Kriterium fir Kl-
Akzeptanz und die Wirkung von TransparenzmaBnahmen (Forster et al., 2020; Wanner et al., 2020).
So wurden fir die Apps drei Kontexte gewahlt, die sich durch moglichst unterschiedliche Relevanz
auszeichnen: eine Finanzberatungs-App (Anlageberatung), eine Freizeit-App mit gesundheitlichen
Implikationen (Pilz-ldentifikation) und eine App zur Unterhaltung (Musikauswahl). Die Bedienbarkeit

war mit textlicher Eingabe, Bild- und Stimmeingabe fiir die drei Apps unterschiedlich.

Ein Pre-Test der Apps, der in Abschnitt 5.2.4 beschrieben wird, stellte sicher, dass die Unterschiede in

den Apps auch wie intendiert wahrgenommen wurden. Dazu wurden verschiedene wahrgenommene
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Nutzen der App (Unterhaltung, Zeitersparnis, kognitive Entlastung etc.) sowie wichtige Funktionen der
App quantitativ abgefragt. Ebenso wurde sichergestellt, dass die Apps unterschiedlich relevant bzw.

gleich verstandlich und ansprechend wahrgenommen wurden.

Wie die beiden Leitfragen in eine qualitative Untersuchung umgesetzt wurden, welche konkreten
Fragen in den Fokusgruppen diskutiert, wie die KI-Apps gestaltet und gepretestet und wie die

Ergebnisse ausgewertete wurden, legt das folgende Kapitel dar.

5.2. Methode

Zur Untersuchung der dargelegten Fragestellungen wurde ein qualitativer Ansatz, bestehend aus
Fokusgruppenbefragungen und einer anschlieBenden qualitativen Inhaltsanalyse, gewahlt, um so
Zusammenhdnge und Hintergriinde moglichst breit erheben zu kdonnen. Ziel war eine induktive
Anndherung an das Thema, um ein breites Bild zu erlangen sowie mogliche Anknlpfungspunkte fir
weitere Forschung zu ermitteln. Im Folgenden werden das methodische Vorgehen bei diesem Ansatz
eingeordnet, die Abldufe und verwendeten Materialien der Fokusgruppen detailliert beschrieben

sowie das zur Auswertung genutzte Verfahren dargelegt.

5.2.1. Projekt und Forschungskontext
Die Fokusgruppen waren Teil des Projekts TAIGERS (Transparency in Artificial Intelligence: Considering
Explainability, User and System Factors), geférdert im Rahmen des Exploratory Research Space (ERS)

als Open Seed Fund* der RWTH Aachen University.

Das Projekt wurde in Zusammenarbeit mit dem Human-Computer Interaction Center (HCIC) der RWTH
Aachen University durchgefiihrt und untersuchte System- und Nutzendenfaktoren, die das Vertrauen
und die Nutzung von transparenter Kl beeinflussen. Das HCIC konzentrierte sich innerhalb des
Projektes auf Nutzendenfaktoren, wahrend am IMA und dabei federfiihrend von der Autorin dieser
Arbeit die Systemeigenschaften untersucht wurden. Entsprechend wurden die Fokusgruppen mit

ihrem Fokus auf Systemeigenschaften von der Autorin dieser Arbeit konzipiert und durchgefiihrt.

5.2.2.  Aufbau und Durchfiihrung der Fokusgruppen

Die Fokusgruppen dauerten ca. 2,5 Stunden und fanden online mithilfe von Zoom statt, wobei Miro als
digitales Kollaborationstool eingesetzt wurde, um Inhalte zu prasentieren, zentrale Punkte der
Diskussion zu protokollieren und visuell durch den Workshop zu leiten. Die Fokusgruppen fanden am

27.09.21, 14.10.21 und 28.10.21 statt. Die Fokusgruppen wurden per Videomitschnitt aufgezeichnet

4 Geférdert vom Bundesministerium fir Bildung und Forschung (BMBF) und dem Ministerium fur
Kultur und Wissenschaft des Landes Nordrhein-Westfalen (MKW) im Rahmen der Exzellenzstrategie
von Bund und Léndern
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und anonym transkribiert (siehe Anhang K)°. Jede Fokusgruppe bestand aus fiinf zentralen Bausteinen

(siehe Abbildung 17):

(1

(

) Begriifung und Einflhrung in das Projekt sowie in das Kooperationstool Miro
)

(3) World-Café zur Besprechung dreier KI-Apps
)
)

N

Kurzvorstellung durch die Teilnehmenden und Abfrage der Erfahrung mit Ki
(4 Gruppendiskussion

(5 Bewertung von KI-Statements

Im Folgenden werden diese einzelnen Bausteine naher beschrieben.
(1) BegriiBung und Einfiihrung in das Projekt sowie in das Kooperationstool Miro

Der erste Baustein diente der Einflihrung in das Forschungsprojekt TAIGERS sowie in die Thematik der
Fokusgruppe. Dabei wurde auch die Relevanz der Fokusgruppen erldutert. AnschlieBend erfolgte eine
kurze Einfihrung in das Kollaborationstool Miro, um die Teilnehmenden auf die Nutzung
vorzubereiten. Notizen auf dem Board wurden jedoch ausschlieRlich von den Moderator*innen der
Fokusgruppen getatigt. Den Teilnehmenden diente Miro lediglich zur Prasentation der Inhalte, die sie

Gber einen geteilten Bildschirm wahrnahmen.
(2) Kurzvorstellung durch die Teilnehmenden und Abfrage ihrer Erfahrung mit Kl

Innerhalb ihrer Kurzvorstellung sollten die Teilnehmenden erklaren, welche Beriihrungspunkte oder
Vorerfahrungen sie bisher mit KI hatten, sowie einen Smiley auswahlen, der ihre Einstellung gegeniiber
Kl beschreibt. Dabei diente die Vorstellungsrunde dazu, den personlichen Bezug der Teilnehmer*innen

zum Thema zu férdern und die Vorerfahrungen der Teilnehmenden zu ermitteln.
(3) World-Café zur Besprechung dreier KI-Apps

Die Diskussion der Fokusgruppen fand mithilfe der World-Café-Methode statt. Die World-Café-
Methode beschreibt eine Form der Gruppendiskussion, bei der die Teilnehmenden auf eine beliebige
Tisch-Anzahl aufgeteilt werden und eine festgelegte Zeit Uber ein vorgegebenes ,Tisch-Thema“
diskutieren. Nach Ablauf der Zeit wechseln die Teilnehmenden den Tisch und diskutieren ein neues
Thema. Pro Tisch ist ein*e Moderator*in vorgesehen, welche*r die Diskussion leitet (Lohr et al., 2020).
Die Methode ermoglicht es allen Teilnehmenden, alle Themen zu diskutieren. Moglich ist eine

Variation der Fragestellungen lber die Runden hinweg.

Im Rahmen des World-Cafés fand die Umsetzung der beiden zuvor hergeleiteten Leitfragen statt. Diese

Leitfragen wurden in drei Fragestellungen expliziert, die in den drei Runden durch die Fokusgruppen

5 Die Transkripte sind aufgrund ihres Umfanges online abgelegt und einsehbar unter https://osf.io/5tpdv/files
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diskutiert wurden. Um jedoch zu vermeiden, dass Transparenz eingefordert wird, ohne ein genaueres
Verstandnis von ihr zu haben, wurde der Begriff ,Transparenz” in den Fragestellungen vermieden.
Vielmehr sollte durch indirekte Fragen das Thema eingegrenzt und Implikationen von Transparenz

ermittelt werden.

Zur Veranschaulichung der drei KI-Apps dienten eine Kurzbeschreibung sowie ein Screenshot der Apps
(siehe Abbildung 18). Entsprechend der World-Café-Methode wurden drei virtuelle Tische gebildet,
also drei Gruppen. Jede Gruppe diskutierte pro Durchgang die ihr vorliegende App unter der in dieser

Runde geltenden Fragestellung:

1. Runde: Was muss die App erklaren? In welchem Teil der App benétigst du welche
Informationen?
2. Runde: Unter welchen Voraussetzungen wirdest du die App nutzen?

3. Runde: Wie gehst du damit um, wenn du merkst, dass die App falsch liegt?

4

Die Fokusgruppen von 12 bzw. sieben Teilnehmenden wurden so aufgeteilt, dass jede , Tisch-Gruppe*
aus drei bis vier Teilnehmenden bestand. Eine Runde dauerte dabei 15 Minuten, dann wechselten die
App, die Frage und die Moderation. Daraus resultierte eine Dauer der World-Café-Diskussion von 45

Minuten (siehe Abbildung 17).

Abbildung 17: Ablauf der Fokusgruppen-Workshops mit detaillierter Darstellung der World-Café-Phase, die
zwischen zwei gemeinsamen Diskussionen stattfand. Die Moderation blieb fiir die jeweiligen Apps konstant.

1. Runde: 2. Runde: 3. Runde:
1. Frage 2. Frage 3. Frage

Gemeinsam: Gruppe 1 Musik-App Gemeinsam:
* Gruppendiskussion
Musik-App der World-Café-
Ergebnisse

* Bewertung von KI-
Statements

* BegriRung &
Einflihrung Gruppe 2
* Kurze Selbstvor-

stellung
Gruppe 3 | VIEEIEAs)0)

| 15min | 15 min | 15min |

Ziel der drei verwendeten, fiktiven Apps war es, moglichst verschiedene Systemeigenschaften
abzudecken (siehe Kapitel 5.1). Die drei Apps - eine Geldanlage-Beratungsapp, eine
Pilzidentifikationsapp und eine Musikauswahlapp — stammen aus drei verschiedenen Anwendungs-
und Anforderungsbereichen. Sie unterschieden sich nach Bedienbarkeit bzw. Eingabe der Daten:
schriftlich, visuell-bildlich oder per Stimme. Durch die unterschiedlichen Kontexte unterschieden sie
sich in den Anforderungen, die an sie gestellt wurden hinsichtlich ihrer Funktion: auf Sicherheit und
Prazision in der Finanz-App, auf Glltigkeit und Prazision in der Pilz-App sowie Vereinfachung und

Zuganglichkeit in der Musik-App. Zudem standen die Finanz- und die Pilz-App fiir eine hohe Relevanz,
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da Fehler besonders schwerwiegend waren. Die Musik-App stand fir eine niedrige Relevanz. Die Apps
wurden hinsichtlich der Wahrnehmung dieser Systemeigenschaften im Vorfeld gepretestet (siehe

Abschnitt 5.2.4).

Die fiktiven Screenshots wurden mithilfe der Software AXURE erstellt. Dariiber hinaus dienten die Apps
Oskar, Spotify sowie Pilzfiihrer Lite® als Design-Vorlage bei der Ausarbeitung der Screenshots. Als Fotos
dienten frei verfligbare Fotos von den Webseiten pexels.com sowie pixabay.com. Abbildung 18 stellt

die drei Apps dar.

Abbildung 18: Die drei abgebildeten Screenshots der KI-Apps dienten in den Fokusgruppen in der World-Café-
Phase als Grundlage zur Diskussion. Links dargestellt ist die App zur Beratung bei Finanzanlagen (Finanz-App), in
der Mitte die App zur Identifikation von Pilzen (Pilz-App), rechts die App zur autonomen Erstellung von Musik-
Playlists (Musik-App).
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(4) Gruppendiskussion

Im Anschluss an die World-Café-Phase, die als zentrale Phase der Fokusgruppe bezeichnet werden
kann, wurden deren Ergebnisse in einer Gruppendiskussion zusammengetragen. Dabei fassten
zunachst die drei Moderatorinnen der , Tische” die vorangegangenen Diskussionen zusammen, um im
Anschluss nochmals mit allen Teilnehmenden gemeinsam Auffalligkeiten und weitere Kommentare zu

diskutieren. Als Leitfragen dienten dabei die folgenden drei Fragen:

6 https://www.oskar.de/, https://www.spotify.com/de/free/, https://apps.apple.com/ch/app/pilzfiihrer-lite-
pilze/id689909338
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- Welche Aspekte sind bei jeder Anwendung gleich?
- Welche Informationen bendtigt ihr von allen Anwendungen?

- Was muss jede Anwendung erkldren?

Durch die gemeinsame Diskussion dieser Fragen sollten einerseits die Unterschiede und
Gemeinsamkeiten der Apps diskutiert und darauf aufbauend die (bergeordneten Aspekte von

Transparenz aus Nutzendensicht reflektiert werden.
(5) Bewertung von Kl-Statements

Im letzten Teil der Fokusgruppe wurde der Aspekt Transparenz explizit angesprochen und kritisch
reflektiert. Dies geschah anhand von drei nacheinander prasentierten KI-Thesen. Die Thesen waren

provokant formuliert, um die Diskussion anzuregen und die Teilnehmenden zu einer Positionierung zu

bewegen:
1. Auch wenn sich die KI mir erklart — ich glaube nicht, dass sie mir wirklich alles offenlegt.
2. Ich erwarte von einer Kl, dass sie fehlerfrei funktioniert. Wie sie auf ihr Ergebnis kommt,
ist mir egal.
3. Nur wenn die Kl schwerwiegende Entscheidungen trifft, will ich wissen, wie sie

funktioniert.

Die Diskussion dieser Thesen stellte den Abschluss des Fokusgruppen-Workshops dar. AnschlieBend

wurde den Teilnehmenden fiir ihre Teilnahme gedankt und sie entlassen.

5.2.3.  Stichprobe

An den drei Fokusgruppenterminen nahmen insgesamt n = 26 teil, jeweils 12, 7 und 7 Personen. Davon
waren n =15 weiblich. Zur Teilnahme an einer Fokusgruppe wurde kein spezielles Vorwissen benotigt.
Vielmehr wurde explizit darauf hingewiesen, dass KI-Expert*innen und Entwickler*innen bitte nicht
teilnehmen sollen. Die Einladungsmail findet sich im Anhang L und wurde im erweiterten Familien- und
Freundeskreis der Autorin und von Kolleg*innen sowie am HCIC- und IMA-Lehrstuhl versendet. In einer
kurzen schriftlichen Abfrage gaben n = 3 Teilnehmer*innen als héchsten Bildungsabschluss einen
Masterabschluss und n = 18 einen Bachelor, Diplom oder Magister an. Die verbleibenden n =5 hatten
Abitur bzw. eine Berufsbildung. Die Halfte der Teilnehmenden waren Studierende, die andere Halfte
Angestellte. Auf einer Skala von 1 (gar nicht routiniert) bis 5 (sehr routiniert) gaben die Teilnehmenden
eine sehr hohe Routine im Umgang mit Computern an (Median = 5 mit 59 %, die verbleibenden 41 %
gaben 4 bzw. 3 an). Das Wissen im Bereich Kl wurde auf einer Skala von 1 (iberhaupt kein Wissen) bis
5 (sehr viel Wissen) mit einem Median von 3 bewertet. Dabei gaben 80 % der Befragten Stufe 2 oder 3

an, 15 % Stufe 4 und eine Versuchsperson dullerte, sehr viel Wissen im Bereich Kl zu haben. Damit ist
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anzunehmen, dass die Stichprobe einen etwas hoheren Bildungsstand und etwas mehr Wissen (ber Kl

hat als die Allgemeinbevélkerung in Deutschland.

5.2.4.  Pre-Test des Materials

Zur Evaluation der verwendeten KI-App-Darstellungen wurde das Material im Vorfeld und unabhangig
von den Fokusgruppen gepretestet. Dazu wurden die drei Apps nacheinander und randomisiert in
einer Online-Umfrage prasentiert und dann von den n = 15 speziell fir den Pre-Test rekrutierten
Teilnehmenden hinsichtlich verschiedener Variablen bewertet (Abbildung 18 stellte die drei Apps dar).
Aufgrund der geringen StichprobengroRe wurden fir die vergleichenden Analysen nonparametrische

Verfahren gewabhilt.

Fiir die Variablen ,Eingabefunktion”, ,Nutzen der App“ und ,Wichtigste Funktionen der App“ wurden
verschiedene Auswahlmoglichkeiten geboten (siehe Fragebogen in Anhang M). Da es sich um
messwiederholte Gruppen mit bindren Antwortoptionen (gewahlt vs. nicht gewahlt) handelte, wurde
zum statistischen Vergleich der drei Apps ein Cochran-Q-Test durchgefiihrt. AuRerdem bewerteten die
Teilnehmenden die drei Apps hinsichtlich der vier Variablen ,Relevanz des Themas®, , Relevanz von
Fehlern”, ,wie ansprechend” sowie ,wie verstandlich ist die App“ auf einer 7-stufigen Likert-Skala.
Diese Bewertungen wurden mittels des Friedmann-Tests flir Messwiederholungen mit mehr als zwei

Gruppen verglichen.

Die intendierte Eingabeoption fiir die Apps wurde verstanden: Bei der Musik-App wurde {iberwiegend

IM

korrekt ,Sprache” (86,7 %, mit n = 1 bzw. 6,7 % je ,manuelle Auswahl” bzw. ,Bilderkennung”), bei der
Pilz-App ausschlieBlich ,Bilderkennung” (100 %) und bei der Finanz-App ,, manuelle Auswahl” (60 %)

wie auch ,,Schreiben” (40 %) korrekt erkannt.

Bezliglich der Frage, welchen Nutzen die Apps erfillen sollten, trat Uberwiegend der intendierte
Unterschied auf. Dies war der Fall bei Kostenersparnis, wo sich die Finanz-App von den beiden anderen
unterschied, dem zugeschriebenen Nutzen zur Unterhaltung, wo sich die Musik-App von den beiden
anderen unterschied sowie den individuellen Fehlern, wo sich nur Pilz- und Musik-App voneinander
unterschieden. Erwartet worden war auch ein Unterschied zwischen Musik- und Finanz-App (siehe

Tabelle 8 und Tabelle 9).
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Tabelle 8: Intendierter Unterschied zwischen den Apps Finanz-App (Finanz), Pilz-App (Pilz) und Musik-App
(Musik) und tatsdchlich durch die Pre-Test-Teilnehmenden wahrgenommener Unterschied in der Frage
,Welchen Nutzen erfiillt die App?“

Nutzen der App

Intendierter Unterschied

Wahrgenommener Unterschied

Kostenersparnis

Finanz > Musik = Pilz

Finanz > Musik = Pilz

Unterhaltung

Musik > Finanz = Pilz

Musik > Finanz = Pilz

Weniger individuelle

Fehler

Finanz = Pilz > Musik

Pilz = Finanz,

Pilz > Musik = Finanz

Tabelle 9: Auswertung der Mehrfachauswahl zur Frage ,,Welchen Nutzen erfiillt die App?“ im Pre-Test. Anzahl
der Nennungen und relative Héufigkeit pro App. Vergleich der Nennungen fiir die drei Apps durch einen
Cochran-Q-Test mit paarweisen Vergleichen

Pilz-App Music-App Finanz-App Vergleich
Nutzen n % n % n % Cochran-Q-Test
Kostenersparnis /? /? /? /? 6° 42,90 %° X2 (2) = 12,00, p =,002
kognitive Entlastung 8 57,10 % 7 46,70 % 8 57,10 % X2 (2)=0,18, p=,913
Unterhaltung 3 21,40%* 13® 86, 70%°  1° 7,10 %° X2 (2)=17,71, p <,001
Zeitersparnis 4 2860% 6 40,00% 8 57,10% X2 (2) = 3,42, p=,180
weniger individuelle g0 64,30 %° e /o 4% 28,60 %P X2 (2) = 13,56, p = ,001

Fehler

Anmerkung. n = 15; signifikante Ergebnisse sind fett markiert und Unterschiede der Haufigkeiten mit
unterschiedlichen Exponenten dargestellt.

Zur Frage ,Welche Funktionen sind Ihnen bei der App wichtig?“ ergab sich ein Unterschied zwischen

den Apps bei ,Schnelligkeit”, ,Sicherheit” (entgegen Erwartungen kein Unterscheid zwischen Musik-

und Pilz-App), ,,Glltigkeit” und , Akkuratheit” (entgegen den Erwartungen kein Unterschied zwischen

Finanz- und Musik-App). Auch war der Unterschied in der Erwartung an eine ,einfache Bedienung”

‘

zwischen Musik- und den anderen Apps nicht signifikant, was daran lag, dass es insgesamt oft

ausgewahlt wurde (siehe Tabelle 10 und Tabelle 11).

Tabelle 10: Intendierter Unterschied zwischen den Apps Finanz-App (Finanz), Pilz-App (Pilz) und Musik-App
(Musik) und tatsdchlich durch die Pre-Test-Teilnehmenden wahrgenommener Unterschied in der Frage ,, Welche
Funktionen sind lhnen bei der App wichtig?“

Funktionen der App

Intendierter Unterschied

Wahrgenommener Unterschied

Schnelligkeit Musik > Finanz = Pilz Musik > Finanz = Pilz
Musik = Pilz
Sicherheit Finanz > Pilz > Musik Pilz = Finanz > Musik
Musik = Pilz
Gultigkeit Finanz = Pilz > Musik Finanz = Pilz > Musik
Akkuratheit Finanz = Pilz > Musik Finanz = Pilz > Musik

Finanz = Musik

Einfache Bedienung

Musik > Finanz = Pilz
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Tabelle 11: Auswertung der Mehrfachauswahl zur Frage ,,Welche Funktionen sind lhnen bei der App wichtig?“
im Pre-Test. Vergleich der Nennungen fiir die drei Apps durch einen Cochran-Q Test mit paarweisen Vergleichen.

Pilz-App Music-App Finanz-App Vergleich
Funktion n % n % n % Cochran-Q
Schnelligkeit 5ab 33,3%® 92 60,00 %* 1° 6,78 %" x2(2)=9,60, p =,008
Verfugbarkeit 3 2000% 3  20,00% 4  26,70% x2(2)=0,33,p=,846
Sicherheit 92® 60,00 %> 22 13,33 %? 13 86,78 %° %2 (2) =13,29, p =,001
breites o B _
Aufgabenspektrum / / ! 6,70% / / X2 (2) =2,00, p =,368
Giiltigkeit 8 53,3%* /° /P 9% 60,00%* x2(2)=12,17, p=,002
Komplexitat / / / / 2 13,30% x2(2)=4,00,p=,135
Akkuaratheit 139 86,78 %* 5° 33,33 %" 10 66,78 %*® x2(2)=17,54, p =,023
Zuginglichkeit 2 13,30% 4  26,70% 4 26,70% 2 (2)=1,60, p =,449
einfache

. 9 60,00% 15 100,00 % 7 46,70% X2 (2) =10,40, p =,006
Bedienungen

Anmerkung. n = 15; signifikante Ergebnisse sind fett markiert und Unterschiede der Haufigkeiten mit
unterschiedlichen Exponenten dargestellt.

Bezliglich der Relevanz der in der App dargestellten Thematik zeigte der Friedman-Test keine
signifikanten Unterschiede der Range, die sich deskriptiv jedoch wie erwartet darstellten. Der
erwartete Unterschied bezlglich der Relevanz moglicher Fehler zeigte sich. Bezliglich der
Wahrnehmung der Apps, wie ansprechend und verstandlich sie wahrgenommen wurden, ergab sich

wie intendiert kein Unterschied (siehe Tabelle 12).

Trotz geringerer Abweichungen zeigte sich insgesamt das erwartete App-Profil: Die Musik-App dient
der Unterhaltung, entsprechend weniger wichtig ist Genauigkeit (Sicherheit, Gultigkeit, Akkuratheit,
geringe Fehler-Relevanz), sondern eher Schnelligkeit und einfache Bedienung. Die Pilz-App soll
individuelle Fehler reduzieren und entlasten, Fehler wéaren schwerwiegend, deshalb sollte sie
besonders akkurat arbeiten und eine hohe Giltigkeit aufweisen. Die Finanz-App hat einen breiten

Nutzungsfall: Kostenersparnis, aber auch Entlastung in einer komplexen Materie mit hoher Relevanz.

Tabelle 12: Bewertung der Items zur Wahrnehmung der Apps im Pre-Test. Deskriptive Daten pro App sowie
Vergleich der Bewertung der drei Apps anhand des Friedmann-Tests

Musik-App Pilz-App Finanz-App Vergleich
M SO Med M SO Med M SO Med Friedman-Test
Relevanz 320 1,42 3 38 182 4 4,13 1,60 5 x2(2)=2,70,p=,259
Fehler-Relevanz 2,40 1,24 2 5,73 1,49 6 6,20 0,86 6 x2(2)=18,47,p<,001
Ansprechend 3,40 1,40 3 360 145 4 3,33 1,40 3 x2(2)=0,28,p=,872

Verstandlichkeit 5,33 1,63 6 5,80 1,15 6 5,20 1,08 5 x2(2)=1,68,p=,433
Anmerkung. n = 15; Med = Median; 7-stufigen Likert-Skala (1 = nicht relevant/ansprechend/..., 7 = sehr
relevant/...); das signifikante Ergebnis ist fett markiert.
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Fehler waren besonders schwerwiegend. Deshalb spielen Fragen der Bedienung oder Schnelligkeit eine

untergeordnete Rolle, vielmehr sollte sie sicher und akkurat funktionieren.

Da eine Uberarbeitung der Apps die gesamten Bewertungen verdndert und damit den Ablauf der
Studie deutlich in die Lange gezogen hatte, wurden die wenigen Abweichungen als akzeptabel
angenommen und die KI-Apps fir den Einsatz in der Fokusgruppendiskussion festgelegt. Insbesondere
das Ergebnis, dass die Darstellung KI-Apps als dhnlich ansprechend und insgesamt als sehr verstandlich
bewertet wurde, war eine wichtige Voraussetzung fir ihren Einsatz. Wie im Anschluss an die
Durchfiihrung die Ergebnisse der Fokusgruppen ausgewertet wurden, wird im nachfolgenden Kapitel

erldutert.

5.2.5. Auswertung

Zur Auswertung der Fokusgruppen wurden alle Videoaufnahmen transkribiert und dabei anonymisiert
(siehe Anhang K). Das eingesetzte Miro-Board wurde nicht in die Auswertung einbezogen. Die
anschlieRende Auswertung der Transkripte wurde anhand der zusammenfassenden qualitativen
Inhaltsanalyse nach Mayring (2002, 2010) durchgefiihrt. Diese Methode ist besonders passend fiir die
vorliegende Untersuchung, da sie ,flr solche Fragestellungen besonders geeignet [ist], bei denen das
Vorwissen gering ist und die Exploration im Vordergrund steht” (Kuckartz, 2010, S. 96). Eine Technik
der zusammenfassenden Inhaltsanalyse ist die induktive Kategorienbildung (Mayring, 2010). ,Eine
induktive Kategoriendefinition [...] leitet die Kategorien direkt aus dem Material in einem
Verallgemeinerungsprozess ab, ohne sich auf vorab formulierte Theorienkonzepte zu beziehen”
(Mayring, 2010, S. 85). Mayring zufolge ist dieses Vorgehen besonders fiir ,Welche“-Fragestellungen
geeignet, die im hier gegebenen Fall auch vorliegen: (1) Welche Anforderungen an Transparenz in Kl-
Apps haben Laiennutzende? sowie (2) Welche Anforderungen lassen sich abhdngig von

Systemeigenschaften identifizieren?

Nach einem induktiven Prozess wurde eine deduktive Phase angeschlossen, in der einzelne Kategorien
hinzugefiigt und nach Passung gefiillt wurden. Dieser Prozess der individuellen Anpassung des
Vorgehens an Fragestellung und Auswertungseinheit bezieht sich auf Mayrings Beschreibung der
Inhaltsanalyse als eine offene Technik: ,Sie muss an den konkreten Gegenstand, das Material
angepasst sein und auf die spezifische Fragestellung hin konstruiert werden” (Mayring, 2010, S. 49).
Diese deduktiv ergdnzten Kategorien waren auf oberster Ebene Transparenz sowie die beiden

Kategorien in Explainability: lokal und global.

Zur Beantwortung der Leitfragen wurden die Diskussionsinhalte zunachst gruppiert und jeweils ein
Kategoriensystem pro KI-App entworfen. Die Auswertungseinheiten stellten also die

Fokusgruppenworkshops zu den drei KI-Apps dar. Als Kodiereinheiten dienten einzelne Woérter, als
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Kontexteinheiten die gesamte Aussage der Teilnehmerin/des Teilnehmers. Nach der Erstellung
einzelner Kategoriensysteme fiir die drei Apps wurden sie in einem gesamten Kategoriensystem
zusammengefiihrt. Ziel war es, Uberlappende, ahnliche und unterschiedliche Kategorien zu
identifizieren, um so auf Systemeigenschaften abhangig von den Apps schlieRen zu kénnen. Zur
Prazisierung erfolge eine Uberarbeitung der bestehenden Kategorien: Ahnliche Kategorien wurden
vereinheitlicht bzw. Unterschiede verdeutlicht. Die hierdurch entstandenen Kategorien wurden in
mehreren Schritten weiter abstrahiert und in Oberkategorien zusammengefasst. Die Verfeinerung,
Scharfung und Zusammenfassung der Kategorien fanden in mehreren Schleifen statt. Um die
Reliabilitat der Auswertung zu erhohen, fihrten zwei Auswerterinnen die Analyse durch. Wahrend
eine Auswerterin alle Transkripte analysierte, nahm eine zweite Auswerterin stichprobenartig (ca.
30 % der) Analysen vor. Die Kategorien dhnelten sich in einem Grof3teil der Falle, abweichende Falle
wurden diskutiert. AuRerdem konnten so Unklarheiten, mehrdeutige Aussagen oder uneindeutige
Kategorien in der Diskussion geldst werden. Ebenso flihrten beide Auswerterinnen die letzte Schleife
zur Festlegung der Kategorien parallel durch, um sie dann in einer Abschlussdiskussion

zusammenzufihren.

Nach dieser induktiven Phase der Kategorienbildung wurden die Kategorien mit der existierenden
Forschungsliteratur verglichen, einzelne Kategorien ergdnzt und andere in Oberkategorien
zusammengefasst. Beim induktiven Vorgehen nach Mayring wird, wie zuvor beschrieben, zunachst
jede Aussage nur einer Kategorie zugeordnet. Durch das erganzte deduktive Verfahren ergaben sich

jedoch Falle, in denen Aussagen mehreren Kategorien zugeordnet wurden.

Als letzter Schritt wurden die getatigten Aussagen pro Kategorie fiir eine quantitative Darstellung
gezahlt. Dazu wurden ein bis zwei Aussagen mit einem x, drei bis fiinf Aussagen mit xx und sechs oder
mehr Aussagen mit xxx markiert. Das Ziel dieses Vorgehens bestand darin, einen umfassenden Einblick
Gber die Bedeutung der Themen fiir jede KI-App zu erhalten (siehe Tabelle 13, Tabelle 14 und Tabelle
15). Die genauere Vorstellung des Kategoriensystems, die Abgrenzung der Kategorien sowie die

Beantwortung der beiden Leitfragen erfolgen im nachfolgenden Kapitel.

5.3.  Ergebnisse

Um die Uibergeordnete Forschungsfrage (b) Welche Anforderungen an Transparenz in Kl bestehen fiir
Laiennutzende und inwiefern unterscheiden sie sich nach Eigenschaften der KI? zu beantworten,
wurden flr die Auswertung der Fokusgruppen zwei Leitfragen formuliert: (1) Welche Anforderungen
an Transparenz in KI-Apps haben Laiennutzende? und (2) Welche Anforderungen lassen sich abhangig
von Systemeigenschaften identifizieren? (siehe Kapitel 5.1) Dazu wird im Folgenden zunachst auf das

entstandene Kategoriensystem entlang der drei Hauptkategorien eingegangen, das damit die
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Ergebnisse zu Leitfrage 1 darstellt (Kapitel 5.3.1). Anschliefend erfolgt ein Bericht hinsichtlich der
Unterschiede, die sich zu den Systemeigenschaften identifizieren lassen, die Ergebnisse zu Leitfrage 2
(5.3.2). Die erstellten Kategoriennamen werden kursiv dargestellt, um sie einerseits von den Zitaten in
Anflhrungszeichen abzugrenzen und andererseits den Satzfluss zu erhalten. Aufgrund der Detailtiefe
der Ergebnisse schliefft Kapitel 5.3.3 mit einer Zusammenfassung der wichtigsten Ergebnisse.

5.3.1. Kategoriensystem

Im Folgenden wird zunachst das entstandene Kategoriensystem vorgestellt und damit die Ergebnisse

hinsichtlich der ersten formulierten Leitfrage dargelegt:
FF b (1): Welche Anforderungen an Transparenz in KI-Apps haben Laiennutzende?

Auf oberster Ebene werden dazu drei Kategorien unterschieden: Systemanforderungen (Tabelle 13),
Transparenz (Tabelle 14) und Nutzendenfaktoren (Tabelle 15). In Systemanforderungen finden sich die
Aussagen, die Anforderungen an das technische System zuzuordnen sind, wie beispielsweise
Informationen liber die Funktionen der App, Anspriiche an die Leistung des Systems oder gewiinschte
Funktionen. Die Nutzendenfaktoren setzen sich aus Nutzungsursachen und individuellen Faktoren wie
Vorerfahrung und Bediirfnis nach Kontrolle zusammen. Es ist zu betonen, dass die Nutzendenfaktoren
nicht im Fokus der Untersuchung standen, diese Punkte aber in den Diskussionen zur Sprache kamen

und entsprechend kategorisiert wurden.

Wie zuvor im Rahmen der Auswertung beschrieben (Kapitel 5.2.5), wurden nach einem induktiven
Vorgehen einzelne Kategorien deduktiv hinzugefligt. Zum einen wurde die Oberkategorie Transparenz
erganzt und insbesondere aus der Kategorie Systemanforderungen diejenigen Kategorien
herausgel6st, die sich dieser speziellen Kategorie zuordnen lassen. Zusatzlich wurden der
Oberkategorie Transparenz die der Literatur entstammenden Subkategorien lokal und global
hinzugefiigt. Zu den zu Transparenz zugeordneten Subkategorien 1 zahlen Datenschutz,
Hintergrundinformationen, z. B. zu den Urhebern des Systems, ebenso wie Akkuratheitsinformationen
und Fragen der Sicherheit und der Rechenschaftspflicht (siehe Tabelle 14). Wahrend sich die
Subkategorien der Systemanforderungen vor allem auf funktionale Aussagen beschrdanken, wurde
Transparenz weit gefasst. Da als Kontexteinheiten immer ganze Aussagen von Teilnehmenden
herangezogen wurden, kam es durch das deduktive Hinzufliigen von Kategorien dazu, dass
beispielsweise eine Aussage zu globaler Explainability als Voraussetzung fiir Vertrauen zunachst der
Kategorie Nutzendenfaktoren — Vertrauen — Bedingungen und dann zusatzlich der Kategorie
Transparenz — Explainability — global zugeordnet wurde.

5.3.1.1. Die Kategorie Systemanforderungen

Die Tabelle 13 stellt die Subkategorien der Kategorie Systemanforderungen dar, die im weiteren

Verlauf ndher erldutert und mit Zitaten belegt werden.
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Tabelle 13: Subkategorien der Oberkategorie Systemanforderungen. Die rechten drei Spalten bilden ab, wie
hdufig das Thema einer Kategorie abhéngig von der genannten KI-App angesprochen wurde (fiir mehr Details
zur Auswertung siehe Kapitel 5.2.5 bzw. Kapitel 5.3.2 fiir die Ergebnisse).

Subkategorie 1 Subkategorie 2 Subkategorie 3 Musik-App Pilz-App Finanz-App
Bendtigte Zusatzliche keine X
Informationen  Informationen anfallende Kosten
Bewertung durch X
andere
Seriositat XX X
Uber Funktionen der Anweisungen fir X XX
App Nutzung
allgemeine XXX XXX
Funktionsweise
Performance- besser als andere Apps X
Anspriiche besser als ich X X
Unter Bedingungen X
grundsatzlich gut X XX
Konsequenzen  Ldschen / XXX XXX X
von Fehlern Nutzungsende
Freunde warnen
Feedback geben Offentlich
an App/KI XXX XX
Entwickler*in/ XXX
Expert*in
App-Wechsel XX
Weiter nutzen XXX
Vorsichtig
weiternutzen
selbst verantwortlich XXX X
Weitere Information X
flr Fehlerfall
Keine Konsequenz XX X
Zusatzlich Kompatibilitat mit X
gewlinschte anderen Apps
Funktionen Auswahloptionen Nutzende letzte X X XXX
Entscheidung
Personalisierung der XXX X
App
App lernt X
selbststandig
Mehrere X X
Ergebnisvorschlage
Erklarungen zum XXX XXX
Ergebnis
Risikomanagement Warnungen/ X XX X
Empfehlungen
Einschrankungen X

weitere
Interaktionsoptionen

auditiv

textuell

anklicken
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Zu den Systemanforderungen zahlen zunachst Aussagen Uber benétigte Informationen. Bei der Musik-

App weist die Frage nach anfallenden Kosten auf die Vorerfahrung mit dhnlichen Apps hin:

»Was ist eigentlich mit Kosten? Die Musik hat ja nun bestimmte Rechte und die Kiinstler wollen
auch leben. Also so eine Information, woher sie streamt und ob Kosten anfallen, ware ja nicht

verkehrt.” (FG2_1Musik, 128-130)

Gleichzeitig wird der Bewertung durch andere groRRe Bedeutung beigemessen bei der Frage nach der

Qualitat einer KI. Wobei einerseits die Bewertung der gesamten App beriicksichtigt wird —

»,Bevor ich sie runterlade, gucke ich ja trotzdem immer im Store, wie viele Downloads hat es
schon. Was hat das fiir eine Bewertung oder so? Also ich lade das ja nicht random runter,

sondern schon mit ein paar Blicken vorher.” (FG2_2Musik, 33-35)

— und andererseits bei der Finanz-App Erfahrungsberichte fir einzelne Produkte gewlinscht werden.
Anforderungen zur Seriositdt der KI-Apps bezogen sich auf die Seriositat der zugrundeliegenden Daten
im Falle der Pilz-App sowie des gesamten Erscheinungsbilds, das im Falle der Finanz-App fiir eine*n

Teilnehmende*n als nicht seriés wahrgenommen wurde.

Weitere Informationen (iber die Funktionen der App wurden beziiglich der auf den prasentierten
Screenshots nicht sichtbaren Funktionen gefordert: zum einen Anweisungen fiir die Nutzung — ,,[...] in
welchem Winkel man den [Pilz] fotografieren muss oder einfach von unten, von oben, von der Seite”

(FG2_1Pilz, 67-68) — und zum anderen zur allgemeinen Funktionsweise der Apps:

»lch finde es auch irgendwie ein bisschen uneinsichtig. Das sagt ja, das verwaltet selbststandig
dein Geld und das finde ich halt so ein bisschen, wie macht das das? Also hat das dann Zugriff

auf mein Bankkonto?“ (FG3_2Finanz, 142-144)

»Wenn die mir eine Playlist aussucht, basierend auf meiner jetzigen Stimmung, ob das quasi
Playlists sind, die meine jetzige Stimmung verstarken oder verdandern sollen. Und inwiefern,
also was so wirklich die Intention der Playlist dann ist im Sinne von Emotionsdnderung oder

Verstarkung der Emotionen.” (FG3_Musik, 85-89)

Dartiber hinaus &duRerten die Teilnehmenden verschiedene Anspriiche an die Performance des
Systems. Aussagen zur Musik-App lieRen sich in die Anforderungen besser als vergleichbare Apps, als
man selbst oder grundsditzlich gut unterteilen. Den Anspruch, die App solle besser sein als man selbst,
hatte ein*e Teilnehmer*in auch an die Finanz-App, wahrend mehrere auch von der Pilz-App eine

grundsdtzlich gute Leistung erwarteten.

Als Konsequenz von auftretenden Fehlern dulRerte ein GroRteil der Befragten in allen drei Gruppen die

Absicht, die App nicht weiterzunutzen und sie zu Iéschen. Ein App-Wechsel wurde bei der Musik-App
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in Betracht gezogen. Fir diese App kam fiir einige auch trotz Fehlern eine Weiternutzung in Frage, auch

aufgrund von Verstandnis flir Anfangsschwierigkeiten:

»Also wenn da jetzt in der Playlist ein zwei Lieder drin sind, die gar nicht zu meiner Stimmung
passen, werde ich wahrscheinlich die Méglichkeit haben zu sagen, geféllt mir, gefallt mir nicht
und die App wird wahrscheinlich mit, je langer ich die nutze, wird die dazu lernen, was ich mag
und was nicht. Denke ich mal. Also die Fehler werden vielleicht am Anfang dann..., dass die

Auswabhl nicht so ganz stimmt.” (FG2_2Musik, 111-116)

Teilweise wurde auch das fehlerhafte Verhalten bei den Nutzenden selbst vermutet und bei der Pilz-

App eine vorsichtige Weiternutzung in Betracht gezogen.

Besonders bei der Pilz-App zeigte sich eine Spannung zwischen dem Wunsch andere warnen zu wollen,
das System zu verbessern und sich selbst schiitzen zu wollen. Eine Warnung an Freunde oder durch
Offentliches Feedback, sprich Uber eine App-Bewertung, dient dem ersteren Anliegen. Die Hoffnung
bei der Rickmeldung an Entwickler*innen oder Expert*innen oder aber an die App/Kl ist zumeist, so
die Kl zu verbessern und zukiinftige Fehler zu vermeiden. Andererseits duRRerten Viele, fir die Nutzung

der App selbst verantwortlich zu sein:

»[...] der Hersteller sollte sich im besten Falle auf jeden Fall irgendwie absichern und sagen,
hier, wenn ich jetzt einen Pilz falsch erkenne und du isst, weil du doof bist, einen Fliegenpilz
und stirbst dran, selber schuld, so ein bisschen. [...] sowas gibt es ja auch mit Blumen oder so,
also das kenne ich jetzt aus der eigenen Erfahrung, dass das schon relativ gut funktioniert, und
deswegen wiirde ich mal sagen, ich glaube, die Technik kann das schon. Aber wenn halt echt
mal was passiert, ja, wie T8 eben schon gesagt hat, auf eigene Verantwortung auf jeden Fall.”

(FG1_Pilz, 188-198)

Bei Pilz- und Finanz-App sehen einige die eigene Verantwortung besonders dann gegeben, wenn zuvor

auf mogliche Fehler hingewiesen wurde, z. B. durch Wahrscheinlichkeiten oder Warnungen:

»Wenn aber diese Sachen [Wahrscheinlichkeiten und Referenzbilder] gegeben waren, dann
wirde ich sagen: ja ok, dann liegt die Verantwortung halt bei mir und dann kann ich sie als

Hilfe dazu immer noch nutzen, auch wenn sie falsch gelegen hat.” (FG1_Pilz, 99-101)

»[.-.] solange die App jetzt in einem realistischen Rahmen scheitert und sagt, ja, okay, es ist,
natirlich, es ist nicht optimal gelaufen, aber es ist in dem Rahmen nicht optimal gelaufen, vor
dem wir euch vorher gewarnt haben. Dann ist es ja im Grunde der eigene, die eigene

Entscheidung gewesen, dieses Risiko zu akzeptieren.” (FG1_Start und Finanz, 761-765)
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Aussagen, laut denen aus einem Scheitern der Kl keine Konsequenzen gezogen werden wirden,
beziehen sich auf die geringen Auswirkungen eines solchen Fehlers bei der Musik-App und der Pilz-
App, bei der ein Fehler ,nur halb so schlimm [ist] wie wenn das jetzt mit dem eigenen Geld passiert
oder etwas wirklich Wichtigem® (FG1_Pilz, 412-413). Der Grund fiir eine gleichgiiltige Reaktion
angesichts eines Kl-Fehlers bei der Finanz-App liegt fur die/den Teilnehmer*in in der Natur von
Finanzanlagen: ,dann kann man halt nichts machen. Es gibt halt manchmal Situationen, da ist es egal,

welche App du benutzt, es gehen alle runter” (FG1_Start und Finanz, 787-789).

Eine weitere Subkategorie 1 der Systemanforderungen stellt zusétzliche gewlinschte Funktionen an die
Apps dar. Dazu gehorte die Kompatibilitit mit anderen Apps, ebenso wie verschiedene, weitere
Auswahloptionen im Nutzungsprozess. Als zusatzliche Funktion &duBerte ein GrofSteil der
Teilnehmenden den Punkt, als Nutzende die letzte Entscheidungsinstanz sein zu wollen. Diese

Subkategorie 3 war besonders bei der Finanz-App zentral:

»Aber trotzdem will ich nicht, dass die App das dann komplett allein macht und will trotzdem
bei jedem Schritt gefragt werden. Aber ich fande es cool, wenn die App mir dann so eine Push-
Benachrichtigung gibt: Normalerweise, wenn sie jetzt online waren, wiirden sie das und das

tun, wollen sie das wirklich tun?“ (FG3_Finanz, 308-311)

Aber auch bei der Pilz-App und der Musik-App war es einigen Teilnehmenden wichtig,
Eingabevariablen kontrollieren und die letzte Entscheidung selbst treffen zu kdénnen. Weitere
Anmerkungen bezogen sich bei der Musik-App auf die noch genauere Personalisierung der App oder

ihre Fahigkeiten selbststdndig dazuzulernen.

Bei Pilz- und Finanz-App bestand dariiber hinaus der Wunsch als Ergebnis nicht nur eines, sondern
mehrere Vorschldge angezeigt zu bekommen, aus denen man im Falle der Pilz-App den passenden Pilz
heraussuchen bzw. im Falle der Finanz-App die passende Anlage wahlen kdnnte. Hier besteht eine
enge Verwandtschaft zu Explanability, insbesondere lokaler Art, also einem Transparenz-Aspekt. Die
hier zugeordneten Aussagen waren solche ohne den Wunsch nach Erklarung, wahrend Aussagen, die
Fragen nach dem Warum oder weiteren Ergdnzungen enthielten, der Oberkategorie Transparenz
zugeordnet wurden. Eine Aussage der Subkategorie 3 Mehrere Ergebnisvorschlidge lautet

beispielsweise:

,und ich finde bei so einer App hatte man noch viel, viel mehr Infos geben kénnen, um
irgendwie anndhernd eine Entscheidung treffen zu kénnen, ob man den Pilz mitnimmt oder
nicht. Zum Beispiel kénnte die KI einem noch die Suchergebnisse, die fiinf Suchergebnisse, die

danach am ehesten darauf zutreffen wiirden, mitanzeigen, dass man da nochmal abwagen
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kann, okay, sieht der vielleicht doch dem &hnlicher oder wie weit darf der Pilz schon

vergammelt sein, also wenn man das noch irgendwie erkennt.” (FG2_1Pilz,24-30)

Zusatzlich wurden weitere Erklérungen zum einzelnen Ergebnis gewiinscht. Auch diese Subkategorie 3
weist eine Ndhe zur Transparenz-Subkategorie Explainability — lokal auf. Wahrend es sich bei lokaler
Explainability jedoch um Erkldarungen zur Funktionalitdt handelt, bezieht sich die Subkategorie 3
Erkldrungen zum einzelnen Ergebnis auf Informationen, die zusatzlich zu dem Ergebnis gewiinscht
werden. Besonders bei der Pilz-App hatten die Teilnehmenden viele Anmerkungen in diese Richtung:
,0der noch mal ein Vergleichsbild aus einem Lexikon, das man dazu angezeigt bekommt zu seinem

eigenen oder so.” (FG2_1Pilz, 52-53)

»Vielleicht auch, dass man dazu schreibt, noch mal so eine schriftliche Beschreibung des Pilzes.
Also dass man eben nicht nur anhand eben eines Fotos oder so, wie das jetzt gerade quasi
dargestellt ist, hat, sondern dass man noch mal am Pilz selber kontrollieren kann, der hat jetzt
aber auf jeden Fall von unten Flecken oder so. [...] Ja, also, dass du dann halt noch mal drunter

schauen kannst und das eben verniinftig kontrollieren kannst.” (FG1_Pilz, 221-227)

In der Subkategorie 2 Risikomanagement diskutierten die Teilnehmenden einerseits die Anforderung
von einer ,mitdenkenden” App Warnungen/Empfehlungen erhalten zu wollen, z. B. zum
Geltungsbereich der Pilz-App, die nur in deutschen Waldern, nicht in tropischen, anzuwenden sei oder
bei besonders risikobehaftetem Anlageverhalten. Ein*e Teilnehmer*in wiinschte sich, das Risiko durch

Einschrénkungen bei der Finanz-App reduzieren zu kénnen.

Die letzte Subkategorie 2 der Systemanforderungen betrifft Anmerkungen zu weiteren
Interaktionsoptionen. Die Sprachinteraktion mit der Musik-App wurde beziiglich vieler Faktoren
diskutiert (beispielsweise auch zum Thema Datenschutz oder mogliche Fehler), weshalb sich fir diese
App der Wunsch nach weiteren Interaktionsoptionen ergab, seien sie auditiv, textuell oder durch
Anklicken.

5.3.1.2. Die Kategorie Transparenz

Wie zuvor beschrieben, ist die Oberkategorie Transparenz eine deduktiv erstellte Kategorie. Das
bedeutet, nach dem induktiven Vorgehen wurde sie erganzt und Kategorien aus der Oberkategorie
Systemanforderungen Ubertragen, um die Transparenzaspekte herausgeldst und genauer betrachten

zu kdnnen. Tabelle 14 stellt die Subkategorien der Oberkategorie Transparenz dar.
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Tabelle 14: Subkategorien der Oberkategorie Transparenz. Die rechten drei Spalten bilden ab, wie héufig das
Thema einer Kategorie abhéngig von der genannten KI-App angesprochen wurde (fiir mehr Details zur

Auswertung siehe Kapitel 5.2.5 bzw. Kapitel 5.3.2 fiir die Ergebnisse).

Subkategorie 1 Subkategorie 2 Subkategorie 3 Musik-App Pilz-App Finanz-App
Datenschutz keine Sorge X
Sorge Ruckverfolgbarkeit/ X
Anonymitat
Datenverkauf an Dritte X
Sammeln kritischer XXX X
Daten
Information keine Information XX XX
Kontrolle liber geteilte X
Daten
Verarbeitung der Daten XXX X
Sicherung der Daten X
Art der gespeicherten XXX XXX
Daten
Hintergrund- Profit XXX
informationen Ethische Bedenken X XX
Urheber XXX XX
Sicherheit des Sicherheitsgarantie XXX
Systems Audits X
Explainability global Grundsatzliche X X
Erklarungen
Trainingsdaten XX XXX
lokal Warum-Erklarung XXX XX
Warum nicht-Erklarung X
Darstellung X
besonders im X
Fehlerfall
Zweifel an X
Funktionalitat
kein Interesse XX X
Accountability/ XXX
Rechenschaft
Akkuratheits- XXX XX
information

Die erste Subkategorie, die in Bezug auf Transparenz identifiziert wurde, und das besonders prominent

bei der Musik-App, ist die Subkategorie 1 Datenschutz. Eine Person sprach an, sich keine Sorgen zu

machen, da wir im Internet sowieso standig unsere Daten angeben. Griinde fiir Sorgen rund um den

Datenschutz hingegen betrafen die Riickverfolgbarkeit/Anonymitdt eigener Daten, ihr Verkauf an

Dritte sowie generell das Sammeln kritischer Daten. Letzterer Punkt umfasste Aussagen dazu, wie

Daten gespeichert werden, welche Daten gesammelt werden und:

»Auch wann. Also viele Apps sagen ja immer, es ist nur aktiv, wenn die App aktiv ist, aber im

Endeffekt nehmen die einen die ganze Zeit auf oder sowas. Das da quasi so eine Erklarung
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kommt, wann man aufgenommen wird. Also wahrscheinlich wahrend dieses Gesprachs und

dann auch nur dann. Das fande ich ganz beruhigend zu wissen.” (FG1_Musik, 54-58)

Bezliglich der Informationen, die die Teilnehmenden im Bereich Datenschutz forderten, gaben einige
an, keine Informationen zu wiinschen. Die Argumentation dhnelte der aus vorherigen Zitaten, mit der
begriindet wurde, sich keine Sorgen um den Datenschutz zu machen: Die eigenen Daten seien sowieso
schon online, bei Nutzung eines Dienstes nehme man eine Speicherung in Kauf oder — bei der Pilz-App

— die Daten seien nicht sensibel.

Winsche nach Informationen umfassten bei der Musik-App die Moglichkeit, die Weitergabe der
eigenen Daten kontrollieren und z. B. I6schen zu kénnen, sowie bei der Finanz-App Informationen
dariiber, wie Zugang oder Daten gesichert sind, z. B. gegen Zugriffe Dritter. Darlber hinaus waren die

Art der gespeicherten Daten sowie ihre Verarbeitung Themen von Interesse bei der Musik-App:

»Also ich glaube gerade bei Spracherkennung bin ich auch immer sehr..., beziehungsweise
gerade, wenn es auch um so Stimmungsdaten geht und was an meinem Tag passiert ist. Das
sind ja schon sehr, sehr persdnliche Sachen und da wirde ich wirklich einfach gerne wissen,

was damit passiert.” (FG1_Musik, 204-208)

»Ja, flir mich sind so Datenschutz-technische Informationen wichtig. [...] Die klickt man aber
eigentlich nur relativ schnell weg, wenn das so 50.000 Satze sind oder Zeilen. Aber dass da ganz
am Anfang vielleicht kurz erklart wird, ok, das nehmen wir von dir auf, sei es deine Stimme, sei
es dein Standort, sehr wahrscheinlich auch, was auch immer. Also dass man da kurz noch einen
ganz kurzen Uberblick bekommt, was (iberhaupt aufgenommen wird und wie das vielleicht

verarbeitet wird.” (FG3_Musik, 18-24)

Und auch bei der Finanz-App stellten die Teilnehmer*innen die Frage nach der Art der gespeicherten
Daten: ,Ich personlich stelle mir so ein bisschen die Frage, welche Informationen soll ich Gberhaupt

preisgeben?” (FG1_Start und Finanz, 535-536)

Wahrend der Datenschutz besonders prominent in den Gruppendiskussionen zur Musik-App
besprochen wurde, fanden sich sehr viel weniger Aussagen zu dieser Subkategorie 1 in den beiden
Diskussionen zur Pilz- und Finanz-App. Diese Verteilung drehte sich in der nachsten Subkategorie 1, die
als Hintergrundinformationen zusammengefasst wurde, um. In deren drei Subkategorien 2 Profit,
ethische Bedenken und Urheber wurden insbesondere bei der Finanz-App zahlreiche Informationen
gefordert. Das Thema Profit wurde ausschlielich bei der Finanz-App diskutiert: ,Ja, also bei mir ist auf
jeden Fall auch die Skepsis, [...] dass ich nicht weil3, welche Interessen dieser Algorithmus hier bedient.”

(FG3_Finanz, 259-261)
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»Also das Wichtigste ware flir mich, wer profitiert. Sind es meine Interessen, die da im
Endeffekt im Vordergrund stehen oder sind es doch die Interessen von irgendwelchen Daten,
irgendwelche Datenanalysen? Machen die Profit durch meine Abschliisse oder so? Das ware

mir wichtig.” (FG3_Finanz, 173-177)

Auftretende ethischen Bedenken betrafen verschiedene Aspekte bei der Musik- und der Finanz-App.
Bei letzterer ging es in einigen Aussagen in erster Linie um die Ubereinstimmung mit einem eigenen

Anspruch, den zu erfiillen der App nicht zugetraut wurde:

»lch finde da aber auch besonders kritisch noch mal, dass vermutlich die Strategie, mit der man
das meiste Vermdgen macht, nicht unbedingt der ethischen oder nachhaltigsten Strategie
entspricht und das ware fir mich ein sehr entscheidender Faktor, dass ich eben bei Anlage-
Themen eben ethische Entscheidungen treffen wollen wiirde und ich gehe nicht davon aus,

dass die App das gewahrleistet.” (FG3_Finanz, 42-47)

Hingegen betraf eine Sorge bei der Musik-App die grundsatzliche Beeinflussung und Steuerung der

Stimmung, was als ethisch problematisch wahrgenommen wurde.

Ahnlich wie die Profit-Diskussion drehte sich die Frage nach dem Urheber darum, wer denn hinter der
App steht, also ,,wer die programmiert hat, von welcher Firma, die App entwickelt wurde“ (FG3_Finanz,
34), oder zu beantworten ,[...], wenn in die eine Kl haben, die dir Geld generiert: Wieso bieten die die
dann an? Was ist so wirklich der Hintergrund dieser Firma?“ (FG1_Start und Finanz, 430-431) Diese
Skepsis herrschte besonders bei der Finanz-App. Doch auch bei der Pilz-App kam wiederholt die Frage
nach den Urhebern auf, die insbesondere als Qualifizierung der KI-Empfehlungen von Interesse war:
,Oder dass irgendwo in der App steht, wer die entwickelt hat. Also auf welcher Wissensdatenbank die

Infos basieren.” (FG2_1Pilz, 59-60)

»Na ja, bei der App steht jetzt zum Beispiel unten drin ,Ich empfehle ihn nicht als Speisepilz’.
Da waére fur dann schon die Frage: Wer ist denn dieser Ich? Ist das der Herr Miiller von
nebenan, der gerade mal eine App entwickelt hat und aus dem Lexikon irgendwelche Pilze
eingescannt hat? Oder ist das vielleicht die Deutsche Gesellschaft fiir Pilzforschung? Weil ich
nicht. Was das denn schon eher irgendwo realistischer macht, dass das stimmen kénnte, was

da steht.” (FG2_2Pilz, 42-47)

Auch die Frage nach der Sicherheit des Systems, sei es durch Sicherheitsgarantien oder Audits, wurde
bei der Finanz-App sehr haufig diskutiert und bei der Musik-App gar nicht. Sicherheitsgarantien kamen
nur bei der Finanz-App zur Sprache: ,Ich wiirde es auch, glaube ich, nur nutzen, wenn ich so eine Art
Versicherung habe, dass ich nur [...] so oder so viel verlieren kénnte. Ich meine, bei Investitionen, weil}

man ja, glaube ich, nie so genau.” (FG1_Start und Finanz, 529-532)
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»Also ich fande interessant [...], wenn eine Garantie bestlinde. Das heil3t, ich gehe nach so und
so viel Jahren nicht im Minus da aus der Nummer raus, sondern es ist ein festgelegter Gewinn,
den die App dann generieren muss, sonst wird das von dem Betreiber abgedeckt irgendwie.

Dann wirde ich es eventuell in Betracht ziehen.” (FG2_Finanz, 50-54)

In der Subkategorie 2 Audits finden sich Aussagen zur Pilz-App — ,,Also es sollte schon irgendwie immer,
wenn man sowas anbietet, denke ich mir, irgendwie geprift sein, dass es korrekt ist” (FG2_1Pilz, 84-

85) — und zur Finanz-App:

»,Das heillt, eine App, die ich vielleicht nutzen wiirde, die miisste dann irgendwie vielleicht von,
keine Ahnung, der Stiftung Warentest kommen oder so was. Halt so einer glaubhaft
unabhéangigen Institution, die kein Gewinninteresse an meiner Anlagenentscheidung hat.”

(FG3_Finanz, 267-270)

Eine weitere sehr umfangreiche Kategorie stellt die Subkategorie 1 Explainability dar. lhre zwei

Subkategorien 2 global und lokal wurden nachtraglich deduktiv erganzt.

Die Subkategorie 2 globale Explainability enthalt zwei Subkategorien 3: Grundsdtzliche Erklérungen
und Trainingsdaten. Es finden sich in beiden Kategorien Aussagen von allen drei Apps, wobei nur
wenige zur Finanz-App — ,,Mehr Informationen Uber die App. Wie die funktioniert, was die fiir einen
Algorithmus hat” (FG3_Finanz, 33-34) — und mehrere zur Pilz-App getatigt wurden. So lassen sich den

grundsétzlichen Erkldrungen bei der Pilz-App folgende Aussagen zuordnen:

»,Dass [die KI] das dann auch sagt: hér mal, ich bin mir nicht sicher. Pilz A ist essbar, Pilz B nicht.
Lass es lieber. So ungefahr. Also dass man da auf jeden Fall irgendwie transparent das erklart
und nicht einfach, weils ich nicht, weil... Ja, wie rechnet der das Uberhaupt? Mit einer
Wahrscheinlichkeit? Und wenn es dann 51% zu 49% ist, nimmt der dann den mit 51%? Also
das ware eben auch so die Frage: Wie funktioniert das Ganze liberhaupt, dann in dem

Moment?“ (FG1_Pilz, 244-250)

,Die Frage ist ja auch, auf was die Kl reagiert, was wir mit der Kl anstellen. Also ob unsere
Beteiligung an der App auch in diesem Lernen irgendwie reinspielt oder ob das ein
geschlossenes System ist, und wir greifen daraus Informationen ab. Weil das wiirde fiir mich
das Ganze auch noch mal unsicher machen, wenn ich wisste, ok, Menschen wie ich ziehen halt
im Wald und sagen oh ne, das sieht anders aus. [...] Das heil3t, das waére vielleicht schon auch
irgendwie interessant zu wissen, wer oder wie das Ergebnis zustande kommt.“ (FG3_1Pilz, 178-

185)

Die Trainingsdaten umfassten hingegen spezifischere Aussagen nach dem Ursprung der Daten bzw.

nach der ,Information, [...] basierend auf welchen Infos die App klassifiziert, oder einfach ihre
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Informationen Uber die Pilze herbekommt” (FG3_2Pilz, 76-77) oder inwiefern ,[...] unter langwierigen
oder mehrfachen Testszenarien irgendwie im Real-Einsatz getestet [wurde] oder irgendwie so was”

(FG2_1Pilz, 154-155).

Lokale Explainability umfasst Transparenz-Aspekte, die den Prozess hinter der Ergebnisfindung
betreffen. Die in Systemanforderungen aufgefiihrten Subkategorien 3 Mehrere Ergebnisvorschldge
und Erkldrungen zum Ergebnis in Auswahloptionen beschranken sich auf vordergriindige
Informationen: Es geht darum, mehr zu diesem Ergebnis bzw. mehrere Alternativen zu erfahren (siehe
Kapitel 5.3.1.1). Hier in Transparenz liegt der Fokus auf Erklarungen zum Zustandekommen der
Ergebnisse. Die lokale Explainability ist in zwei Subkategorien 3, Warum-Erkldrungen und Warum-
nicht-Erkldrungen, geteilt. Es geht also um Erklarungen, die entweder erlautern, warum dieses
Ergebnis zustande kam oder warum es nicht zustande kam. Letztere Kategorie ergibt sich nur mit einer
Aussage aus der Pilz-App-Diskussion, die eine automatische Kontrastierung mit giftigen Pilzen wiinscht.
Aussagen zu Warum-Erklédrungen hingegen finden sich bei allen drei Apps: ,,[...] also aus welcher Quelle
die Informationen zum Pilz kamen oder auch wie sozusagen die Bewertung des Pilzes zustande kam.“

(FG1_Pilz, 370-371)

,und dann finde ich es auch relativ interessant zu sehen, wenn die schon nicht den Code
offentlich machen wollen, was ja ein Nicht-ITler dann eh nicht verstehen kann, dass man dem
Nutzer wirklich dann sagt, ok, anhand der Schlagworter, anhand deiner Stimmfarbe, an deiner

Tonlage, haben wir herausgefunden das und das.” (FG3_Musik, 148-152)

»lch glaube, wenn sie mir auf Nachfrage, das muss nicht alles auf der Start-Homepage sein fir
Leute, die da einfach gar kein Bock drauf haben, aber sie sollte mir sagen kénnen, warum, auf
welchen Entscheidungen sie welche Anlage-Entscheidungen getroffen hat und wie sich dann

auch dieses Ziel, diese 5% Rendite, ergeben.” (FG1_Start und Finanz, 678-681)

In dieser letzten Aussage steckt schon zu einem Teil die nachste Subkategorie 2, die aber in erster Linie
in Bezug auf die Musik-App zum Vorschein trat: die Darstellung der Explainability. Dabei wurde der
Vorschlag gemacht, Informationen zur Funktionsweise der App einerseits bei einer Einflihrungstour
durch die App zu erhalten oder andererseits ,,[...] in den Benutzerrichtlinien oder in den Einstellungen.
Gibt so einen Unterpunkt, wo man auf Info gehen kann, und dann steht da, das ist der Algorithmus,

mit dem die KI Entscheidungen trifft.“ (FG3_Musik, 133-135).

Der Wunsch, besonders im Fehlerfall eine Erklarung zu erhalten, wurde in der Finanz-App
angesprochen: ,[...] Also dann muss ja irgendwas schiefgelaufen sein und dann wiisste ich schon ganz
gerne, was ist da schiefgelaufen und kann sowas nochmal passieren [...]“ (FG1_Start und Finanz, 771-

773). Das Motiv fur Transparenz stellt hier einen Schutz vor (weiteren) Fehlern dar. Ein weiteres Motiv
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flr Transparenz zeigt sich in der Subkategorie 2 Zweifel an Funktionalitét, der zufolge Transparenz dem

grundsatzlichen Zweifel gegenliber dem System entgegenwirken soll.

Die letzte Subkategorie 2 in Explainability ist zusammengefasst unter Kein Interesse und umfasst
Aussagen zur Musik- sowie Finanz-App. Denjenigen, die sich in dieser Kategorie duBern, steht die
Funktionalitat an erste Stelle, wahrend der technische Weg zu dieser Funktionalitat irrelevant ist: ,,[...]
also eigentlich bin ich so ein Typ Mensch, dem relativ egal ist, wie genau die Technik funktioniert,

Hauptsache, sie funktioniert.” (FG1_Start und Finanz, 353-355)

»Aber jetzt bei der Musik App, ehrlich gesagt, ist mir das da jetzt nicht so wichtig, dass ich weil3,
wie genau das funktioniert. Also so lange das tatsachlich dann funktioniert, [...] ist es mir relativ
egal, wie genau die Technik dahinter jetzt ist oder wie genau, ja, die App jetzt herausfindet,

welche Musik ich gerne héren mochte.” (FG1_Abschluss, 142-146)

Dem entgegen duRert ein*e Teilnehmer*in das geringe Interesse an Erklarungen aus der Erwartung

heraus, diese wegen eines grundsatzlich fehlenden Zugangs zum Thema nicht zu verstehen:

»lch glaube, ich wirde, wenn es um Finanzen geht, ein personliches Gesprach immer
bevorzugen, weil man Uberhaupt gar keinen Plan hat, wie das programmiert ist, welcher
Algorithmus dahintersteckt. [...] Also, finde ich, da hast du ein Programm und du hast den Code
noch nicht mal, und selbst wenn du den Code hattest, wiirdest du es nicht verstehen.”

(FG3_Finanz, 119-125)

Neben Datenschutz, Hintergrundinformation, Sicherheit und Explainability ergaben sich zwei weitere
Subkategorien 1 in der Oberkategorie Transparenz. Zum einen Accountability/Rechenschaft und
zuletzt Akkuratheitsinformation. Beide sind auch Bestandteile allgemeiner Transparenzdefinitionen,
wie in den Kapiteln 2.2.1 und 2.2.2 dargelegt. Die Rechenschaftspflicht wurde lediglich in Bezug auf die
Finanz-App, hier aber vielfach, angesprochen: ,,Und zweite Frage ware halt, wer haftet am Ende dafiir,

falls die KI komplett, kompletten Miill verursacht [...]?“ (FG1_Start und Finanz, 365-366)

,Und eine Person kann man auch noch zur Rechenschaft ziehen, wenn die einen jetzt betriigt,
dann kann man sagen, hier XY hat das und das gesagt, stimmt das? Aber die App kann ja nicht
zur Rechenschaft gezogen werden. Da ist dann die Frage: Wer wird dann danach zur
Rechenschaft gezogen? Ist das der Programmierer? Ist das die Firma? Keine Ahnung. Wer auch

immer.“ (FG3_Finanz, 128-133)

Die Forderung nach Akkuratheitsinformationen kam einige Male bei der Finanz-App und ausfiihrlich
bei der Pilz-App zur Sprache. Diese Subkategorie 1 weist Parallelen mit der Subkategorie 2 selbst
verantwortlich im Fehlerfall auf, in der haufig angesprochen wurde, bei einer vorangehenden Warnung

zur App-Leistung selbst fiir mogliche Fehler verantwortlich zu sein. Als eine MaBnahme konzentriert
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sich die Subkategorie 1 Akkuratheitsinformationen auf die Warnung selbst. Dabei geht es um ,[...] so
eine Risikoeinschatzung [...], also wie viel Prozent Wahrscheinlichkeit wird diese Vorhersage
verwirklicht oder, dass du also so eine Einschatzung [bekommst] zwischen Gewinn und Verlust”
(FG1_Start und Finanz, 798-800). Es geht darum, zu erfahren: ,,Wie sicher ist das denn eigentlich, dass
er einen Pilz erkennt? Theoretisch misste da noch irgendwie so ein Indexmarker dann sagen, ok, ich
habe den zu 80 % identifiziert oder ich bin mir totsicher, dass der Pilz essbar ist“ (FG2_2Pilz, 52-55) und
,man nicht nur das eine Ergebnis kriegt, sondern dass die Kl eben auch zugibt, dass sie es nicht genau
weil}, und sagt, ja, es konnte das oder das oder das sein.” (FG2_1Pilz, 104-106)

5.3.1.3. Die Kategorie Nutzendenfaktoren

Da die Nutzendenfaktoren nicht im Fokus der Analyse standen, ergaben sich fiir diese Oberkategorie
die wenigsten Inhalte. Tabelle 15 stellt die Subkategorien der Oberkategorie Nutzendenfaktoren dar.
Tabelle 15: Subkategorien der Oberkategorie Nutzendenfaktoren. Die rechten drei Spalten bilden ab, wie hdufig

das Thema einer Kategorie abhéngig von der genannten KI-App angesprochen wurde (fiir mehr Details zur
Auswertung siehe Kapitel 5.2.5 bzw. Kapitel 5.3.2 fiir die Ergebnisse).

Subkategorie 1 Subkategorie 2  Subkategorie 3 Musik-App Pilz-App Finanz-App
Nutzen Kein Nutzen XXX XXX XXX
individueller Neues entdecken XX
Nutzen Unterstitzung im Alltag XX
Neugierde/testen X
lebensrettend
unter Bedingungen X XX
zeitsparend X
Individuelle Kontrolle Wunsch nach Kontrolle XXX XXX XXX
Faktoren keine Kontrolle notig X
Vorerfahrung positiv X
neutral X
negativ X XXX
Risikowahrneh- Hohes personliches Risiko X XXX XX
mung Niedriges personliches
Risiko
Vertrauen Kein Vertrauen XXX XXX
situationsabhangig XXX XXX
Vertrauen vorhanden X

Die Oberkategorie teilt sich auf in Nutzen und individuelle Faktoren. In Nutzen wurden Aussagen zu
Nutzungsgriinden zugeordnet. Uber alle drei Apps hinweg, gab es Diskussionsteilnehmende, die die
jegliche Nutzung der App ablehnten (kein Nutzen). Dabei ging es um die Art der Interaktion — ,[...]
Wobei ich es mir komisch vorstelle mich mit meinem Handy zu unterhalten” (FG2_2Musik, 47-48) — bis

hin zu einer grundsatzlichen Skepsis gegenilber der Funktionalitat:

»L...] ich wiirde die App wahrscheinlich Gberhaupt nicht nutzen, weil die viel zu lange brauchen

wirde fiir mich, um auf mich individuell zu reagieren. Daher wére mir auch egal wie schnell
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oder wie die App das zusammenstellt, weil es wahrscheinlich nicht funktionieren wiirde.”

(FG2_2Musik, 142-145)

Bei der Pilz-App wurde eher der Nutzungsfall selbst in Frage gestellt: ,For me | think, | would not use

this App because I'm not really going for mushrooms [...]“ (FG2_2Pilz, 17-18).

»[-..] Also ich wiirde es nicht machen, wenn ich gar keine Ahnung von Pilzen habe. Und auch,
also der App quasi blind vertrauen, ware eine schlechte Idee. Wenn ich Pilz Experte bin, dann
ist das vielleicht ein cooles Gimmick dabei zu haben, aber dann kennt man sich ja eigentlich

auch aus.” (FG3_2Pilz, 141-144)

Die Ablehnung bei der Finanz-App war teilweise sehr vehement und grundsatzlich: , Also ich wiirde sie
unter keinen Umstanden benutzen, [...]. Es wirkt alles so ein bisschen [...] unseriés” (FG3_Finanz, 16-
20) und ,[...] ich wiirde niemals irgendwas mit Geld einfach lber eine KI-App oder irgendwie so was

machen.” (FG2_Finanz, 47-48)

,Ja, wenn alles so einfach ware, was mit Geld vermehren zu tun hat, dann wéren alle Leute
reich, dann wiirde jeder die paar Pfennig, die er Ubrig hat, irgendwo reintun und wiirde
sichergehen, dass es funktioniert, ne. Also das ist ein illusorisches Denken, was da ist, das geht

gar nicht. Also von daher, so was ist Quatsch. Totaler Quatsch.” (FG3_Finanz, 292-295)

Der Grund durch die Nutzung Neues entdecken zu wollen, war einer, der nur in Bezug auf die Musik-
App zur Sprache kam. Hingegen sprachen einzelne Teilnehmende das Motiv, Unterstiitzung im Alltag
erhalten zu wollen, bei einzelnen Pilz- und Finanz-App an. Der Beweggrund die App aus Neugierde
auszuprobieren und zu testen, wurde fiir alle drei Apps geduBert. Den lebensrettenden Aspekt, im Falle
einer Vergiftung zu wissen, was man gegessen habe, sprach ein*e Teilnehmer*in an. Ein*e weitere*r
betonte, durch die Musik-App Zeit sparen zu wollen. Die Nutzung unter Vorbehalt und nur unter
Bedingungen wurde insbesondere fiir die Finanz-App geduRert. Diese Bedingungen betrafen zum

einen bereits zuvor angesprochene finanzielle Beschrankungen sowie eine Versicherung.

Die Subkategorien 2, die sich bei individuellen Faktoren ergaben, waren Kontrolle, Vorerfahrung,
Risikowahrnehmung und Vertrauen. Zu Kontrolle zahlte zum einen die Subkategorie 3 Wunsch nach
Kontrolle. Diese Subkategorie weist Parallelen mit den Subkategorien 3 Nutzende letzte Entscheidung
in den Systemanforderungen auf. Wahrend es dort im Kern um das System ging, wiesen Aussagen hier
explizit Bezug zu individuellen Meinungen oder Einstellungen auf. Die Subkategorie 3 Wunsch nach
Kontrolle umfasst zahlreiche Aussagen zu allen drei Apps, die den Kern enthalten, die Kontrolle nicht
abgeben, sondern selbst behalten zu wollen: ,[es] wére nicht so meine App, weil ich mochte selber
entscheiden, welche Musik ich hore, und ich will nicht, dass das eine App macht irgendwie.”

(FG3_Musik, 272-273)
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»[.-.] wenn ich mir nicht sicher bin, finde ich, kann man ja auch immer noch mal selbst googeln,
so dass ich das Gefiihl hatte, dass das so ein nitzliches Tool zur Unterstiitzung ist, aber ich im

Endeffekt dann noch immer meine eigenen Entscheidungen treffe.” (FG3_2Pilz, 43-46)

»,Habe ich das auch richtig verstanden, dass ich da gar kein Mitspracherecht mehr hatte? Weil
da steht, es ermittelt basierend auf deinen Antworten und Marktprognosen, eine fir dich
passende Anlagestrategie und verwaltet selbststandig dein Geld. [...] Weil dann kdme das

sowieso Uberhaupt nicht in Frage.” (FG3_Finanz, 271-275)
Eine einzelne Aussage befand, bei der Musik-App sei keine Kontrolle nétig.

Die Subkategorie 2 Vorerfahrung befasst sich mit Aussagen, wonach mit dhnlichen Apps bereits
positive, neutrale und negative Erfahrungen gemacht wurden. Entsprechend der Erfahrungen fiihlten
sich die Personen einer Nutzung der Pilz- und Finanz-App zugeneigt oder bei schlechten Erfahrungen

abgeschreckt.

Die Risikowahrnehmung der drei Apps unterschied sich je nach App. Bei der Musik-App wurde nur von
einer Person ein hohes persénliches Risiko festgestellt, wahrend bei der Pilz- und der Finanz-App viele
entsprechende Aussagen gefunden wurden. Diese reichten von gepliinderten Konten oder einem
insolventen Anbieter bei der Finanz-App bis zu einer Verfalschung des eigenen Risikoempfindens und
der Gefahr fiir das eigene Leben bei der Pilz-App. Nur zwei Aussagen bei der Musik-App betrafen ein

niedriges persénliches Risiko.

Die Subkategorie 2 Vertrauen enthalt ausschlieRlich Aussagen zu Pilz- und Finanz-App. Ein grol3er Teil
der Aussagen findet sich in der Subkategorie 3 Kein Vertrauen und verdeutlicht die grof3e Skepsis
gegeniiber den beiden Apps. Aussagen zu vorhandenem Vertrauen beschrankten sich auf die Pilz-App.
Mehrere Aussagen zu Pilz- und Finanz-App lieBen sich situationsabhéngigem Vertrauen zuordnen,
wobei sich dort die Erkenntnisse aus den vorherigen Kategorien widerspiegeln: Informationen tiber
Urheber, mehrere Ergebnisse zum eigenen Vergleich, ganz allgemein mehr Informationen oder die
Einschatzung von Dritten Uber Zertifikate oder Versicherungen - das waren die
vertrauenserweckenden MaRRnahmen, die hier erneut angesprochen wurden.

5.3.2.  Unterschiede nach Systemeigenschaften

Neben der Erhebung der Transparenzanforderungen, die von Laiennutzenden an Kl gestellt wurden,
bezieht sich die zweite Leitfrage auf die Anforderungen an Transparenz, abhdngig von den
Systemeigenschaften. Nachdem bei der Beschreibung des Kategoriensystems im vorigen Kapitel die
Ergebnisse entlang der Kategorien des Systems — in Zeilen — beschrieben wurden, folgt nun eine

Betrachtung der Spalten und damit die Beantwortung der zweiten Leitfrage (siehe Tabelle 13 fiir die
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Oberkategorie Systemanforderungen, Tabelle 14 fiir die Oberkategorie Transparenz und Tabelle 15 flr

die Oberkategorie Nutzendenfaktoren):
FF b (2): Was erwarten Nutzende abhdngig von gegebenen Systemeigenschaften?

Der Fokus lag darauf, zu analysieren, welche Themen in den Apps unterschiedlich stark prasent waren.
Neben der reinen Anzahl der Aussagen pro Kategorie wird im Folgenden auch deren inhaltliche

Ausrichtung betrachtet.

Bei den Anforderungen an weitere Informationen allgemein oder liber Funktionen der App kamen bei
allen Apps Kommentare und Fragen auf, wobei sich wiederholt und im Vergleich mit den anderen Apps
die Vorerfahrung mit der Musik-App dhnlichen Systemen zeigte. Die gewilinschten zusatzlichen
Informationen bezogen sich beispielsweise auf das Bezahlmodell. Die Performance-Anspriiche wurden
in Abgrenzung mit bestehenden Apps — besser als diese — gedullert. Obwohl einige Aussagen zu
Performance-Ansprichen bei der Musik-App getatigt wurden, wurden auch bei den anderen beiden
Apps hier Anspriiche gestellt (besser als ich bei der Finanz- und insgesamt gut bei der Pilz-App). Der
Einfluss der Vorerfahrung wurde besonders deutlich in der Subkategorie 1 Zusdtzlich gewiinschte
Funktionen (Systemanforderungen). Die Kompatibilitdt mit anderen Apps ebenso wie die
Personalisierung der App wurde fast ausschlieBlich bei der Musik-App diskutiert. Die prazisen
Vorstellungen und Beschreibungen, teilweise auch in Abgrenzung zu bestehenden Systemen, machten
bei der Musik-App den groRen Einfluss bestehender Systeme deutlich: ,,Wenn du die App runterladst,
musst du so ein Profil ausfiillen. Dann kannst du anklicken, welche Musikstile du magst. Das ware

relativ simpel.” (FG2_2Musik, 155-156)

Hingegen wurden Mehrere Ergebnisvorschlége und Erklédrungen zum Ergebnis ausschlieBlich bei Pilz-
und Finanz-App gefordert. Das Motiv bei der Pilz-App war in erster Linie der Wunsch, die Ergebnisse
selbst nochmal prifen zu wollen. Hier wurde bei der einem Empfehlungssystem sehr dhnlichen Pilz-

App auch die Vorerfahrung mit dhnlichen Systemen deutlich:

»Das mit dem Vergleichsfoto ist tatsdchlich eine gute Idee, weil wenn man dann noch mal ein
Foto von Google hat zum Beispiel, wo man sowieso wahrscheinlich nachgucken wiirde, wenn
man wissen will, was das fiir ein Pilz ist, dann wird man auf jeden Fall gut abgesichert.”

(FG3_2Pilz, 52-55)

Von der Finanz-App hingegen wiinschten die Teilnehmenden in erster Linie mehr Information zum
Ergebnis, da die App an der Stelle nur vermittelt: ,[...] dieses Unternehmen da vorstellen vielleicht.
Also wo ist der Sinn von dem Unternehmen? Quasi, dass ich nicht selber noch mal googeln muss, was

ist das da, was der mir vorschlagt?” (FG1_Start und Finanz, 569-572) Diese Aussage und das
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Selbstverstandnis, nochmal selbst zu googeln, zeigten den hohen Bedarf, die Ergebnisse priifen zu

wollen.

Was Konsequenzen aus Fehlern anging, bestanden diese Uber alle Apps hinweg haufig in Léschung bzw.
Nutzungsabbruch. Eine Weiternutzung war fast nur bei der Musik-App, derjenigen mit der geringsten
Fehlerrelevanz, ein Thema: Einige Teilnehmende duRerten analog zum Pre-Test, ein Fehler der Musik-
App ware nicht so folgenreich und entsprechend nicht besonders schlimm: ,Wenn das [Musik-Ding]
falsch liegt, suche ich mir selbst tiber einen anderen Kanal was Anderes raus. Das finde ich jetzt nicht
so schlimm wie bei den anderen beiden.” (FG1_Musik, 391-392) Hingegen kam das Thema, die

Verantwortung fir die Nutzung bei Fehlern selbst zu tragen, nur bei der Pilz- und Finanz-App auf.

Diese eigene Verantwortung wurde besonders dann betont, wenn die App vorher Warnung
ausgesprochen héatte. Hier lasst sich ein Bezug zur Subkategorie 1 Akkuratheitsinformationen

herstellen, die auch ausschlieBlich bei Pilz- und Finanz-App Aussagen gefordert wurden.

Die finale Entscheidung zu treffen (in Systemanforderungen) bzw. Kontrolle zu behalten (in
Nutzendenfaktoren) war ein zentrales, vielleicht das wichtigste Bedrfnis der Teilnehmenden tber alle
drei Apps hinweg. Dabei war das Bedirfnis einerseits bei den beiden risikoreicheren Apps
ausgepragter: So bestanden die Teilnehmenden darauf, wenn sie der Finanz-App Uberhaupt
Entscheidungsoptionen zugestanden, mitentscheiden zu kénnen und die Anlage nicht einfach der KI

zu Uberlassen:

,Bevor die Kl irgendetwas, eine Uberweisung oder so ab einem gewissen Wert, titigt, dass
man eine Push-Notification bekommt, wo man dann halt Approve oder Disapprove driicken
kann und das halt fiir einen selbst so angenehm wie moglich zu machen, um halt auch noch
Kontrolle dariiber zu haben, falls die KI mal einen Fehler macht.” (FG1_Start und Finanz, 414-

418)

Bezliglich der Pilz-App konnten sich zwar viele vorstellen, sie auszuprobieren, aber wiirden ihr selten

als einziger Quelle vertrauen, sondern zusatzliche Quellen zurate ziehen:

»[.-.] wenn ich mir nicht sicher bin, finde ich, kann man ja auch immer noch mal selbst googeln
so, dass ich das Gefiihl hatte, dass das so ein niitzliches Tool zur Unterstlitzung ist, aber ich im

Endeffekt dann noch immer meine eigenen Entscheidungen treffe.” (FG3_2Pilz, 43-46)

Wahrend die Fokusgruppenteilnehmenden bei der App zur Unterhaltung, der Musik-App, andererseits
hadufig grundsatzlich bereit waren, sie auszuprobieren — siehe auch die Subkategorie 3
Neugierde/testen in individueller Nutzen —, bestanden sie trotzdem auf der Funktion, in die
Musikauswahl eingreifen zu kdnnen. Im Kern waren sie also auch hier nicht bereit, die Kontrolle

abzugeben: ,,Wenn die KI mir vorschreibt, welche Playlist ich zu héren habe, das wiirde ich sofort
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ablehnen. Aber wenn ich quasi skippen kann in der Playlist, entscheide ich wieder selber, was ich hére”

(FG2_Abschluss, 116-118).

Ein weiterer Unterschied fiir die drei Apps ergab sich in der Subkategorie2 weitere
Interaktionsoptionen, wobei Bedenken und Skepsis gegeniber der Interaktion durch Sprache deutlich
wurden: Eine Anderung bzw. weitere Interaktionsoptionen wurden ausschlieBlich fiir die Musik-App
gefordert. Dazu passt der Befund aus der Transparenz-Subkategorie 1 Datenschutz: Dieses Thema kam
bei der Musik-App besonders haufig zur Sprache, sei es als Sorge lber die Sammlung kritischer Daten
oder als Forderung nach Informationen, wie die Daten geschiitzt werden. Die Begriindung lautete
haufig, die Sprachinteraktionen wiirden als besonders sensible Daten angesehen, die auBerdem

missbrauchsanfallig seien.

»[.-.] Also viele Apps sagen ja immer, es ist nur aktiv, wenn die App aktiv ist, aber im Endeffekt
nehmen die einen die ganze Zeit auf oder sowas. Dass da quasi so eine Erklarung kommt, wann

man aufgenommen wird. [...]“ (FG1_Musik, 54-57)

Bei der Pilz-App hingegen herrschten wenig Sorgen Uber Datensicherheit, ein Interesse an
Datenverarbeitung hatte eher andere Griinde: ,,Und vielleicht auch die Information, was mit meinem
Bild passiert, ob das irgendwie in so eine Datenbank aufgenommen wird, das die Erkennung dann

wahrscheinlich auch noch mal optimiert.” (FG1_Pilz, 381-383)

Bei der Finanz-App wollten einige Teilnehmende wissen, wie ihre Daten verarbeitet werden und ob sie
die App auch nutzen kdnnen, ohne sensible Daten — genannt wird zum Bankkonto oder zum
Arbeitgeber — preiszugeben. Eine grofSere Sorge galt hier allerdings der Sicherheit eigener Daten und

dabei insbesondere vor dem Zugriff auf das eigene Konto:

»L...] wie ist das alles abgesichert, was ist, wenn das irgendwie gehackt wird oder so was?
Haben die dann irgendwie Zugriff auf mein Bankkonto oder, keine Ahnung, was fiir Risiken gibt
es? Also wenn das gehackt wird, ist das immer so was, ist dann das Geld futsch? [...] Ist jetzt
halt sehr intransparent, finde ich. Vor allem bei so einem sensiblen Thema wie Geld.”

(FG3_Finanz, 150-155)

Im Gegensatz dazu kam die Aussage, man mache sich keine Sorgen oder wiinsche keine Informationen
zum Datenschutz bei allen Apps vor. Als Begriindung diente haufig das Argument, man teile sowieso

sehr viele Daten.

Wahrend in der Oberkategorie Transparenz der Datenschutz also einen besonderen Schwerpunkt bei
der Sprach-App zur Unterhaltung erfahrt, zeigte sich bei den beiden Apps mit héherer Relevanz des
Themas bzw. von Fehlern ein héherer Anspruch an Hintergrundinformationen. Dabei waren besonders

die Informationen im Fokus, die potenziell vertrauenserweckend sein kénnten oder gar Sicherheiten
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durch Dritte versprechen. Anforderungen zum Risikomanagement wurden fast ausschlieRlich bei Pilz-
und Finanz-App diskutiert. Hintergrundinformationen zum Urheber wurden ausschlieflich bei diesen
beiden gefordert. So wiinschte ein*e Teilnehmer*in Informationen zur Urheberschaft bzw.

Datengrundlage und fragte sich

»[-..] waren da Pilzexperten mit involviert und kénnen validieren, dass die Informationen, die
Uber die verschiedenen Pilzarten rausgegeben werden, so stimmen? Oder ja, wie serios sind
die Daten und die Informationen, die liber einen Pilz weitergegeben werden.” (FG3_2Pilz, 81-

84)

Auch Anforderungen zur Sicherheit des Systems, sei es durch Sicherheitsgarantien oder durch Audits
durch unabhdngige Institutionen, wurden nur bei der Pilz- und Finanz-App angesprochen. Im

Finanzbereich wurden dabei Banken einerseits und unabhangige Institute andererseits genannt.

,»Es hilft natdrlich, wenn das Ganze auf einer Firma basiert, die es schon etwas langer gibt, die
vorher schon... zum Beispiel eine Bank, die es schon lange gibt. [...] Dann wiirde ich halt sagen,
okay, die werden vermutlich nicht ihr Image riskieren, indem sie versuchen, mich zu scamen.”

(FG1_Start und Finanz, 722-726)

»,Das heiRt, eine App, die ich vielleicht nutzen wiirde, die misste dann irgendwie vielleicht von,
keine Ahnung, Stiftung Warentest kommen oder so was. Halt so einer glaubhaft unabhangigen
Institution, die kein Gewinninteresse an meiner Anlagenentscheidung hat.” (FG3_Finanz, 267-

270)

Zuletzt kamen auch geforderte Informationen zur Rechenschaftspflicht lediglich aber wiederholt bei
der Finanz-App zum Tragen, also derjenigen App, bei der Fehler als besonders fatal wahrgenommen

wurden.

Hingegen zeigten sich bei der Musik-App keine Wiinsche (iber Informationen zur Urheberschaft.
Vertrauen war dort weniger durch einen externen, vertrauenswiirdigen Akteur herzustellen, vielmehr
wollten die Teilnehmenden selbst die Vorschlage der App testen und beurteilen. Allerdings wurden
von einigen Teilnehmenden auch bei der Musik-App Fragen nach dem Geschaftsmodell erhoben,
allerdings standen diese weniger im Zusammenhang mit gewlinschter Transparenz des Systems,

sondern schienen eher von Erfahrungen mit dhnlichen Systemen wie Spotify herzurihren:

»Was ist eigentlich mit Kosten? Ne, die Musik hat ja nun bestimmte Rechte und die Kiinstler
wollen auch leben. Also so eine Information woher sie streamt und ob Kosten anfallen, ware

ja nicht verkehrt.” (FG2_1Musik, 128-130)
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Die Transparenz-Subkategorien innerhalb von Explainability zeigen hingegen eine gleichmaRige
Streuung (iber alle Apps und es lieBen sich keine Systemabhangigkeiten identifizieren. Selbst die
Aussage, man habe kein Interesse an Erklarungen, wurde, zumeist mit der Begriindung das technische
sowieso nicht zu verstehen, bei der risikobehafteten Finanz-App ebenso getdtigt wie der zur

Unterhaltung dienlichen Musik-App.

In den Nutzendenfaktoren fand sich die grundsatzliche Ablehnung Ulber alle Apps hinweg in der
Subkategorie 2 Kein Nutzen. Auch die Aussagen zum Nutzen der Apps waren Uber alle drei Apps
gestreut, wobei die Subkategorien 3 Neues entdecken ebenso wie Neugierde einen Uberhang bei der
Musik-App aufwiesen und die Nutzung unter Bedingungen besonders bei der Finanz-App betont
wurde. Dariber hinaus wurde erneut deutlich, dass in allen Apps ein ausgepragter Wunsch nach

Kontrolle herrscht.

Interessanterweise und entgegen dem Eindruck, der gewonnen wird, wenn man die zuvor getatigten
Aussagen inhaltlich bewertet, wurden zur Musik-App keine expliziten Aussagen zu Vorerfahrung
gemacht. Bei der Finanz-App bezieht sich der grofSte Anteil an Aussagen zu negativer Vorerfahrung
nicht auf technische Unterstlitzungsdienste in Finanzfragen, sondern umfasst Aussagen Gber Banken,
Trading und Anlagen allgemein. Dariber lasst sich sicherlich ein Teil der grundsatzlichen Ablehnung
gegeniber der Finanz-App erklaren und es verdeutlicht den groRen Einfluss, den die Vorerfahrung hat:
Sie riihrte nicht nur von der Nutzung &hnlicher technischer Systeme, sondern beruhte auf

systemunabhangigen Domanen- oder Alltagserfahrungen.

Auch die Wahrnehmung eines hohen persdnlichen Risikos bei der Pilz- und der Finanz-App bzw. eines
niedrigen persénlichen Risikos bei der Musik-App, spiegelte die Bewertungen aus dem Pre-Test wider.
Aussagen zum Vertrauen beziehen sich ausschliefSlich auf Pilz- und Finanz-App. Viele davon dufSern nur
eingeschranktes bzw. gar kein Vertrauen in die entsprechenden Apps.

5.3.3.  Zusammenfassung der Ergebnisse

Aufgrund der zahlreichen und detailliert aufgefiihrten Ergebnisse werden diese im Folgenden kurz
zusammengefasst. Hinsichtlich der Oberkategorie der Systemanforderungen fanden sich
Informationen Uber die Funktionen der App, Anspriiche an die Leistung des Systems oder gewtinschte

Funktionen. Es zeigten sich die folgenden Ergebnisse:
Zusammenfassung zur Oberkategorie Systemanforderungen:

1. Weitere bendtigte Informationen betreffen in erster Linie Informationen Uber die App, wie
anfallende Kosten oder Bewertung durch andere, sowie zu Funktionen der App, z. B. durch

weitere Anweisungen.
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Bei den Performance-Anspriichen lassen sich die Anforderungen unterscheiden: Die Anwendung
soll besser sein als andere Apps, als man selbst und grundsatzlich gut.

Als Konsequenzen von Fehlern wurden am haufigsten das Loschen der App/das Nutzungsende
genannt. Auch kam das Bedirfnis auf, Feedback zu geben in der App oder direkt an
Entwickler*innen. Teilweise kam ein App-Wechsel, besonders bei der Musik-App auch eine
Weiternutzung in Betracht. Viele Teilnehmende sahen insbesondere bei der Pilz-App die
Verantwortung fir den Fehler bei sich selbst.

Zusatzliche Funktionen, die sich Teilnehmende von den Apps wiinschen, betrachten
insbesondere, als Nutzende die letzte Entscheidung behalten zu wollen. Eine weitere
Personalisierung war besonders bei der Musik-App, weitere Erklarungen zum Ergebnis wurden

bei Pilz- und Finanz-App gewiinscht.

Bezliglich der nachtraglich erganzten Oberkategorie der Transparenz kamen besonders haufig

Anforderungen an den Datenschutz zur Sprache. AuRerdem zeigten sich Anforderungen hinsichtlich

Hintergrundinformationen, zu Explainability sowie zu Akkuratheitsinformationen.

Zusammenfassung zur Oberkategorie Transparenz:

1.

6.

Anforderungen zum Datenschutz waren besonders prominent bei der Musik-App. Es zeigten sich
Sorgen zur Anonymitat und zur Rickverfolgbarkeit der Daten. Informationen wurden gefordert
zur Verarbeitung und zur Art der gespeicherten Daten — Letzteres auch bei der Finanz-App.
Hintergrundinformationen zu Profit und ethischen Bedenken waren besonders bei der Finanz-
App gefragt. Dabei schien die Frage nach dem Urheber wichtig fir das Vertrauen in die App. Dies
zeigte sich auch bei der Pilz-App.

Sicherheiten des Systems durch Garantien/Audits wurden besonders zur Finanz-App gefordert.
Bei globaler Explainability waren grundsatzliche Erklarungen von Interesse, sehr haufig
angesprochen dabei Trainingsdaten. Bei lokaler Explainability wurden Warum-Erklarungen zu
den Ergebnissen bei allen drei Apps genannt. Ziel war Transparenz im Fehlerfall und um Zweifel
auszuraumen.

Teilweise jedoch bestand auch kein Interesse an Erklarungen mit der Begriindung, diese seien zu
komplex, nicht relevant oder nicht zu verstehen.

Akkuratheitsinformationen wurden in Bezug auf Pilz- und Finanz-App gefordert.

Zuletzt setzt sich die Oberkategorie Nutzendenfaktoren aus Nutzungsursachen und individuellen

Faktoren wie Vorerfahrung und Bedirfnis nach Kontrolle zusammen.

Zusammenfassung der Oberkategorie Nutzendenfaktoren:

1.

Beziiglich allen drei Apps duBerten Teilnehmende, keinen Nutzen in der Anwendung zu sehen.
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Neugierde und Austesten wurden als Beweggriinde fir alle drei Apps geadulRert. Eine Nutzung
unter Bedingungen wurde besonders bei der Finanz-App betont.

Der Wunsch nach Kontrolle war ein zentraler Punkt Gber alle drei Apps hinweg. Dass keine
Kontrolle notig sei, wurde nur einmal bei der Musik-App erwahnt.

Der Einfluss der Vorerfahrung, besonders negativer, zeigte sich ausgepragt bei der Finanz-App,
wobei es sich nicht nur um Kl-Angebote, sondern auch um Vorerfahrungen mit Banken und
Anlagen handelte.

Hohes personliches Risiko wurde besonders bei der Pilz- und Finanz-App wahrgenommen,

ebenso wie kein Vertrauen oder nur bedingtes Vertrauen ausgesprochen.

Fiir die Beantwortung der zweiten Leitfrage wurden die Unterschiede zwischen den Apps analysiert,

um daraufhin Schliisse fir Anforderungen hinsichtlich der Systemeigenschaften zu ziehen. Dabei

zeigten sich die folgenden Kernergebnisse:

1.

Allgemeine Anforderungen an Informationen und Funktionen variieren je nach Vorerfahrung mit
dhnlichen Systemen.

Der Einfluss der Vorerfahrung zeigt sich bei der Musik-App durch hohe Erwartungen an
Personalisierung und Kompatibilitdt mit anderen Apps. Gleichzeitig wurde eine eher geringe
Fehlerrelevanz festgestellt.

Bei der Pilz-App zeigt sich der Einfluss der Vorerfahrung im Wunsch nach mehreren
Ergebnisvorschlagen und Erklarungen, ebenso wie in der hohen Relevanz von
Akkuratheitsinformationen.

Bei der Finanz-App zeigten sich hoher Informationsbedarf zu Ergebnissen und viele
Sicherheitsbedenken, aulRerdem eine hohe wahrgenommene Fehlerrelevanz und personliches
Risiko mit einem groRRen Einfluss negativer vorheriger Erfahrungen.

Das Beddrfnis nach Kontrolle und die finale Entscheidung selbst fallen zu wollen, zeigte sich bei
allen Apps und war bei risikoreich wahrgenommener KI nochmals starker.
Datenschutzbedenken kamen in vielerlei Hinsicht bei der Musik-App zur Sprache, hauptséachlich
aufgrund ihres Bestandteils der Sprachinteraktion, weniger bei der Pilz-App.
Hintergrundinformationen waren gewl{inscht zur Steigerung von Vertrauen, besonders bei hoher
Fehlerrelevanz, z. B. durch Informationen zu Urhebern und externe Sicherheiten (Audits,
Lizenzen). Eine Bewertung durch Testen oder durch Dritte kam bei der Musik-App zum Tragen.
Geringer Nutzen wurde als Grund fiir eine Ablehnung der Anwendung bei allen drei Apps

genannt. Eine Ablehnung aufgrund mangelnden Vertrauens nur bei Pilz- und Finanz-App.
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5.4. Diskussion

Mit den Fokusgruppendiskussionen galt es die Frage (b) zu untersuchen, welche Anforderungen an
Transparenz in Kl bestehen fiir Laiennutzende und inwiefern unterscheiden sie sich nach
Eigenschaften der KI. Wahrend im technischen Kontext Klassifikationen von transparenter KI
beispielsweise in globale und lokale Transparenz bestehen, ist in Bezug auf Endnutzende mit wenig
technischem Vorwissen jedoch haufig unklar, was fir sie Transparenz bedeutet. Aus der
Ubergeordneten Forschungsfrage wurden zwei Leitfragen abgeleitet, die insbesondere Auswertung

und Bericht der Ergebnisse strukturierten:
FF b (1): Welche Anforderungen an Transparenz in KI-Apps haben Laiennutzende?
FF b (2): Was erwarten Nutzende abhingig von gegebenen Systemeigenschaften?

Um das Transparenzverstandnis im Hinblick auf verschiedene KI-Arten zu untersuchen, wurden drei
beispielhafte Apps mit mehreren Fokusgruppen und drei Fragen diskutiert. Die Fragen bezogen sich in
drei Runden darauf, (1) was die App erkladren sollte, (2) unter welchen Voraussetzungen eine Nutzung
in Frage kdme und (3) was im Fehlerfall geschehen wirde. Sie sprachen also nicht explizit die Frage
nach der Transparenz an, vielmehr war das Ziel, durch indirekte Diskussionen Uber die App ein

Transparenzverstandnis abzuleiten.

Aus den Ergebnissen lassen sich zentrale Einflussfaktoren identifizieren, die maRgeblich das
Transparenzverstandnis beeinflussen. Diese werden im Folgenden hergeleitet (Kapitel 5.4.1), bevor
das aus den Ergebnissen ableitbare Verstidndnis von Transparenz zusammengefasst und diskutiert
wird. Dieses umfasst die technischen Kategorien von lokaler und globaler Explainability (Kapitel 5.4.2)
sowie den Aspekt der Kontrolle (Kapitel 5.4.3), gefolgt von Hintergrundinformationen zu Urheber und
Zertifikaten (Kapitel 5.4.4) sowie zu Privatsphare und Datenschutz (Kapitel 5.4.5). Die Ergebnisse lassen
sich in verschiedene bestehende Theorien einbetten, was in Kapitel 5.4.6 beschrieben wird. Am Ende
folgen die zu beachtenden Limitationen bezliglich des Vorgehens und der Ergebnisinterpretation.
5.4.1. Einflussfaktoren auf Transparenzanforderungen

Der Einfluss der Vorerfahrung manifestiert sich an verschiedensten Stellen und zieht sich durch alle
Fokusgruppendiskussionen. Obwohl die Teilnehmenden Skepsis gegenliber allen drei Apps duRerten,
zeigte sich der negative Einfluss der Vorerfahrung besonders bei der Finanz-App. Diese wurde teilweise
rigoros abgelehnt, mit der Begriindung, grundsatzlich kein Geld anzulegen oder aufgrund schlechter
Erfahrungen bei dem Thema niemandem zu trauen. Die Vorerfahrungen im Anwendungsbereich —
Geldanlage in dem Fall — zeigen sich hier deutlich. Hingegen waren einige Diskussionsteilnehmende
bereit und interessiert, die Pilz-App auszuprobieren, oft mit dem Verweis auf bereit bekannte dhnliche

Anwendungen. Bei schlechten Erfahrungen mit dhnlichen Apps zur Pflanzenbestimmung Giberwog die
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Skepsis. Bei der Musik-App war die Bereitschaft, das System zu testen, am hochsten. Gleichzeitig wurde
auch am meisten auf die Konkurrenz durch dhnliche Systeme wie Spotify hingewiesen, weshalb der
tatsachliche Nutzen dieser App wiederum in Frage gestellt wurde. Ebenfalls entsprechend der
Erfahrungen, die mit verfligbaren Musikdiensten gemacht wurden, kamen bei der Musik-App

wiederholt Fragen nach den Kosten der App auf.

Die Vorerfahrung mit dem Anwendungsbereich ebenso wie die Bekanntheit von als &dhnlich
wahrgenommenen Apps spielen bei den Anspriichen in zweierlei Hinsicht eine grolRe Rolle:
Vorerfahrung pragt die Einstellung gegeniliber den Apps, wobei Vorerfahrungen hier sehr breit zu
verstehen sind. Sie beschranken sich nicht nur auf Vorerfahrungen mit technischen Systemen, sondern
umfassen auch Menschen, wie beispielsweise den Bankberater, oder negative Einstellungen
gegeniber der Thematik. Gleichzeitig pragt Vorerfahrung mit dhnlichen Apps die Anforderungen an
neue Apps. Dies zeigt sich an Vorschlagen, wie Ergebnisse prasentiert werden sollen — Vergleichsbilder
mit Akkuratheitsangabe bei einem Bilderkennungssystem oder der Like/Not-like-Button zur
Rickmeldung und zum Trainieren der Musikempfehlungs-Kl. Die konzeptionelle Unterscheidung von
Entscheidungsunterstitzungssystemen und Empfehlungssystemen spielt fur Laien keine grof3e Rolle:
Wahrend Letztere mehrere Optionen aufbereiten und den Vergleich sichtbar machen, bereiten Erstere
eine Entscheidung vor und liefern nur ein Ergebnis (Mohseni et al., 2021). Auch wenn sich die
vorliegende Arbeit eher den Entscheidungsunterstiitzungssystemen widmet, sind die Vorerfahrungen
mit anderen Systemen bedeutend und flieBen in die Erwartungen an (neuere) KI-Systeme ein. Die
Ergebnisse spiegeln Untersuchungen zu Vertrauen und Automation bzw. Kl wider, in denen der groRRe
Einfluss der Vorerfahrung deutlich wird (Bedué & Fritzsche, 2022; Hoff & Bashir, 2015). Studien zeigen
aullerdem: Wenn die durch Transparenzmalnahmen erfolgenden Erklarungen nicht zur Vorerfahrung
passen, beeinflusst das die Wahrnehmung des Systems und Uberschreibt sogar Transparenzeffekte
(Molina & Sundar, 2022; Sundar, 2020). Sowohl mégliche Vorerfahrungen mit dhnlichen Systemen als
auch vorherige Erfahrungen und Einstellungen im Hinblick auf den Anwendungsbereich sollten daher
bericksichtigt werden bei der Entwicklung von KI-Systemen. Sie beeinflussen die Wahrnehmung des
Systems und damit auch die Anforderungen an Funktionalititen und seine Transparenz. In einer
Transparenzmatrix, die zur Anwendung der Ergebnisse entwickelt wurde und im Implikationen-Kapitel
(5.5.1) naher vorgestellt wird, sind daher negative wie positive Vorerfahrungen als Einflussfaktoren auf

die KI-Transparenz enthalten.

Wahrend bei der Finanz-App die im Hintergrund laufenden Prozesse fiir Skepsis sorgten und viel iber
Geld, Banken und Anlagen diskutiert wurde, spielten die Prozesse zur Musikauswahl eine geringere
Rolle bei der Musik-App. Dieser Aspekt wurde moglicherweise als weniger problematisch angesehen.

Diskutiert wurde hier vielmehr die Eingabemethode: das Gesprach. Da die Inhalte als privat und die
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Stimme als sensibel wahrgenommen wurden, war das meistbesprochene Thema bei der Musik-App
Datenschutz und Privatsphare. Bei der Pilz-App hingegen war eines der wichtigsten Themen die
Darstellung der Ergebnisse. Es zeigt sich: Transparenz betrifft weniger ganze Systeme, sondern viel
haufiger einzelne Teilbereiche. Wahrend bei Explainability tblicherweise Datenverarbeitung und
Systemprozesse zur Ergebnisermittlung im Mittelpunkt stehen und meist bei der Ergebnisdarstellung
prasentiert werden, umfasst Transparenz fiir Laien eine Vielzahl weiterer und in der Gewichtung
andere Aspekte. Diese umfassen z. B. die Interaktionsweise, die Datenspeicherung oder auch

Hintergrundinformationen zu Entwickler*innen oder zum Geschaftsmodell.

Zusatzlich zur Vorerfahrung hatte das Anwendungsgebiet der Kl auch Auswirkungen darauf, inwiefern
sich die Teilnehmenden als Expert*innen fihlten bzw. die Expertise ausgelagert war. Dies zeigte sich
beispielsweise bei der Pilz-App: Da sich die meisten Diskutant*innen nicht mit dem Thema auskannten,
hatten sie einerseits das Bedlirfnis, die Expert*innen hinter dem System kennenzulernen. Andererseits
wollten sie sich zumindest ein wenig zu Expert*innen entwickeln, indem sie mehr Informationen
erhalten, um ihre Entscheidung fundierter treffen zu kénnen. Inwiefern sich dies in der Praxis umsetzen
lasst, ist in Frage zu stellen. Bei der Musik-App sahen sich die Nutzenden selbst als Expert*innen fir
ihren Musikgeschmack und konnen deshalb die Qualitdt der App selbst — und aufgrund der geringeren
Fehlerrelevanz auch risikodarmer — priifen. Das Wissen um die Expertise der Nutzenden zeigt sich auch,
wenn Diskussionsteilnehmende zur Beurteilung der Musik-App Bewertungen durch andere Nutzende
heranziehen moéchten. Im Gegensatz dazu wurden bei den beiden anderen Apps die ausgelagerten
Expert*innen hinterfragt: Wer steht als Pflanzenkenner*in hinter der Pilz-App, welche Bank setzt die
Finanz-App um bzw. — da einige den Banken nicht trauten — welche unabhangige Institution zertifiziert
die KI? Je nach Anwendungsbereich unterscheidet sich, wo die Expertise fiir die Kl liegt und abhangig
davon andert sich die Frage, bei welchen Aspekten Vertrauen und damit Transparenz nétig sind. Das
Thema, die Expertise fur Kl bei Dritten zu verorten und damit Vertrauen auszulagern, wird in Kapitel

5.4.4 Urheber und Zertifikate weiter diskutiert.

Zuletzt hat die wahrgenommene Fehlerrelevanz einen grofRen Einfluss auf den Anspruch an KlI-
Transparenz. Wie bereits im Pre-Test festgestellt wurde, unterscheiden sich die Apps in Bezug darauf,
wie schwerwiegend ein moglicher Fehler ware. Dies spiegelten auch entsprechende Aussagen in den
Diskussionen wider: Fehler in der Musik-App wurden als weniger folgenschwer wahrgenommen als in
der Finanz-App. Die Pilz-App war fiir die einen weniger gefdhrlich, wahrend die anderen in einem
Fehler von ihr Gefahr fir Leib und Leben sahen. Dieser Fehlerrelevanz folgt eine entsprechende
Sensibilitat im Umgang mit der App — und daran anschlieBend ein erhéhter Transparenzanspruch. Der
Bedarf nach Hintergrundinformationen zum Urheber der App oder vertrauensbildenden Zertifikaten

kam nur bei den Apps mit hoher Fehlerrelevanz auf. Auch Fragen zur Rechenschaftspflicht und der
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erhohte Bedarf nach Hintergrundinformationen zeigten sich bei KI mit hoher Fehlerrelevanz sehr
deutlich. Insgesamt sind Skepsis und Vorbehalte und damit die Anspriiche an die Apps mit hoher
Fehlerrelevanz hoher. Vorausgreifend auf die Transparenzmatrix in den praktischen Implikationen
(Kapitel 5.5.1) liegt in diesen Erlauterungen der Grund, weshalb der Effekt der Fehlerrelevanz auf die
Bedarfe nach Sicherheit Gber Dritte bzw. Uber Informationen zum Urheber dort als ,sehr hoch”
angegeben wird. Gleichzeitig ist bei hoher Fehlerrelevanz der Bedarf nach Erklarungen allgemein
vorhanden, ebenso wie der nach lokaler Transparenz — jedoch nicht in selbem Maflie und deshalb

lediglich ,,hoch“ (Kapitel 5.5.1).

Ahnlich wie bei gesteigerter Fehlerrelevanz wird die Transparenz von Apps bewertet, die als ethisch
kritisch wahrgenommen werden. Allerdings ist diese Wahrnehmung, mehr noch als die Fehlerrelevanz,
von hoher Subjektivitat gekennzeichnet: Die einen hatten ethische Bedenken bei der Auswahl von
Anlagen durch die Finanz-App, andere sahen in der Beeinflussung der Stimmung durch die Musik-App
eine ethische Herausforderung. Die von diesen Personen in der Folge getatigten Aussagen zeigen:
Mehr noch als bei der Fehlerrelevanz steigt durch ethische Vorbehalte die Skepsis gegeniiber Kl und

damit der Anspruch an Transparenz in fast jedem Aspekt.

Auch bei Apps mit geringer Fehlerrelevanz kommen Themen wie Datenschutz zum Tragen und das
Bedirfnis nach bestimmten Transparenzaspekten, z. B. nach Kontrolle (siehe auch Kapitel 5.4.3),
besteht. Die Bereitschaft, die App einfach mal auszuprobieren oder einen Fehler zu verzeihen, ist
dennoch héher. Auf den erhéhten Bedarf nach vertrauensbildenden MaRRnahmen bei den als kritisch

wahrgenommenen Apps wird in Kapitel 5.4.4 weiter eingegangen.

5.4.2. Globale und lokale Transparenz
Forderungen nach globaler und lokaler Explainability zeigen sich bei allen Apps. Gleichzeitig ist ihre
Auspragung aber nicht groRer als die gegeniiber anderen Anforderungen, sondern eben nur ein Teil

des Transparenzverstandnisses.

Globale Transparenz bezeichnet die Antwort auf die Frage nach ,Wie funktioniert das System
generell”, betrifft also grundsétzliche Funktionsweisen und Prozesse der KI. In den Diskussionen dazu
lassen sich zwei maRgebliche Strémungen erkennen: einerseits ein gewisses Interesse an diesen
Prozessen, andererseits die Bemerkung, man wirde die zugrundeliegenden Funktionsweisen nicht
verstehen, was entweder das Interesse an globaler Transparenz einschrankt oder ein ganzliches
Nichtinteresse begriindet. Obwohl Endnutzende also einsehen, dass ihnen zu viele Details keinen
Nutzen bringen, dullern sie doch teilweise ein Interesse an den Entscheidungswegen der KI.
Hervozuheben ist dabei die Ergdnzung einiger Nutzender, die Information kdnnte optional abrufbar

sein flr diejenigen, die sich dafiir interessieren. Dies spiegelt die Ergebnisse anderer Studien wider, die
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zeigen: Zu viel Transparenz kann Uberfordern und negativ wirken. Vielmehr gilt es, eine schrittweise

dem Wissens- und Interessenstand der Nutzenden angepasste Transparenz herzustellen.

Lokale Transparenz, also Erklarungen, wie die einzelnen Ergebnisse zustande kommen, sind in allen
Apps von Interesse — auch bei der Musik-App. Es scheint also nicht (nur) darum zu gehen, durch lokale
Explainability einzelner Ergebnisse besonders risikoreiche Entscheidungen absichern zu wollen,
sondern um ein eher generelles Informationsbediirfnis. Gerade bei der Musik-App zeigt sich der
Einfluss des Neuheitsaspekts: Uber die Funktion der Musikauswahl hinaus — die ja bekannt ist von
anderen Musikdienstleistern — zielen die Fragen auf die Analyse der Sprache, der Identifikation der
Stimmung und deren Verknipfung mit der Musik, also den Funktionsweisen, die bei der Musik-App
Uber bisher bekanntes hinausgehen. Das Bediirfnis nach Transparenz zeigt demzufolge eine
Abhdngigkeit von Neuem bzw. kdnnte sich abschwéachen, wenn Gewoéhnung mit Prozessen oder

Systemen eintritt.

Andererseits verschwimmen die Grenzen von globaler und lokaler Transparenz haufig. Laien flhren
diese technische, theoretische Unterscheidung nicht in dem MaRe aus, wie es die Definitionen
vorsehen. Eine Umsetzung derselben ist weniger zielfiihrend, als sich an Aspekten der Transparenz zu
orientieren, die Uber diese klassische Explainability hinausgehen. Auf diese Aspekte wird im Folgenden
weiter eingegangen.

5.4.3.  Kontrolle

Wie zuvor beschrieben, war das Bedirfnis nach Kontrolle Gber das finale Ergebnis der App zu
entscheiden, eines der wichtigsten Merkmale (iber alle drei Apps hinweg. Dabei zeigte sich das
Bedirfnis bei den beiden Apps mit hoher Fehlerrelevanz ausgepragter. Allerdings bestanden die
Fokusgruppenteilnehmenden bei der App zur Unterhaltung, der Musik-App, trotzdem darauf, in die
Musikauswahl eingreifen zu kénnen, trotz der grundsatzlichen Bereitschaft, die App auszuprobieren.
Im Kern waren sie also auch hier nicht bereit, die Kontrolle abzugeben, auch wenn einige
Teilnehmende auf die geringe Fehlerrelevanz bei der Musik-App hinwiesen. Wahrend also die
Tragweite der Entscheidung bzw. moglicher Fehler eine Rolle spielt bei der Entscheidung, ob Nutzende
bereit sind, ein System zu nutzen, waren sich alle Teilnehmenden iiber die Apps hinweg einig, dass sie

stets die Kontrolle wahren und keine Entscheidungen abgeben mdochten.

Noch im Pre-Test zeigte sich, der Nutzen aller drei Apps besteht unter anderem in kognitiver
Entlastung: Acht bzw. sieben der 15 Pre-Test-Teilnehmenden gaben dies an. In den Fokusgruppen
jedoch kam nun ein anderes Muster zum Vorschein: Die Nutzenden sind nicht bereit oder willens, sich
komplett entlasten zu lassen, sondern wollen — je nach Fehlerrelevanz mehr oder weniger — Aufwand
fiir das finale Ergebnis betreiben. Dies spiegelt sich in den Ergebnissen aus der Literatur wider, die

zeigten, dass Transparenzbedingungen einen erhdhten kognitiven Aufwand erfordern, transparente
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Darstellungen von den Versuchspersonen aber trotzdem denen ohne Transparenz vorgezogen werden
(Du et al., 2019; Gedikli et al., 2014; Herlocker et al., 2000). Durch Interaktion mit dem Algorithmus
lieR sich auBerdem das Vertrauen in das System erhohen (Molina & Sundar, 2022). Fir die Umsetzung
von Transparenz bedeutet dies: Zuséatzlicher Aufwand ist gerechtfertigt, wenn er am Ende ein

Verstandnis flr die relevanten Fragen ermoglicht.

Ein weiterer Punkt betrifft das Gefiihl, durch die App Aufgaben abgenommen zu bekommen, die
eigentlich Freude bereiten. Ein*e Teilnehmer*in gab an, sich gern mit dem Thema Anlagen
auseinanderzusetzen. Manche Personen mdéchten die Befriedigung, sich in ein Thema einzuarbeiten
und eine begriindete Entscheidung zu treffen, vielleicht gar nicht von einer KI abgenommen
bekommen. In der abschlieBenden Diskussion U(iber alle Apps &uBerte ein*e Teilnehmer*in
zusammenfassend: Kl ist ein niitzliches Werkzeug, das darf mich im Alltag gerne unterstiitzen, aber
darf mir nicht zu viele Entscheidungen abnehmen, die ich im Endeffekt selber treffen kann oder

ablehnen moéchte” (FG2_Abschluss, 99-101).

Aus diesem Satz jedoch resultiert die enorme Anforderung, die an Transparenz gestellt wird. Denn um
sinnvoll Kontrolle ausiiben zu konnen, miissen Nutzende (iber die Hintergriinde und
Funktionsweisen von Kl Bescheid wissen. Nicht umsonst geht die Forderung nach Transparenz haufig
mit der nach Entscheidungsautonomie einher und umgekehrt (z. B. Al HLEG, 2019).

5.4.4. Urheber und Zertifikate

Ein weiterer, vielbesprochener Punkt waren Informationen zu Urheber oder der Datengrundlage der
Apps — jedoch ausschlieRlich bei den beiden risikobehafteten Apps, bei denen die Nutzenden keine
Domainenexpert*innen waren. Es scheint, dass die Diskussionsteilnehmer*innen die Strategie
verfolgten, durch die Information, von wem die App entwickelt wurde, auf die Qualitat der App
schlieBen zu kénnen. Bei der Finanz-App zeigte sich dies im Wunsch nach Transparenz zum
dahinterstehenden Geschaftsmodell bzw. denjenigen, die ein dahinterstehendes Gewinninteresse
haben konnten. Das Vertrauen in die Systeme kann, so die Teilnehmenden, durch eine
vertrauenswdirdige Einrichtung erlangt werden. Bekannte Institutionen wie Banken, Wissenstrager
oder zertifizierende Einrichtungen lieferten mit ihrem Namen also die Moglichkeit, fiir ein neues, noch
wenig bekanntes System als Vertrauenstrdager einzustehen. Dies entspricht den Ergebnissen der
Befragung von Baldauf et al. (2020) zu medizinischen Diagnose-Systemen, bei denen Zertifikate und
Empfehlungen der eigenen Arztin/des eigenen Arztes oder von Expert*innen als besonders

vertrauensbildende MaRRnahmen beschrieben wurden.

Dieser Mechanismus, Vertrauen durch Dritte zu etablieren oder — anders gesprochen — die
Unsicherheit in Bezug auf die Vertrauenswiirdigkeit eines Gegenibers durch Dritte zu reduzieren, wird

auch als Transfer bezeichnet (Corves & Schon, 2020; McKnight & Carter, 2009; Stewart, 2003). In Bezug
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auf Internet und Verlinkungen beschreibt es das Phdnomen, dass Vertrauen in eine Entitat bei einer
wahrgenommenen Verknipfung auf eine andere Entitat libergehen kann (Stewart, 2003). Sind keine
anderen Informationen Uber das Vertrauensobjekt zu erhalten, kann als letzte Stufe bei der
Vertrauensbildung ein Transfer von bekannten Quellen, z. B. von ausfiihrenden Personen oder
Institutionen, flir Vertrauen sorgen (Corves & Schon, 2020). Schon im Jahr 2010 prognostizieren
Bierhoff und Rohmann die zunehmende Bedeutung von Reputation und Zertifizierung fir
Systemvertrauen. Sie steige insbesondere angesichts der wachsenden und immer weniger
kontrollierbaren Anzahl an (technischen) Einheiten, denen Nutzende Vertrauen entgegenbringen
missen (2010). Auch eine aktuelle qualitative Studie bestdtigt den Bedarf an — unter anderem —
Zertifizierungen und Standards aufseiten von Experteninstitutionen einerseits und Regulierungen

aufseiten von Regierungen andererseits, um KI-Vertrauen zu etablieren (Bedué & Fritzsche, 2022).

Zu betonen ist der je nach Anwendungsbereich unterschiedliche Aspekt, fir den die Teilnehmenden
vertrauensbildende MalRnahmen einforderten. Bei den risikoreicheren Apps wurden eher holistische
Ansatze verlangt: Die Entwickler*innen hinter der gesamten Kl sollten qualifiziert sein, die Anbieter
der Kl vertrauenswiirdig, ein unabhangiges Institut sollte die App gepriift haben. Bei der weniger
risikoreichen KI, der Musik-App, hingegen, deren Qualitdt Nutzende anhand der eigenen Expertise fir
ihren Musikgeschmack selbst ermitteln kdnnen, wurden Sicherheiten nur beziglich einzelner Aspekte
— Datenschutz in diesem Fall — relevant. Dieser erhéhte Bedarf an vertrauensbildenden MaBnahmen
besonders bei risikoreicher Kl findet sich wieder in den aktuell entwickelten Gesetzen der EU im Al
Act. Bei risikoreicher und hochrisikoreicher Kl — Letztere betrifft Domanen, die auch ohne Kl gesetzlich
geregelt sind wie Medizin oder Recht — bestehen héhere Anforderungen, die unter anderem durch
Zertifizierungen gewdhrleistet werden sollen (Verordnung Uber kiinstliche Intelligenz, 2024). Darliber
hinaus bestehen spezielle Regulationen fiir besondere Unteraspekte von Kl bzw. digitalen Angeboten
allgemein: Prominentes Beispiel ist die DSGVO, in der MaRnahmen und Rechte zum Datenschutz und

zur Privatsphére verankert sind (DSGVO: Datenschutz-Grundverordnung, 2016).

Zusammengefasst lasst sich also der Bedarf nach vertrauensbildenden Informationen feststellen,
insbesondere in risikobehafteten KI-Anwendungen: Diese Hintergrundinformationen umfassen zum
einen solche zu Urheberschaft und genutzten Quellen und zum anderen zum Interesse dieser
Urheber oder Anbieter der Kl, sei es an entstehenden Gewinnen oder der Datennutzung. Damit sind
diese Hintergrundinformationen ein (Uber das technische Verstiandnis von Transparenz
hinausreichender Aspekt, der bei Laien zum Tragen kommt. Wahrend einige Teilnehmende explizit
kommentierten, kein Interesse an technischen Erklarungen zu haben, sind diese
Hintergrundinformationen intuitiver verstandlich und dhneln denen, nach denen wir auch menschliche

Ratgeber beurteilen. Die Frage nach der Expertise einer unterstiitzenden Person, also worauf baut sie
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ihr Wissen, wie hat sie es erlangt oder bewiesen, ist ein Aspekt, den Nutzende bei der Uberlegung, ob
sie angebotene Unterstiitzung in Anspruch nehmen, bericksichtigen (Bonaccio & Dalal, 2006). In
Bezug auf Kl entsteht Vertrauen durch bekannte, vertrauensvolle (Urheber- und Anbieter-) Namen,
aber auch durch unabhingige Zertifikate und gesetzliche Regulierungen, die eingehalten werden
missen und Standards gewadhrleisten. In der in den Implikationen aufgefiihrten Transparenzmatrix
(Kapitel 5.5.1) wird dementsprechend bei hoher Fehlerrelevanz der Zusammenhang von ,,Sicherheit
Uber Dritte” oder ,Informationen zum Urheber” als ,sehr hoch”, Informationen zu globaler oder
lokaler Transparenz lediglich als ,hoch, nach Interesse” gekennzeichnet.

5.4.5.  Privatsphdre und Datenschutz

Das meistbesprochene Thema bei der Musik-App war —in allen Gruppen und sehr viel haufiger als bei
den anderen beiden Apps — das Thema Datenschutz. Informationen zum eigenen Befinden, zum Tag
und generell zu Sprachdaten wurden als sehr sensibel wahrgenommen, weshalb ein grofRer Bedarf
nach Transparenz liber Datenverarbeitung und -nutzung aufkam. Im Gegensatz dazu fielen die
datenschutzrechtlichen Sorgen bei den beiden anderen im Ergebnis risikobehafteteren Apps geringer

aus.

Einerseits ist damit Datenschutz ein Aspekt, der liber das technische Transparenzverstandnis hinaus
bei Laien eine Rolle spielt. Andererseits zeigt sich der Aspekt der Datensicherheit als ein Unterbereich,
der sich nur sensiblen Datenbelangen zeigt. Die Einschatzung davon, was sensible Datenbelange sind,
scheint sehr subjektiv zu sein und ist wiederum durch den Faktor Vorerfahrung beeinflusst. So steht
im Unterhaltungskontext, in dem Kl schnell und ohne Aufwand funktionieren soll, einerseits Sicherheit
nicht im Fokus, ebenso wenig wie Akkuratheit. Allerdings existieren bereits vergleichbare
Anwendungen, die eine sprachgesteuerte Interaktion ermdglichen, wie z. B. Siri und Alexa. In deren
Zusammenhang wird regelmaRig von Datenschutzverletzungen und Datenmissbrauch berichtet (M. R.
Das, 2024). Die Wahrnehmung von Sprachdaten als besonders privat und sensibel kdnnte teilweise
auch von solchem Vorwissen beeinflusst sein. Nichtsdestotrotz zeigt sich an diesem Aspekt besonders
deutlich, dass selbst in KI, die weniger risikobehaftet wahrgenommen wird, Transparenz eine Rolle
spielt, wenn auch méglicherweise weniger in Bezug auf das gesamte System und eher fiir einzelne
Unteraspekte. Dies entspricht der Vertrauenskonzeption nach Bierhoff und Rohmann (2010), nach der
Vertrauen keinen dichotomen Zustand darstellt, sondern aus mehreren Schritten besteht und sich auf
bestimmte Situationen — bzw. bestimmte Teilsysteme — bezieht. Diese Unteraspekte zu identifizieren
und transparent zu gestalten, ist also selbst in Systemen mit geringer Fehlerrelevanz von Bedeutung.
Entsprechende Zusammenhdnge zwischen als sensibel wahrgenommenen Daten und den
Auswirkungen auf Transparenzanforderungen finden sich in der Transparenzmatrix (Kapitel 5.5.1).

Dort werden, wenn ein System als ,sensible Daten“ verarbeitend wahrgenommen wird,
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Anforderungen an Sicherheit Uber Dritte als ,hoch” und der Bedarf nach Informationen zum

Datenschutz als ,,sehr hoch” dargestellt.

Zuletzt sei auf einen besonderen Effekt in der Forschung zu Privatsphére hingewiesen: Das sogenannte
Privacy-Paradox steht fir das Phdanomen, wonach Nutzende in Befragungen Privatsphare und
Datenschutz als relevante Aspekte nennen, die sie in ihrer Nutzung beriicksichtigen wiirden.
Untersucht man aber die tatsachliche Nutzung, zeigen sie sorgenfreies Verhalten, ohne Riicksicht auf
Datenschutz (Barth & de Jong, 2017). Besonders bei qualitativen Erhebungen, wie der vorliegenden,
sind Aussagen Uber Datenschutz als Voraussetzung fiir die Nutzung von Kl also mit Vorsicht zu
interpretieren. Inwiefern sich dieser Effekt des Datenschutzes auch auf die weiteren hier ermittelten
Transparenzaspekte Gbertragen lasst, gilt es zu diskutieren (siehe Kapitel 5.4.7). Jedoch lassen sich, wie
der folgende Abschnitt zeigt, die vorliegenden Ergebnisse in etablierte Interkations-, Verhaltens- und
Nutzungstheorien einreihen, was wiederum die Glltigkeit der Ergebnisse bestarkt.

5.4.6. Einbettung in bestehende Theorien

Die Ergebnisse aus den Fokusgruppen lassen sich vor dem Hintergrund verschiedener Theorien aus
den Bereichen der Kommunikationswissenschaften und der Psychologie einordnen. Eine klassische
und inzwischen immer wieder Uberarbeitete Theorie aus den Kommunikationswissenschaften zu
initialen Interaktionen ist die ,,Uncertainty Reduction Theory” (URT; C. R. Berger & Calabrese, 1975).
Diese Theorie, urspriinglich fir menschliche Interaktionen entwickelt, besagt im Kern, das Interesse
bei initialen Interaktionen bestehe in erster Linie darin, Informationen zu sammeln, die die eigene
Unsicherheit Uber das gezeigte und zukinftige Verhalten des Gegenibers verringern. Wenn die
notigen Informationen gefunden werden, reduzieren sie die Unsicherheit und das wahrgenommene
Interaktionsrisiko. Die Informationssuche zur Reduzierung der Unsicherheit kann, wenn keine verbale
Interaktion moglich ist, auch mittelbar geschehen, z. B. durch Beobachtung oder durch Informationen

anderer (Venkatesh, Thong, et al., 2016).

In seiner ,Motivation to Reduce Uncertainty-Theorie” (MRU), die auf der URT aufbaut, erginzt
Kramer die motivationale Komponente (Kramer, 1999). Sie Uberwindet verschiedene Kritikpunkte an
der URT: Zum einen bedeutet mehr Information nicht automatisch weniger Unsicherheit. Zum anderen
hat die Toleranz einer Person gegeniber Unsicherheit einen groBen Einfluss darauf, ob
Unsicherheitsreduzierung betrieben wird oder nicht. Die MRU berticksichtigt also situationale und
individuelle Unterschiede. Noviz*innen und Expert*innen unterscheiden sich in ihrer Unsicherheit und
demnach der Motivation, diese zu verringern. Ebenso fiihrt ein Aufwand, der als besonders hoch
wahrgenommen wird, moglicherweise dazu, dass die Kosten zur Unsicherheitsreduktion zu hoch

erscheinen und Unsicherheiten akzeptiert werden.
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Sowohl die Implikationen durch die URT als auch die Erweiterung in der MRU lassen sich auf die hier
gefundenen Ergebnisse zu Transparenz in Kl Ubertragen. Zunachst ist der Wunsch nach zusatzlicher
Information per se eine MalBnahme zur  Unsicherheitsreduktion. Dass  hierfir
Hintergrundinformationen zum Urheber, aber auch Informationen von Dritten herangezogen werden,
entspricht der klassischen URT. Bei zufriedenstellender Information kann das Interaktionsrisiko als
ausreichend gesenkt wahrgenommen werden und (weitere) Interaktion, also Nutzung, folgen.
Hingegen reduzieren Erklarungen, die sehr technisch ausfallen, nicht verstanden werden oder fir
andere Bereiche geliefert werden als die als notwendig wahrgenommenen, keine Unsicherheit und
erhohen auch nicht die Nutzung. Gleichzeitig wird, entsprechend der MRU, nur begrenzt viel Aufwand
in Kauf genommen, um Unsicherheit zu reduzieren. Dies ist beispielsweise der Fall, wenn die
Interaktion als wenig risikobehaftet wahrgenommen wird: Unsicherheiten missen nur in Bezug auf die
Aspekte reduziert werden, die ausreichend relevant scheinen. Zuletzt macht es einen Unterschied, ob
Laien oder Expert*innen ein System nutzen mdchten: Die in der Studie befragten Laien zeigten
Unsicherheiten in anderen Bereichen als technische Expert*innen und besaRen eine andere (und auch

untereinander unterschiedliche) Motivation, diese zu reduzieren.

Darliber hinaus helfen Modelle, die die Vertrauensbildung oder -zusammensetzung erklaren, weitere
Ergebnisse dieser Arbeit einzuordnen. Im ,Integrativen Modell fiir organisationales Vertrauen”
(,,Integrative Model of organisational Trust“) von Mayer, Davis und Schoorman wirken drei Faktoren
wahrgenommener Vertrauenswirdigkeit auf das Vertrauen: Fahigkeit, Wohlwollen und Integritat
(1995). Tatsachlich spiegeln sich diese Faktoren in den Fragen wider, die die
Diskussionsteilnehmer*innen stellten: Wie gut ist das System in Bezug auf spezielle Fragestellungen,
handelt es in meinem Interesse und, zuletzt, ist das Dargestellte auch die Wahrheit? In Bezug auf KI
scheinen sich diese Mechanismen der Vertrauensbildung ebenso zu zeigen wie in menschlicher

Interaktion.

Die sehr prominenten ,Technology Acceptance-Modelle“ (TAM 1, 2 und 3) beinhalten als
Haupteinflussfaktoren auf Technologieakzeptanz den ,Ease of Use” und die ,Perceived Usefulnes”
eines technologischen Systems. Tatsachlich schien die ,,Perceived Usefulnes” bei der Musik-App als
geringer angesehen und kdnnte deshalb zu Zuriickhaltung gefiihrt haben. Allerdings waren Vorbehalte
gegeniber den beiden risikobehafteteren Apps anderer Natur, sodass weder ,Ease of Use” (was mit
dem vorliegenden Ansatz nicht untersucht wurde) noch ,,Perceived Usefulness” eine besonders grof3e
Rolle spielen. Es ist davon auszugehen, dass die beiden Faktoren in der tatsdachlichen Nutzung gréRere
Relevanz erlangen. Erganzend sei die Differenzierung des Modells von der , Intention to Use” und der

tatsachlichen , Usage” erwahnt. Dies leistet der Annahme Folge, dass eine Intention — oder eine
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entsprechende Aussage in einer qualitativen Studie — noch keine Nutzung darstellt, sondern nur als

einflussnehmende Variable betrachtet werden kann.

Als erweiterte Theory zum TAM ist die ,,Unified Theory of Acceptance and Use of Technology“ und
das in diesem Zusammenhang erstellte UTAUT-Modell (siehe Abbildung 19) ein prominentes Modell
flr Technologieakzeptanz und -nutzung (Venkatesh et al., 2003). Als vereinendes, umfangreiches
Nachfolgemodell der Technology Acceptance beinhaltet es jedoch keine Faktoren, die die Transparenz
des Systems oder zumindest eine Einstellung gegeniiber dem System abbilden. Auch in einer
Erweiterung des Modells von Dwivedi et al. findet sich keine Transparenz, jedoch etwas allgemeiner
die Einstellung gegeniber dem System (2019). In ihrer Studie zeigte sich, alle vier Hauptvariablen —
,Performance Expectancy”, ,Effort Expectancy”, aber auch ,Social Influence” und ,Facilitating
Conditions” — werden von der Einstellung gegeniber dem System beeinflusst. Die Einstellung selbst
wirkt wiederum stark auf die tatsdchliche Nutzung. Eine Ergdnzung der Variable ,Einstellung
gegenilber dem System”, die aufgrund der in der vorliegenden Studie Ergebnisse vorgenommen wird,
wirde Wechselwirkungen zwischen ,Performance Expectancy” und , Efford Expectancy” postulieren
sowie den starken Einfluss der Einstellung auf (zumindest) die Nutzungsintention (siehe rote

Ergdnzungen in Abbildung 19).

Bezliglich des Einflusses von Transparenz legen die Ergebnisse der aktuellen Studie nahe, dass sie die
Einstellung gegeniber dem System und dariiber hinaus auch seine zu erwartende Leistung
(,Performance Expectancy”) beeinflussen. Zuséatzlich wird die wahrgenommene Transparenz aber
auch von der Einstellung gegeniiber einem System und von Vorerfahrung beeinflusst. In einem Review
von Venkatesh et al. (2016), in dem das UTAUT-Modell um weitere Faktoren ergédnzt wird, stellen die
Autor*innen recht allgemein weitere sogenannte endogene Faktoren neben die bestehenden vier
Hauptfaktoren, die die Verhaltensintention beeinflussen (siehe Abbildung 19). Zu diesen endogenen
Faktoren zahlen sie beispielsweise Vertrauen. Ein auf die Hauptfaktoren wirkender exogener Faktor —
eine weitere ergdnzte Kategorie — ware das wahrgenommene Risiko. Die gefundenen Ergebnisse
deuten an, dass es sich bei Transparenz um einen weiteren endogenen — dem System immanenten —
Faktor handelt, der die Verhaltensintention beeinflusst. Darliber hinaus ist der Einfluss der
Transparenz auf das Vertrauen in ein System ebenso wie auf das wahrgenommene Risiko zu
postulieren. Auf Grundlage der hier prasentierten Ergebnisse kann also davon ausgegangen werden,
dass die in Abbildung 19 vorgenommenen roten Ergdnzungen ,Vorerfahrung”, ,(subjektive)
Transparenz” und ,Einstellung gegeniiber dem System” weitere Beziehungen zu Elementen wie ,Social
Influence” oder , Technology Use” aufweisen sowie zu aktuell nicht explizit enthaltenen Faktoren wie
y,Vertrauen in das System” oder ,wahrgenommenes Risiko”. Da insbesondere in KI-Systemen

Transparenz und Vorerfahrung wichtige Einflussfaktoren darstellen, stellen eine Ergdnzung und
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guantitative Prifung der Faktoren im UTAUT einen wichtigen Schritt dar, um das Modell fiir die

Nutzung immer komplexerer KI-Technologien anzupassen.

Abbildung 19: Modell der UTAUT in Schwarz-Weif3. Graue Boxen und Pfeile stellen Erweiterungen des
klassischen Modells dar; die Ergdnzung roter Boxen und Pfeile erfolgte auf Basis der vorliegenden Ergebnisse.

Performance
Expectancy

Effort
New Expectancy \\ Behavioral Technology

£ .

xogenous o Intention Use
Mechanisms l

Social
Influence

d New
I Facilitating / MZEEZ%:?“S
Conditions
| New New
Endogenous Moderation
Mechanisms Mechanisms

Anmerkung. Abbildung der schwarz-weifRen und grauen Boxen nach Venkatesh et al., 2016, S. 335.

5.4.7.  Limitationen

Bei Konzeption, Durchfiihrung und Auswertung der Studie ergaben sich verschiedene die Giiltigkeit
der Ergebnisse einschrankende Faktoren, auf die im Folgenden eingegangen werden soll. In
methodischer Hinsicht lassen sich die Zielgruppe, die Auswertung, die indirekte Fragemethodik und

der qualitative Ansatz auffihren.

Bei der untersuchten Zielgruppe ist, da sie aus dem Umfeld des IMA und des TAIGERS-Projekts
rekrutiert wurde, ein Uberdurchschnittliches technisches Wissen anzunehmen, auch wenn bei der
Rekrutierung selbst darauf geachtet wurde, keine KI-Expert*innen oder -Entwickler*innen einzuladen.
Ebenso ist eine hohere akademische Nahe als in der Allgemeinbevolkerung vorhanden. Dies zeigt sich
auch in der mittleren Selbsteinschatzung zum Wissen lber Kl, das in der Gruppe vorherrschte: Es gab
niemanden, der sich kein Wissen zuschrieb, jedoch wahlten 80 % der Teilnehmenden eine mittlere

Stufe des Wissens. Bei der befragten Gruppe herrschte teilweise eine sehr groRe Skepsis gegeniiber
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Kl. Deshalb kdnnte man annehmen, sie weise erhéhte eine Sensibilitdt und deshalb eine besonders
vorsichtige Anndherung an das Thema auf — es wurde also eine Gberdurchschnittlich sensibilisierte
Gruppe befragt. Dem entgegen konnte man auch argumentieren, mit der Ndhe zu Kl/Technik steige
die Gewbhnung und Begeisterung gegeniber Kl, und deshalb waren in der befragten Gruppe
Uberdurchschnittlich positive Stimmen vertreten. In einer Untersuchung von Schoeffer et al. (2022)
zeigte sich der Effekt von erhohter Al Literacy auf ein erhohtes Vertrauen in und Praferenz fiir ein Kl-
System mit Transparenz. In der vorliegenden Studie lasst die Breite der getatigten Aussagen keine
einzelne Richtung erkennen. Inhaltlich zeigen die Aussagen nur selten ein besonders hohes KlI-
Verstandnis, vielmehr betreffen sie Einstellungen, Meinungen und Anmerkungen aus KI-
Privatgebrauch und -nutzung. In einer zukiinftigen Untersuchung sollte dieser Zusammenhang

untersucht und das Vorwissen der Versuchspersonen ausfihrlicher berlicksichtigt werden.

Aufgrund der qualitativen Methodik spielt die Subjektivitait der Ergebnisse im Vergleich zu
guantitativen Studien eine wichtige Rolle. Als eine MaRnahme kann die Auswertung mit zwei
Auswerterinnen betrachtet werden, die sich regelmaRig austauschten. Dennoch ist es moglich, dass
die vorliegenden Kategorien bei anderen auswertenden Personen nicht identisch identifiziert worden
waren. Deshalb wurden, um die Intersubjektivitdt zu erhéhen, beim Bericht der Ergebnisse moglichst
viele Zitate aufgefiihrt, um einen guten Einblick in die Daten zu gewahrleisten. Dies ermdglicht
Leser*innen ein eigenes Bild darlber, inwiefern die gezogenen Schliisse stichhaltig sind. Auch die
Schlussfolgerungen und Implikationen wurden mit einer ausfiihrlichen Diskussion durchgefiihrt, um so
Intersubjektivitat zu gewahrleisten. Die kritische Reflexion der Stichprobe und ihrer Zusammensetzung
dient dariiber hinaus dem Zweck, die Reichweite der Ergebnisse zu verdeutlichen. Zuletzt deutet die
im Rahmen der Diskussion vorgenommene Einbettung der Ergebnisse in bestehende Theorien auf eine

Gultigkeit der Ergebnisse lber die gezogene Stichprobe hinaus hin.

Ein weiterer moglicher Kritikpunkt sind die indirekte Fragemethodik und ihre Auswirkungen auf das
Ergebnis: Moglicherweise ist das nun resultierende, sehr breite und viel umfassende Verstandnis von
Transparenz auch auf diese indirekte Fragemethodik zurlickzufiihren. Ware die Gruppe explizit nach
Transparenz gefragt worden, hatte sie moglicherweise ein engeres Verstandnis gedulert, das sehr viel
weniger Bestandteile — wie z. B. Datenschutz oder Hintergrundinformationen — umfasst. Man kénnte
auch argumentieren, durch eine konkrete Frage waren ganzlich andere Bestandteile in der Diskussion
Uber die Apps zum Vorschein gekommen. Dem lasst sich entgegnen: Auch in der auf die Apps
folgenden Diskussionsphase, in welcher konkrete Transparenzaussagen besprochen wurden, kamen

keine inhaltlich neuen Punkte, sondern vielmehr die zuvor besprochenen Punkte erneut zur Sprache.

Zuletzt stellt der qualitative Ansatz selbst Vor- und Nachteil fiir die Validitdt der Ergebnisse dar. Ein

qualitatives Vorgehen erlaubt ein sehr viel vertiefteres Eintauchen, Nachfragen und Analysieren einer
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Thematik. Gleichzeitig muss es immer der Kritik standhalten, Ergebnisse zu produzieren, die weniger
allgemeingiiltig und nur fiir die untersuchten Gruppen oder Gegenstinde giltig sind. In der
vorliegenden Studie stellt sich, ergdanzend zur mehr als flr Laien lblichen technischen Ndhe der
Stichprobe, die Frage, inwiefern die Aussagen (iber Verhalten, Einstellungen und Intentionen von
Diskussionsteilnehmer*innen mit ihrem tatsachlichen Verhalten zusammenhangen. Am Beispiel der
Musik-App lasst sich das Paradoxon aufzeigen, das moéglicherweise auch im Bereich Transparenz gilt:
Wahrend, wie die Aussagen vermuten lassen, Spotify einen von vielen genutzten Services darstellt,
war Datenschutz eines der im Zusammenhang mit der Musik-App meistdiskutierten Themen. Das
sogenannte Privacy-Paradox bezeichnet die hier schlummernde Diskrepanz (Barth & de Jong, 2017):
Direkt darauf angesprochen, duRRert ein GrofSteil der Nutzenden, sich wegen des Datenschutzes zu
sorgen und bei der Nutzung von Onlinesystemen auf die Einhaltung von PrivatsphdaremaRnahmen zu
achten. In ihrem tatsdchlichen Verhalten zeigen sie dann aber Gegenteiliges, nutzen unsichere
Systeme und geben ihre Daten ohne grolle Hemmnisse preis. Es stellt sich in Bezug auf Transparenz-
Anforderungen die Frage, inwiefern miindlich getatigten Vorbehalten tatsachliches Verhalten folgt —
oder auch hier ein Paradox gilt. Vor diesem Hintergrund ist auf den Dreiklang der vorliegenden Arbeit
zu verweisen: Insbesondere die dritte Studie, die im Folgenden vorgestellt wird, zielt auf eine
guantitative Untersuchung der Wirkung von Explainability bzw. Akkuratheitsinformationen auf die
tatsachliche Nutzung eines KI-Systems. Damit sollen die in dieser Studie qualitativ erhobenen

Ergebnisse durch eine weitere Perspektive ergdanzt werden.

Auf inhaltlicher Ebene sind der Einfluss individueller Faktoren sowie die Spezifitdat der Ergebnisse als

Limitationen zu nennen:

Eine Einschrankung der vorliegenden Studie stellt die Tatsache dar, dass individuelle Faktoren nicht
explizit betrachtet wurden, also z. B. Voreinstellung gegenliber KI, Wissen Uber Kl und demographische
Variablen. Da der Einfluss der Vorerfahrung sogar ohne explizite Betrachtung deutlich wurde, zeigt sich
jedoch die groRe Relevanz dieser Faktoren. Dariliber hinaus scheint es sich bei der Vorerfahrung um
einen besonders wichtigen Aspekt zu handeln, der selbst bei nicht spezieller Betrachtung hervortritt.
Weitere individuelle Einflussfaktoren sollen in anschlieBenden Studien, moglicherweise mit

quantitativem, vergleichendem Design, untersucht werden.

Ebenso lasst sich die Frage nach der Gliltigkeit der Ergebnisse auch hinsichtlich der verwendeten Apps
stellen. Der zu Beginn dargelegte Forschungsstand zeigt die enorme Spezifitat der Ergebnisse fir
einzelne Systeme. So stellt sich auch in dieser Studie der Einfluss von Fehlerrelevanz und des
Anwendungsbereichs des Systems als besonders grof8 heraus. Gleichzeitig ist aufgrund der hohen
Spezifitat bisheriger Ergebnisse unklar, ob es moglich ist, Systemvariablen zu abstrahieren und die

Ergebnisse liber die aktuell diskutierten Apps oder zumindest Uber ahnliche Systeme hinaus zu
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generalisieren. Selbst wenn die Pilz-App gesundheitliche Fragestellungen behandelt, sind ihre
Implikationen nicht ohne Weiteres auf beispielsweise einen Krankheitssymptom-Checker tGbertragbar.
Gleichzeitig ist doch denkbar, Ergebnisse, wie den Wunsch nach alternativen KI-Vorschlagen und
Akkuratheitsinformationen oder die Moglichkeit, die Vorschlage anhand mehr Informationen selbst zu
prifen, auf ein solches System zu Uibertragen. Insbesondere die weniger spezifischen Ergebnisse, z. B.
zum Einfluss der Vorerfahrung, der Relevanz von Hintergrundinformationen oder der Bedeutung der

wahrgenommenen Kontrolle, lassen groRere Giiltigkeit annehmen.

Unter Beriicksichtigung der methodischen und inhaltlichen Limitation wurde diese Ubertragung der
Gliltigkeit abhangig von Systemvariablen im folgenden Kapitel, dem Kapitel 5.5, aufgegriffen und
ausgearbeitet. So ergeben sich Implikationen fir KI-Systeme abhangig von ihren Gegebenheiten, die
bei ihrer Entwicklung beachtet werden sollten, um anhand von Transparenzaspekten —im weiten Sinne

— Vertrauen und Nutzung zu starken.

5.5.  Implikationen aus Studie (b) ,,Nutzendenanforderungen”

Wie Ergebnisse und Diskussion zeigen, stellt sich KI-Transparenz fiir Endnutzende als sehr viel breiteres
Konzept dar, als das oft technisch betrachtete. Der Bedarf nach Hintergrundinformationen, also tGber
Urheber und Geschaftsmodell, Uber Zertifikate oder Bewertungen durch Dritte, ist zur
Vertrauensbildung relevant (Kapitel 5.4.4) und mindestens so groR wie der nach globaler oder lokaler
Transparenz (Kapitel 5.4.2). Letztere scheint vor allem dann relevant zu sein, wenn es darum geht, zu

beobachten, wie eine Kl einen Fehler macht und diesen nachvollziehen zu wollen.

Als wichtige Faktoren, die die Wahrnehmung und Anforderungen an Transparenz maRgeblich formen
(Kapitel 5.4.1), ist erstens die wahrgenommene Fehlerrelevanz zu nennen. Haben die KI-Ergebnisse
groRen Einfluss auf mein Leben, meine Finanzen oder Gesundheit und ist es demnach besonders
folgenreich, wenn die Kl einen Fehler begeht, steigt der Bedarf nach Transparenz in fast jeder Hinsicht.
Auf sehr dhnliche Weise wirkt die Wahrnehmung, die Kl betreffe eine ethisch sensible Thematik.
Zweitens haben Vorerfahrungen und Einstellungen einen maRgeblichen Einfluss darauf, wie KI-
Systeme wahrgenommen werden, welche Aspekte Skepsis hervorrufen und welche Form von

Transparenz gefordert wird.

Dartiber hinaus ist Kontrolle ein zentraler Einflussfaktor auf die Nutzung von Kl (Kapitel 5.4.3). Auch
wenn sie keinen klassischen Transparenzaspekt darstellt, besteht sie aus dem Bediirfnis, eigene
Entscheidungen treffen zu wollen. Um dazu in der Lage zu sein, ist es nétig, einschdtzen zu kdnnen, wo
Vertrauen und wo Kontrolle bei der Interaktion mit KI sinnvoll sind. Das Bedurfnis nach Kontrolle

begriindet also das Bedlirfnis nach Transparenz.
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Die aus diesen Erkenntnissen folgenden Implikationen werden im Folgenden getrennt berichtet fir
Praxis und Forschung. Fiir den Einsatz in der Praxis wurde eine Matrix entwickelt, aus der sich aus den
gegebenen Systemeigenschaften eines Systems Implikationen zur Umsetzung seiner Transparenz
ableiten lassen (siehe Tabelle 16). Aufbauend auf Ergebnissen und Diskussion sowie der dort
vorgenommenen Einbettung der Ergebnisse in bestehende Theorien (Kapitel 5.4.6) werden in Kapitel
5.5.2 Anknilpfungspunkte fiir die Forschung aufgezeigt.

5.5.1. Transparenzmatrix fir die Praxis

Auf Grundlage der Ergebnisse lassen sich gegebene Systemeigenschaften und daraus resultierende
Implikationen flr die Transparenz des Systems in Beziehung setzen. Daraus ergibt sich eine Matrix, die
Tabelle 16 darstellt. Sie ist geeignet fur Entwickler*innen, Designer*innen und Anbieter*innen eines
KI-Systems und kann wahrend seiner Entwicklung zurate gezogen werden oder bereits entwickelte
Dienste kdnnen mit ihrer Hilfe analysiert werden. In beiden Fallen hat die Transparenzmatrix zum Ziel,
anhand der gegebenen oder zukiinftigen Eigenschaften eines Systems aufzuzeigen, welche Arten und
Aspekte von Transparenz notig sind oder waren.

5.5.1.1. Anwendung der Transparenzmatrix

Die erste Zeile der Matrix enthdlt die aus den Ergebnissen der Fokusgruppen relevanten
Systemeigenschaften (siehe Tabelle 16). Diese Faktoren aufgreifend lasst sich eine Liste erstellen, aus
der die auf eine gegebene Kl zutreffenden Faktoren auszuwahlen sind. Die neun Faktoren sowie die

fir ihre Auswahl zu stellenden Fragen sind:

Hohe Fehlerrelevanz: Werden Fehler der Kl als schwerwiegend angesehen?
Dient der Unterhaltung: Dient die Kl in erster Linie der Unterhaltung?
Ethische Thematik: Sind ethische Bedenken in Bezug auf die KI bekannt?

Sensible Daten: Nutzt die Kl sensible Daten (personliche Daten, die Stimme etc.)?

O O o o O

Negative Vorerfahrung/Einstellung: Sind in Bezug auf die Kl (oder dhnliche Systeme) negative

Vorerfahrungen gemacht worden bzw. negative Einstellungen vorhanden?

O Fremdes System/keine Vorerfahrung: Ist das System fremd und wurden noch keine
Vorerfahrungen (mit dhnlichen Systemen) gemacht?

O Positive Vorerfahrung mit System: Wurden in Bezug auf die KI (oder dhnliche Systeme) bereits
positive Vorerfahrungen gemacht?

O Mehrere Ergebnisse zur Auswahl: Stellt das System mehrere Ergebnisse bereit, aus denen die

Nutzenden dann eines auswahlen?

O Nutzung kostet Geld: Kostet die Nutzung/die KI Geld?

Dabei ist wichtig zu verstehen, dass es sich bei den subjektiven Systemeigenschaften um durch die

Nutzenden wahrgenommene Faktoren handelt. Das gleiche System kann von verschiedenen
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Nutzenden unterschiedlich angesehen  werden: Beispielsweise beurteilten  einige
Fokusgruppenteilnehmende die Musik-App aufgrund der Interaktion mit der eigenen Stimme als
ethisch bedenklich. Zur Identifikation der relevanten Systemeigenschaften ist also der Einbezug der

Nutzenden zu empfehlen.

Das Beispiel der Musik-App verdeutlicht auRerdem, dass es insbesondere bei umfangreicheren Ki-
Systemen sinnvoll ist, diese vor der Analyse in ihre einzelnen Prozessschritte zu untergliedern. Die
Musik-App beispielsweise besteht aus den Prozessschritten (a) Eingabe der Daten per Stimme und (b)
Vorschlag einer Playliste. Der letzte Schritt, die Nutzung, konnte man als dritten Schritt hinzufiigen
oder als auBerhalb des Systems stattfindend festlegen. Ethische Bedenken werden im Hinblick auf die
Eingabe der Daten per Stimme relevant. Hingegen wird beim Vorschlag der Playliste relevant, ob nur

eine oder mehrere angezeigt werden.

Das empfohlene Vorgehen beim Einsatz der Matrix besteht also aus vier Schritten (siehe Abbildung
20). Im ersten Schritt wird, falls n6tig, die Kl in ihre Prozessschritte zerlegt, um sie einzeln analysieren
zu kénnen. Im zweiten Analyseschritt wird mithilfe von Nutzenden identifiziert, welche subjektiven
Systemeigenschaften aus obiger Liste bzw. der ersten Zeile der Matrix fir ein gegebenes System als
zutreffend wahrgenommen werden. Anschliefend kann in der Matrix abgelesen werden, welche
Anforderungen an Transparenz sich aus den Systemeigenschaften ergeben. Im Sinne einer
nutzendenzentrierten Entwicklung ist in einem vierten Schritt eine Evaluation des Ergebnisses
empfohlen, um zu prifen, ob die Systemeigenschaften korrekt identifiziert wurden und die

TransparenzmaRnahmen das Verstdandnis des Systems fordern und die Nutzung unterstitzen.
Abbildung 20: Vier Schritte beim Einsatz der Transparenzmatrix (siehe Tabelle 16). In Schritt 2 wird die erste

Zeile der Transparenzmatrix genutzt, in Schritt werden 3 die Implikationen aus den Spalten der Matrix
abgelesen.

Analyse des KI- Analyse des KI- Umsetzung der Evaluation der
Systems I: Systems Il: sich ergebenden Wahrnehmung der
Ggf. zerlegen in Systemfaktoren Anforderungen an KI-Transparenz
Einzelschritte identifizieren KI-Transparenz durch Nutzende

Zur Ermittlung des Ergebnisses offenbaren die Systemeigenschaften Zusammenhange mit
verschiedenen Implikationen, die in Bezug auf Kl-Transparenz zum Tragen kommen (siehe Tabelle 16).
Die 13 Punkte dieser Implikationen umfassen die Folgenden, die mit kurzen Erklarungen oder

Anregungen zur Umsetzung versehen sind:

- Bedarf nach Kontrollgefiihl: Nutzende wollen die letzte Entscheidung haben bzw. die

Moglichkeit, Einfluss auf System und/oder Ergebnisse zu nehmen.
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- Bedarf nach Erkldrungen: Grundsatzlich Erkldrungen zum System und seiner Funktionsweise

- Lokale Transparenz: Erklarung, warum ein einzelnes Ergebnis zustande kommt

-> Globale Transparenz: Erklarung, wie das System als Ganzes funktioniert

> Weitere Informationen zum Ergebnis: Uber die Anzeige des Ergebnisses hinaus wiinschen
Nutzende mehr Informationen zu diesem Ergebnis (z. B. weitere Fotos, Links).

- Mehrere Ergebnisalternativen: Anstelle eines einzelnen Vorschlags wiinschen Nutzende
mehrere Vorschldge, aus denen sie einen auswahlen.

- Sicherheiten liber Dritte: Zertifikate oder soziale Informationen und Bewertungen anderer

- Rechenschaftspflichten: Ubernahme von Verantwortung im Falle eines Fehlers

- Info liber Urheber: Wer hat die Kl entwickelt, was sind Motive, Gewinninteressen etc.?

- Infos zum Datenschutz: Wie werden Daten verarbeitet, wo gespeichert, wann geldscht?

- Akkuratheitsangaben: Information, wie sicher sich die KI mit dem Ergebnis ist

- Akkuratheitsanspruch: Erwartung hoher Akkuratheit, moglichst weniger Fehler

- 2Zugangsschwelle:  Keine  Transparenzanforderung, allerdings ldsst sich  aus

Systemeigenschaften ableiten, als wie hoch die Zugangsschwelle wahrgenommen wird.

Zwei Anmerkungen sind zum Aufbau der Matrix zu tatigen: Zum einen sollen die leeren Felder in der
Matrix erklart werden. Diese stehen fiir keinen (in der Studie) gefundenen Zusammenhang. Sind sie
leer, besteht an der Stelle also kein Zusammenhang zwischen Systemeigenschaft und
Transparenzanforderung. Das bedeutet aber nicht, dass die Anforderung nicht durch eine andere

zutreffende Systemeigenschaft relevant werden kann.

Zum anderen stellen Vorerfahrungen keine Systemvariablen im eigentlichen Sinne dar. Gleichzeitig
zeigte sich ihr Einfluss als enorm wichtig fur die Transparenzanforderungen, weshalb sie in einer
Transparenzmatrix auch enthalten sein miissen. AuBerdem sind Vorerfahrungen doch abhangig vom
System. So hatten ein Grofiteil der Diskussionsteilnehmenden Vorerfahrungen mit Spotify, die ihre
Wahrnehmung und Bewertung der Musik-App beeinflussten. Bei KI-Systemen mit prominenten
Vorgangern oder Alternativen wéaren also entsprechende Vorerfahrungen zu bericksichtigen.
Ebenfalls waren die insgesamt eher negativen Vorerfahrungen bzw. Voreinstellungen mit Geldanlagen
ein Grund fur die grofRe Ablehnung der Finanz-App. In Anwendungsbereichen, in denen mit grofRer
Skepsis gerechnet werden muss, oder bei Systemen fiir Zielgruppen, die eher skeptisch auftreten —
man denke beispielsweise an Betriebsrate — gilt es also, bei der Entwicklung von KI-Systemen diese
Variable zu bericksichtigen. Um prazise zu sein, wurde die Benennung der Kategorie

,Systemeigenschaften” um , Interaktionseigenschaften” erganzt (siehe Tabelle 16).
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Zusammenfassend lasst sich also als Implikation fir Entwickler*innen ableiten:

Implikation 5’ fiir Entwickler*innen von KI:

Nutzen Sie die Transparenzmatrix (Tabelle 16), indem Sie den vier Schritten folgen: 1. Ggf. zerlegen in
Einzelsysteme, 2. Systemeigenschaften identifizieren, 3. Anforderungen ableiten und umsetzen, 4.

Evaluation der KI-Transparenz (Abbildung 20). Beziehen Sie Nutzende mit ein.

AulRerdem soll noch eine dritte Implikation erganzt werden, die sich in den Fokusgruppendiskussionen
zeigte und die Uber die Analyse von Systemeigenschaften hinausgeht: Gruppen von Laiennutzenden
sind in ihrer Zusammensetzung sehr heterogen. Manche haben ein Interesse daran, wie die Systeme
funktionieren, mit denen sie interagieren. Andere wollen nur, dass die Kl funktioniert. Warum ein
bestimmtes Ergebnis fur sie erfolgt, ist ihnen egal. Um den unterschiedlichen Bedirfnissen von
Nutzenden gerecht zu werden, ist also Individualisierung ein wichtiges Thema. Die Gestaltung von
Erklarungen, die personalisiert fiir einzelne Nutzende gestaltet sind, ware zukinftig sicherlich ein
Gewinn, jedoch sehr komplex in der Gestaltung. Fiir eine einfachere Umsetzung reicht es aus,
Transparenz in verschiedenen Schritten optional und auswahlbar bereitzustellen. Idealerweise lasst
sich durch anklickbare Buttons oder Ein- und Ausblenden von Erklarungen eine Kl-Transparenz

umsetzen, die verschiedenen Bedirfnissen nach Informationstiefe gerecht wird.

Implikation 6 fiir Entwickler*innen von KI:

Gestalten Sie Transparenz in verschiedenen Detailtiefen, von einfach bis komplex. Zeigen Sie nicht zu

viel Information auf einmal, sondern ermdglichen Sie eine schrittweise Vertiefung.

5.5.1.2. Beispiel einer Anwendung
Zur Veranschaulichung, wie die Transparenzmatrix genutzt werden kann, stelle man sich vor, es soll

ein neues KI-System zum Erstellen der Steuererklarung durch Abfotografieren der entsprechenden
Unterlagen eingefiihrt werden. Das System besteht also (a) aus der Eingabe der Daten und (b) aus der
Bereitstellung der automatisch ausgefiillten Steuererklarung. Je nach Umfang und Expertise ist flir den
GrofRteil einer befragten Nutzendengruppe die Fehlerrelevanz des Ergebnisses hoch, fur Einzelne
geringer. Die App dient nicht der Unterhaltung. Auch ergab die Vorbefragung, dass beide
Prozessschritte nicht als ethisch problematisch wahrgenommen werden, jedoch sind die verarbeiteten
Daten hochsensibel. Die Nutzenden haben positive Vorerfahrungen mit der Eingabe per Foto und viele
kennen bereits ahnliche Systeme zur Unterstltzung bei der Steuererkldrung. Auch sind die
Einstellungen zu einem KI-System zur Steuererklarung nicht schlecht: Das Thema wird zwar

Uberwiegend als nervig wahrgenommen, aber die Hoffnungen auf Unterstltzung sind groR. Einige

7 Die Implikationen 1 bis 4 finden sich bei Forschungsfrage (a) ,,Fehlerfall” in Kapitel 4.5.1.
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haben gute Erfahrungen mit manuellen Steuerprogrammen gemacht. In diesem Fall sind nicht
verschiedene Ergebnisse moglich, sondern das System soll die eine, optimale Losung erstellen. Die

Nutzung des Systems wird Geld kosten.

Dies als Grundlage nehmend, lasst sich in den Spalten ablesen, welche Implikationen fir die KI-
Transparenz des Systems entstehen, wenn bei einem System hohe Fehlerrelevanz, sensible Daten,
neutrale bis gute Erfahrungen und Kosten des Systems zutreffen. Es ergeben sich hohe Anforderungen
an die Moglichkeit, Kontrolle auszuiiben: Bevor die Erkldarung abgeschickt wird, sollte eine manuelle
Uberarbeitung/Korrektur moglich sein. Auch besteht Bedarf nach Erklarungen insgesamt und sowohl
nach lokaler als auch nach globaler Art. Um das Vertrauen zu starken, sollte offengelegt werden, wer
die Urheber der App sind und was sie als Expert*innen auszeichnet. Ebenso ist es zentral, Datenschutz
zu gewahrleisten und transparent zu machen, wie und wo die Daten verarbeitet werden. Aufgrund der
(uberwiegend) hohen Fehlerrelevanz und der Kosten besteht ein hoher Akkuratheitsanspruch.
Akkuratheitsangaben sind, auch weil es sich um ein neues System handelt, ebenfalls férderlich.
Ebenso ist die Zugangsschwelle erhdht, aber bei ausreichend Transparenz und aufgrund der positiven
Vorerfahrungen besteht die Annahme, dass das System angenommen wird. Bei allen Transparenz-
Angaben gilt: Im besten Fall werden diese nach Interesse abrufbar gegliedert, z. B., indem man Gber
einen zusatzlichen Infobutton erfahren kann, weshalb was wie ausgefiillt wurde und bei einem

weiteren Klick mehr Details erhalt.
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5.5.2.  AnschliefSende Forschungsfragen
Zundachst ist festzustellen, dass sich in der vorliegenden Studie zeigte, wie sehr technisches und

sozialwissenschaftliches Verstdndnis von Kl-Transparenz auseinander geht. Dies stellt die
Notwendigkeit nach interdisziplinarer Forschung heraus: Die Erforschung der Frage, wie Transparenz
von KI-Systemen, die Blackboxen sind, ermdglicht werden kann, bedarf der Expertise von IT-
Spezialist*innen und KI-Forscher*innen. Gleichzeitig miissen diese Ergebnisse des technisch moglichen
flr Nutzende umgestaltet, (schrittweise) aufbereitet und angepasst werden. Anstelle einer separaten
Betrachtung von Transparenz aus technischer und aus sozialwissenschaftlicher Sicht, gilt es
gemeinsam die Fragestellung nach der Ubersetzung des technisch moglichen in das fiir Nutzende
notige zu verfolgen. Die Frage kann aus verschiedensten Perspektiven weiter interdisziplinar
ausgestaltet werden. So stellt sich fir die Philosophie die Frage, welche Aspekte fir Nutzende
transparent gemacht werden sollten. Und fiir die juristische Forschung steht insbesondere vor dem
Hintergrund neuer gesetzlicher Regularien die Frage im Raum, wie diese umgesetzt und bestehende

Systeme geprift werden kénnen.

In Bezug auf die Einbettung der Ergebnisse in bestehende Theorien lassen sich an mehreren Stellen
Méglichkeiten fiir Anschlussforschung identifizieren. So ergeben sich aus dem Ubertrag der Ergebnisse
auf die MRU (Kramer, 1999) weitere Fragen, die es durch empirische Forschung zu ermitteln gilt.
Zunachst folgt aus der Annahme, dass mehr Information nicht unbedingt weniger Unsicherheit
bedeutet, ob und wie sich die ideale Menge an Information feststellen, messen oder vorhersagen
lasst. In Bezug auf die DSGVO zeigen sich viele Beispiele, bei denen die reine
Informationsbereitstellung im besten Fall zu Genervtheit, im schlechtesten zu einer Verunsicherung
fihrt. Ubertragen auf Transparenz und vor dem Hintergrund der fiir KI aufkommenden Gesetze wird
die Frage nach der richtigen Menge an Information und ihrer Darstellung also dringlicher, um

Verstandnis, Informiertheit und den Abbau von Unsicherheit zu gewahrleisten.

Darliber hinaus ergibt sich aus der in Kapitel 5.4.6 vorgenommenen Erweiterung des UTAUT der
dringende Bedarf, diese Erweiterung zu prifen. Dabei geht es nicht darum, genau die postulierten
Bezlige zu untersuchen, sondern um zwei sehr viel allgemeinere Fragen: Erstens gilt es, fir ein Modell,
das sich als ,Unified” und giiltig fir ,Technology” bezeichnet, zu ermitteln, welche spezifischen
Erganzungen in Bezug auf Kl zu tatigen sind. Die soziale Komponente erhalt in diesem Zusammenhang
sicherlich eine Aufwertung, da die gesellschaftlichen Einstellungen zu Kl haufig uneinheitlich sind
(Brauner et al., 2023; Fischer & Petersen, 2018). Daran anschlieRend besteht die Annahme, dass z. B.
Vorerfahrung und Einstellung gegeniliber dem System eine groRRere Rolle einnehmen als in bisherigen,
weniger komplexen Technologien. Daraus ergibt sich die zweite Frage, namlich die nach der Wirkrolle

von Transparenz. Da die aktuellen KI-Systeme vor allem durch ihre Komplexitat charakterisiert sind
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und ihre Prozesse zunehmend unverstandlich werden, gilt es zu untersuchen, wie sich ein solches
fehlendes Verstandnis auf Faktoren wie Performance Expectancy oder Efford Expectancy auswirkt.

|ll

Die aktuellen Ergebnisse ebenso wie die von Studie (a) ,,Fehlerfall” zeigen den Effekt von Transparenz
auf Nutzungsintention bzw. Nutzung in verschiedenster Hinsicht. Entsprechend gilt es die Frage zu
klaren, wie sich Transparenz und ihre Wirkung in ein UTAUT, das auch KI-Systeme umfasst, einbetten

lassen.
Zusammenfassend ergeben sich die folgenden Forschungsfragen fiir die Zukunft:

- Wie lasst sich das technisch Mogliche der XAl-Forschung in die fir Nutzende notige
Transparenz Ubersetzen? (mit moglichem Anschluss fiir philosophische und juristische
Fragestellungen)

- Wie lasst sich die fiir Nutzende passende Menge der bereitgestellten Transparenzinformation
messen, systematisieren und prognostizieren (MRU)?

- Wie lasst sich das UTAUT fir eine Gltigkeit flr Kl erweitern und wie lasst sich dabei der Faktor

KI-Transparenz integrieren?

5.6.  Zwischenfazit zur Studie (b) ,,Nutzendenanforderungen®
In der dargestellten Studie wurde die Forschungsfrage (b) untersucht: Welche Anforderungen an
Transparenz in Kl bestehen fiir Laiennutzende und inwiefern unterscheiden sie sich nach

Eigenschaften der KI? Dazu erfolgte eine Aufteilung dieser Frage in zwei Leitfragen
FF b (1): Welche Anforderungen an Transparenz in KI-Apps haben Laiennutzende?
FF b (2): Was erwarten Nutzende abhangig von gegebenen Systemeigenschaften?

Auf Grundlage von Fokusgruppendiskussionen dreier KI-Apps wurde mithilfe der Inhaltsanalyse nach
Mayring ein Kategoriensystem entwickelt, das zunachst die Leitfrage 1 beantwortet (Kapitel 5.3.1).
Zusammengefasst ldsst sich sagen: Die Anforderungen von Laien an Transparenz gehen deutlich tiber
ein technisches Verstandnis hinaus. Dies wird beispielsweise deutlich, wenn sie teilweise Erklarungen
dafiir wiinschen, warum ein spezifisches Ergebnis zustande kam — also lokale Transparenz — und
teilweise globale Transparenz fordern, also Erklarungen, wie eine Kl generell funktioniert. Wichtiger
fir sie sind allerdings weitere Hintergrundinformationen (iber Urheber, Bewertungen Dritter und

Datenschutz sowie zu Kontrolle und Sicherheit.

Darauf aufbauend konnte Leitfrage 2 durch die Betrachtung und Unterscheidung der drei KI-Apps und
der verschiedenen, in den KI-Apps umgesetzten Systemeigenschaften untersucht werden (Kapitel
5.3.2). Es zeigt sich der wichtige Einfluss des Anwendungsbereichs und der Systemeigenschaft

Fehlerrelevanz. Bei hoherer Relevanz moglicher Fehler steigen die Anforderungen gegeniber
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Transparenz: Mehr Hintergrundinformationen werden gefordert und auch der Bedarf nach
Erklarungen allgemein sowie nach lokaler Transparenz im Speziellen steigt. Weitere systemabhangige
Einflussfaktoren sind die Wahrnehmung moglicher ethischer Probleme und die Verarbeitung sensibler
Daten. Die Vorerfahrung mit dem System, die auch davon abhédngt, ob bereits dhnliche Systeme
bestehen, sowie allgemeinere Vorerfahrungen aus dem Anwendungsbereich haben groRen Einfluss

auf die Transparenzanforderungen gegeniber KI.

Die Forderung nach Kontrolle (Kapitel 5.4.3), die in allen Diskussionen angesprochen wurde,
verdeutlicht den Anspruch der Nutzenden, dass intelligente Systeme immer unter der Kontrolle von
Menschen zu liegen haben. Aus diesem Anspruch ergibt sich die Aufgabe, die transparente Kl zu
erfiillen hat: Um sinnvoll Kontrolle ausiiben zu kdnnen, sind Nutzende auf Nachvollziehbarkeit und

Verstandnis des Systems angewiesen.

Insofern schlieft das vorangehende Kapitel eine Forschungsliicke bei der Fragestellung, welches
Verstandnis flr Laien iberhaupt an Transparenz besteht und hinsichtlich welcher Teile eines Systems
sie Nachvollziehbarkeit und Verstandnis fordern. Diese Liicke ist insbesondere deshalb von Relevanz,
da sich bisher viel Forschung zu Transparenz ,has focused explicitly on ML models, asking questions
about people’s abilities to understand model internals or the ways that particular models map inputs
to outputs, as well as questions about the relationship between these abilities and people’s willingness
to trust a model. However, the model is just one component of the ML pipeline [...]” (Yin et al., 2019,
S. 1). Die Studie zeigt, Nutzende wiinschen sich weniger ein ,,enges”, modell-abhidngiges Verstandnis,
sondern haben Bedarf an dariber hinausfiihrender Information, um Vertrauen aufbauen, das System

einschatzen und so auf sinnvolle Weise nutzen zu kdnnen.

Die gesamte vorliegende Arbeit geht von einem sehr breiten Verstandnis von Transparenz aus und die
nun berichtete Untersuchung starkt diese Argumentation: Fiir Laien macht es wenig Unterschied, wo
die Grenze zwischen Explainability, Transparenz, Hintergrundinformation oder Akkuratheitsangabe
gezogen wird. Sie bediirfen bestimmter Informationen, um einem System zu vertrauen, um es zu
nutzen. Fir Entwickler*innen eines Systems ergeben sich je nach (durch die Nutzenden
wahrgenommener) Eigenschaften des Systems Anforderungen an Transparenz. Um diese
Zusammenhédnge umsetzbar zu machen, wurde in Kapitel 5.5.1 eine Transparenzmatrix fir die Praxis
entwickelt und vorgestellt. Mit deren Hilfe kénnen Entwickler*innen ableiten, welche Aspekte von KI-

Transparenz in einem KI-System umgesetzt werden sollten.

Offen ist nach dieser qualitativen Studie die Frage nach einer Validierung oder zumindest Erganzung
ihrer Ergebnisse durch quantitative Untersuchungen. Ahnlich zur sehr speziellen Fragestellung (a)

,Fehlerfall”, verfolgt die ndchste Studie zu Forschungsfrage (c) , Transparenzarten” mit einem Online-
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Experiment einen quantitativen Ansatz. Das Ziel der Studie besteht darin, den Einfluss
unterschiedlicher Formen der Transparenz, die auch in der vorliegenden Untersuchung diskutiert

wurden, auf Vertrauen und Nutzung zu untersuchen.
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6. Vergleich des Effekts von Transparenzarten auf die Nutzung (Forschungsfrage c)

Auch wenn immer mehr ML-Systeme als kiinstlich intelligent bezeichnet werden kénnen und der
steigende Anteil an Deep Learning-Modellen die Bemiihungen um Transparenz in diese Systeme
erschwert, gibt es inzwischen eine Vielzahl an Ansatzen, Blackboxen zu mehr Transparenz zu verhelfen.
Agnostische Verfahren der Explainability, die nachtraglich auf nicht erklarbare Systeme aufgesetzt
werden und zu Post-Hoc-Transparenz flihren, erméglichen es, einen grofRen Anteil von KI-Modellen
mit zusatzlichen Erklarungen anzureichern (Herm et al., 2023). Dabei gibt es verschiedene Arten der
Erklarungen und verschiedene Ebenen, auf denen diese unterschieden werden (Mohseni et al., 2021),

die in Kapitel 2.2.4 ausfihrlich dargelegt wurden.

Nachdem mit qualitativen Methoden die Frage nach Anspriingen von Laien an die Transparenz von K-
Systemen beantwortet wurde, untersucht die Fragestellung ¢ verschiedene Kl-Transparenzarten mit
einer quantitativen Methodik. Im Folgenden werden vier verschiedene Arten der Kl-Transparenz
verglichen in ihrer Auswirkung auf Nutzung und Vertrauen des transparenten Systems: eine globale
und eine lokale Erklarung fiir die Funktionsweise und eine globale und eine lokale Akkuratheitsangabe.
Die Untersuchung hat das Ziel generalisierbare Erkenntnisse zu den Auswirkungen von Transparenz

auf Nutzung und Vertrauen von Kl zu liefern.

Nachdem also in Fragestellung a der Effekt einer Art der Transparenz — globale Akkuratheitsangaben —
auf einen persistierenden KI-Effekt — Algorithm Aversion — quantitativ erforscht wurde, wird im
Folgenden, bei der Auseinandersetzung mit Forschungsfrage c, ein breiterer quantitativer Ansatz

gewahlt. Die Forschungsfrage lautet:

FF (c) ,Transparenzarten: Wie wirken sich verschiedene Arten der Kl-Transparenz auf

Vertrauen und Nutzung eines Systems aus?

Ihre theoretische Einordnung sowie die Ableitung von Hypothesen zu ihrer Untersuchung finden im

Folgenden statt.

6.1. Theoretische Einordnung und Hypothesen

Lange Zeit spielten sozialwissenschaftliche Ansatze in der XAl-Forschung keine Rolle. Ziel war es, mit
Ansatzen der Explainability die Prozesse von Kl fiir Entwickler*innen und Expert*innen nachvollziehbar
zu machen, unter der Annahme, mit Transparenz auch Vertrauen und Akzeptanz der Nutzenden zu

erhohen (Felzmann et al., 2019; Molnar, 2019).

Seit den 2020er Jahren steigt die Zahl der sozialwissenschaftlichen Untersuchungen zu transparenter
KI und wie diese von Endnutzenden angenommen wird (Arrieta et al., 2020; Shulner-Tal et al., 2023,

siehe auch Kapitel 2.3): Die Untersuchungen zeichnen ein uneinheitliches Bild von Transparenz.
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Nutzende praferieren transparente gegeniber nicht transparenten Systemen (S. S. Y. Kim et al., 2023).
Transparenz fihrt jedoch auch zu weniger Vertrauen oder Nutzung, beispielsweise wenn Erwartungen

enttduscht oder Nutzende mit Informationen tiberfordert werden (Springer, 2019; Zhao et al., 2019).

Nutzung und Vertrauen dienen dabei in einer Vielzahl von Studien als abhangige Variablen, werden
aber sehr unterschiedlich operationalisiert (siehe Kapitel 2.3.1). Eine dimensionale Quantifizierung

|ll

geschieht haufig und wie schon in Studie (a) ,Fehlerfall“ als WOA, also als Wert zwischen 0 = ,kein
Einfluss“ und 1 = ,Vorschlag ibernommen“ (Dietvorst & Bharti, 2019; T. Kim & Song, 2020). Da sich
von hohem Vertrauen nicht automatisch auf hohe Nutzung schlieRen lasst (Daschner & Obermaier,
2022; Schmidt et al., 2020), wurden in der vorliegenden Studie beide Variablen unabhangig
voneinander betrachtet: die tatsdchliche Nutzung des Algorithmus operationalisiert (iber den WOA

und das Vertrauen in den Algorithmus liber eine Skala.

Die ambivalenten Studienergebnisse deuten an: Transparenz in Kl verandert Nutzung und Vertrauen

gegeniber den Systemen. Daraus leiten sich fir die folgende Studie zwei Hypothesen ab:

H1: Transparenz in Algorithmen im Vergleich zu keiner Transparenz geht einher mit einer

veranderten Nutzung des Algorithmus.

H2: Transparenz in Algorithmen im Vergleich zu keiner Transparenz geht einher mit einem

veranderten Vertrauen in den Algorithmus.

Wahrend es von technischer Seite verschiedene Arten gibt, Transparenz umzusetzen, sind die
Auswirkungen dieser technischen Mdglichkeiten auf Endnutzende noch weitgehend unklar, gerade
und besonders im Vergleich miteinander. Bisherige Studien untersuchten einzelne Transparenzarten,
beispielsweise die Wirkung von verschiedenen Heatmaps (Herm et al., 2023; Karran et al., 2022). Die
Heatmap ist in der technischen Forschung zu Explainability eine weit verbreitete Methode, die
insbesondere in der Bilderkennung Anwendung findet (Herm et al., 2023; Posada-Moreno et al., 2023;
Zintgraf et al., 2017). Trotz ihrer Popularitat sind die Ergebnisse hierbei uneinheitlich. Manche
Heatmap-Erklarungen steigern die Verstandlichkeit, andere unterscheiden sich nicht von Bedingungen
ohne Erklarung (Herm et al., 2023). In einer Untersuchung, ob die Erklarung, welche Faktoren fiir eine
einzelne Entscheidung besonders wichtig waren, dabei helfen, das Vertrauen zu regulieren, bestétigte

sich dieser Zusammenhang nicht (Y. Zhang et al., 2020).

Von diesen traditionellen Arten der Erklarungen lassen sich Informationen Gber die Akkuratheit eines
Modells unterscheiden. Diese Art der Transparenz geschieht, wie z. B. Yin et al. anmerken, immer
haufiger bei der Nutzung von Kl (Yin et al., 2019). Auch die Al HLEG der Europaischen Kommission fiihrt
die Kommunikation der Kl-Akkuratheit in ihrer Anforderungsliste an Kl auf mit der Frage: ,Did you

communicate the technical limitations and potential risks of the Al system to users, such as its level of
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accuracy and/ or error rates?” (Al HLEG, 2020, S. 15). Die Ergebnisse zu Forschungsfrage (b)
»,Nutzendenanforderungen” legen nahe, dass Nutzende einschdatzen mochten, wie gut und akkurat
eine Kl arbeitet. Manche Studien zeigten eine verringerte Akzeptanz und erhéhtes Misstrauen
gegeniber dem System, wenn Akkuratheitsangaben vorhanden waren im Vergleich zu keinen Angaben
(T. Kim & Song, 2020; Schmidt et al.,, 2020). Andere fanden den Zusammenhang von hohen
Akkuratheitsangaben und hoher — bis hin zu lbersteigerter — Akzeptanz eines Systems (z. B. Ford et
al., 2020; Lim & Dey, 2011; Yin et al, 2019). In einem Vergleich von Erklarungen und
Sicherheitsangaben zeigten Letztere den gréReren Einfluss auf die KI-Nutzung (Y. Zhang et al., 2020; Z.
Zhang et al., 2021). Aus diesen uneinheitlichen, aber auf die verschiedene Wirkung hindeutenden

Ergebnissen, lassen sich zwei weitere Hypothesen ableiten:

H3: Verschiedene Kl-Transparenzarten unterscheiden sich im Hinblick auf die Nutzung der

entsprechenden Algorithmen.

H4: Verschiedene Kl-Transparenzarten unterscheiden sich im Hinblick auf das Vertrauen in die

entsprechenden Algorithmen.

Betrachtet man die aus technischer Sicht moéglichen Erklarungen fiir KI-Systeme, lasst sich die zuvor
angesprochene Kategorisierung nach Geltungsbereich auffiihren: globale und lokale Transparenz
(Molnar, 2019). Globale Erklarungen beziehen sich dabei auf das gesamte Modell oder Teile davon und
seine Funktionsweisen: ,Wie funktioniert das System als Ganzes?“ Lokale Erklarungen beziehen sich

auf einzelne Ergebnisse: ,,Warum kommt genau dieses Ergebnis zustande?“

Interviewte Nutzende zeigten eine Praferenz von lokalen lber globale Erklarungen (S. S. Y. Kim et al.,
2023). In einer anderen Studie trugen lokale Erklarungen zum Erhalt von Vertrauen und Nutzung eines
Algorithmus bei unsicheren Ergebnissen bei (Alam & Mueller, 2021). Ein Vergleich verschiedener
lokaler mit einer globalen und mit keiner Erklarung zeigte die hohere wahrgenommene Giite der
lokalen Erklarungen. Globale und keine Erklarung wurden dhnlich schlecht bewertet (Herm et al.,
2023). Allerdings waren in dieser Studie alle Erklarungen visuell dhnlich einer Heatmap, was sich fir
lokale Erklarungen moglicherweise besser eignet als fiir globale. Eine hohere Giite einer Erklarung
bedeutet auRerdem nicht unbedingt mehr Nutzung oder Vertrauen. Auch in den Aussagen der
Fokusgruppen zur Forschungsfrage (b) lieR sich keine klare Praferenz fir lokale oder globale
Explainability erkennen. Vielmehr praferieren Nutzende eine breite Transparenz, die
Hintergrundinformationen und je nach Anwendungsfall weitere Felder wie Datenschutz umfasst, um
Verstandlichkeit und eine Einschatzung zur Vertrauenswirdigkeit eines Systems zu ermdoglichen. Dies

lasst sich als Erklarung, die die gesamte Kl betrifft, als globale Transparenz bezeichnen. Die fir die
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folgende Studie gewdahlten Transparenzarten lassen sich also durch den Erklarungsfokus einteilen in

lokale und globale Transparenzarten.

Im Gegensatz zu globalen und lokalen Erklarungen zur Funktion einer Kl lassen sich Informationen zur
Akkuratheit eines Systems nicht nach Wie und Warum einteilen. Jedoch kénnen auch fir diese
Transparenzinformation lokale Akkuratheitsangaben einzelner Ergebnisse von globalen
Akkuratheitsangaben zur generellen Akkuratheit des Algorithmus unterschieden werden. In Bezug auf
diese Unterscheidung sind bisher keine Vergleiche von lokalen oder globalen Akkuratheitsangaben auf

Nutzung oder Vertrauen bekannt.

Insbesondere bei den Erklarungen zu Funktionen von Kl zeigen sich Unterschiede in der Wirkung

lokaler und globaler Transparenz. Daraus folgen die beiden Hypothesen:

H5: Lokale und globale KI-Erklarungen unterscheiden sich im Hinblick auf die Nutzung der

Algorithmen.

H6: Lokale und globale KI-Erkldrungen unterscheiden sich im Hinblick auf das Vertrauen in die

Algorithmen.

Um diese Hypothesen zu testen, wurde ein Wizard-of-Oz-Experiment aufgesetzt. Im vorliegenden Fall
handelte es sich um einen fest einprogrammierten Ablauf von Bildern und Informationen. Da sich der
Einfluss der Vorerfahrung oder Voreinstellung zur Thematik als sehr gewichtig auf Vertrauen und
Verhalten gegeniiber Systemen gezeigt hatte (z. B. Molina & Sundar, 2022 sowie in Forschungsfrage
b), wurde fir das Experiment eine moglichst neutrale Aufgabe gewahlt. Deshalb wurden politische
Aufgabenstellungen, solche mit Sportbezug oder die eine besondere Expertise erfordern, vermieden.
Wie schon in Forschungsfrage (a) ,Fehlerfall“ wurde erneut das Design zur Gewichtschatzung von

Obst/Gemiise gewdhlt (Werz et al., 2020).

Wahrend manche Studien eine Transparenzart variieren, um auf ihre Eignung fiir verschiedene
Fragestellungen zu prifen, sollten im Sinne der Hypothesen maoglichst verschiedene Transparenzarten
verglichen werden. Ein Uberblick iiber verschiedene technische Ansitze transparenter Kl liefert Kapitel
2.2.4. Daran anschlieBend ergibt sich die Aufteilung, die auch in den hier getéatigten Ausfiihrungen
deutlich wird: Zum Ersten kann ausgehend vom Fokus der Erklarung lokale von globaler Transparenz
unterschieden werden. Zum Zweiten kann der Transparenzgegenstand variiert werden, namlich

Offenlegungen zu Funktionsweisen sowie der Akkuratheit einer K.

Die Ergebnisse aus Forschungsfrage (b) ,Nutzendenfaktoren“ zeigen, Laien bevorzugen
Hintergrundinformationen (iber technische Erklarungen. Es geht also um Erklarungen zu
Funktionsweisen auf globaler Ebene, die allgemeine Informationen zu Urhebern, zur Erstellungsweise

der Kl oder zu moglichen vertrauenserweckenden Priifprozessen oder -siegeln beinhalten. Im Kontrast
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dazu bieten Heatmaps (meist) lokale Erklarungen dafiir, auf welche Bestandteile eines Bildes oder
Textes die Kl ihre Entscheidungen stitzt. Heatmaps werden in der XAl-Forschung sehr haufig

umgesetzt und genutzt (Herm et al., 2023; Posada-Moreno et al., 2023).

Als weitere Transparenzbedingung kommen Akkuratheitsangaben zum Einsatz. Eine globale
Akkuratheit stellt ein bei der Erstellung von Machine-Learning Algorithmen/KI Gibliches Verfahren dar.
Dazu wird ein Modell zunachst auf einem Datensatz zu trainiert und dann seine Vorhersagekraft an
einem fremden Datensatz gepriift (siehe auch Kapitel 2.2.4; Yin et al., 2019). Es ergibt sich eine Aussage
dariber, wie akkurat die Kl insgesamt Vorhersagen treffen kann. Im Gegensatz entspricht die lokale
Akkuratheitsinformation einer Angabe der Sicherheit, mit der eine Kl jedes ihrer Ergebnisse
einschatzbar macht: Wie sicher ist sich der Algorithmus mit diesem Ergebnis bzw. wie groR ist die

Schwankung um die Angabe (S. Cramer et al., 2022)?

Zusatzlich zu den Effekten auf Verhaltens- oder VertrauensmaRe haben zahlreiche weitere Studien
Konstrukte wie die wahrgenommene Akkuratheit oder Kompetenz eines Systems (z. B. Alam &
Mueller, 2021; H. Cramer et al., 2008; Kocielnik et al., 2019), subjektives oder objektives Verstandnis
der Erklarung (z. B. Molina & Sundar, 2022; Ribes et al., 2021) und die wahrgenommene Transparenz
untersucht (z. B. Shin, 2021). Diese zusatzlichen Konstrukte sollen hier explorativ erhoben werden, um

Erklarungen flr Verhalten oder Vertrauen zu ermoglichen.

Das genaue Studiendesign, der Versuchsablauf, das verwendete Material inklusive der Ausgestaltung
der fiinf Experimentalbedingungen und der erhobenen Variablen sowie die Auswertung werden im

folgenden Methodenteil im Einzelnen erldutert.

6.2. Methode

Im Folgenden wird die Methodik zur Testung der Hypothesen dargelegt, wobei die Erhebung zunachst
in den Projektkontext eingeordnet wird. AnschlieBend folgen die Berichtskategorien Stichprobe,
Studiendesign mit Versuchsplan, dem Versuchsablauf und der Beschreibung des verwendeten
Materials sowie der durchgefiihrten Auswertung. Dabei wird auch auf die fir weitere explorative

Analysen verwendete Auswertung eingegangen.
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6.2.1. Projekt- und Forschungskontext
Die Studie wurde aufgesetzt im Projekt TAIGERS (Transparency in Artificial Intelligence: Considering

Explainability, User and System Factors), gefordert im Rahmen des Exploratory Research Space (ERS)

als Open Seed Fund® der RWTH Aachen University.

Das Projekt fand in Zusammenarbeit mit dem HCIC der RWTH Aachen University statt und untersuchte
System- und Nutzendenfaktoren, die das Vertrauen und die Nutzung von transparenter Ki
beeinflussen. Das HCIC konzentrierte sich innerhalb des Projektes auf Nutzendenfaktoren, wahrend
am IMA und dabei maligeblich durch die Autorin die Auswirkungen der Systemfaktoren untersucht
wurden.  Zusatzlich zur zuvor berichteten Fokusgruppenstudie (Forschungsfrage (b)
»Nutzendenanforderungen”, Kapitel 5) wurde dazu eine quantitative Studie mit Fokus auf die Effekte

verschiedener Transparenzarten konzipiert und mit kleiner Stichprobe durchgefiihrt.

Um die Effekte aussagekraftig und nachhaltig zu ermitteln, wurde die Studie ein zweites Mal im
Rahmen des Projekts FAIRWork® aufgesetzt, an mehreren Stellen verbessert und mit groRerer
Stichprobe durchgefiihrt. Bei der im Folgenden berichteten Studie handelt es sich um diese
Uberarbeitete Version.

6.2.2. Stichprobe

Die vorliegende Studie schlossen 184 Teilnehmende vollstandig ab. Davon waren die Daten weiterer
vier Teilnehmender unvollstandig, weshalb ihre Daten von der Auswertung ausgeschlossen wurden.
Bei 18 Teilnehmenden wurden die Algorithmusschatzungen, die eigentlich fest vorgegeben und fiir alle
identisch sein sollten, verandert. Da Auswirkungen dieser Anzeige- und Speicherfehler nicht
nachvollzogen werden kdnnen, wurden die Daten der 18 Teilnehmenden von der weiteren Analyse
ausgeschlossen. Zudem wurden zehn Personen ausgeschlossen, weil sie in den
Aufmerksamkeitschecks falsche Angaben gemacht hatten. Als solche waren in zwei Bedingungen
Fragen zu den Instruktionen eingefligt worden, um zu priifen, ob die Versuchspersonen die Angaben
ausreichend aufmerksam gelesen bzw. verstanden hatten. Ein*e Teilnehmer*in wurde
ausgeschlossen, da sie/er in einem offenen Textfeld vermerkte, die Studie mit Hilfe von ChatGPT-4
ausgefillt zu haben. Nach Ausschluss dieser 33 Versuchsteilnehmenden kam schlieflich die finale

StichprobengrofRe von n = 151 zustande.

8 Gefordert vom Bundesministerium fiir Bildung und Forschung (BMBF) und dem Ministerium fiir
Kultur und Wissenschaft des Landes Nordrhein-Westfalen (MKW) im Rahmen der Exzellenzstrategie
von Bund und Landern

° This work has been supported by the FAIRWork project (www.fairwork-project.eu) and has been
funded within the European Commission's Horizon Europe Programme under contract number
101069499. The work expresses the opinions of the authors and not necessarily those of the
European Commission. The European Commission is not liable for any use that may be made of the
information contained in this work.
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Die demographische Zusammensetzung der Stichprobe ist Tabelle 17 zu entnehmen. Im Durchschnitt

waren die Teilnehmenden M = 25,2, SD = 7,56 Jahre alt mit einem Range von 18 bis 62 Jahren.

Tabelle 17: Demographische Zusammensetzung der Stichprobe in absoluten Zahlen und prozentualen
Anteilen

Anzahl Prozent

Weiblich 115 76,2

Mannlich 31 20,5
Geschlecht .

Divers 4 2,6

Ohne Angabe 1 0,7

Ja 147 97,4
Deutsch als Muttersprache .

Nein 4 2,6

Abitur 84 55,6

Universitats- oder

61 40,4

Bildungsabschluss Fachhochschulabschluss

Realschulabschluss 3 2

Lehre/Berufsausbildung 3 2

Student/in 128 84,8
Arbeitstatigkeit Angestellte/r 19 12,6

Freiberufler/in 4 2,6

»gar nicht” routiniert 1 0,7
Umgang mit Computern »€in wenig” routiniert 39 25,8

,sehr” routiniert 111 73,5

6.2.3. Studiendesign
Es wurde ein messwiederholtes Design mit fiinf Stufen entworfen. Als Within-Subject-Manipulation

durchliefen alle Versuchspersonen die fiinf Bedingungen. Diese bestanden jeweils aus drei
Schatzaufgaben und unterschieden sich lediglich in den vorgeblich zur Schatzung verwendeten
Algorithmen und ihren Transparenzarten. Wie schon in Forschungsfrage (a) ,Fehlerfall“ bestand die
Aufgabe in der Schatzung des Gewichts von Gemise auf Fotos. Fir jede Schatzung erhielten die
Versuchspersonen den Hinweis eines Algorithmus. Wahrend in der ersten Bedingung als
Kontrollbedingung ein Algorithmus ohne Transparenz prasentiert wurde, folgten vier weitere
Algorithmen, die jeweils unterschiedlich transparent waren (siehe Kapitel 6.2.5.2 zu den
Transparenzbedingungen). Als abhéngige Variablen wurden das Vertrauen in den jeweiligen

Algorithmus und seine Nutzung erhoben.

Wie in Forschungsfrage (a) ,Fehlerfall“ handelte sich beim Experiment um ein Wizard-of-Oz-Design.
Die vorgeblichen Algorithmen schatzten entgegen der Vignette das Gemiisegewicht nicht autonom fir
jedes Bild. Vielmehr waren die Bilder, die Algorithmusschdatzungen ebenso wie alle

Transparenzangaben fest einprogrammiert und fir alle Teilnehmenden identisch.

Die Bedingung ohne Transparenz stand in jedem Durchlauf am Anfang. Die vier folgenden

transparenten Algorithmen wurden randomisiert prasentiert. Grund hierflir war zum einen, den
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Versuchspersonen anhand eines nicht-transparenten, neutralen Algorithmus die Moglichkeit zu
geben, die Aufgabe zu durchlaufen und zu verstehen. Zum andern war die Prasentation der
Algorithmen, abgesehen von der Transparenzdarstellung, identisch. Indem die Bedingung ohne
Transparenz immer am Anfang durchlaufen wurde, sollte ein Einfluss der Transparenzmanipulationen
auf die neutrale Bedingung vermieden werden.

6.2.4. Versuchsablauf

Das Experiment wurde auf der Plattform SoSciSurvey erstellt und vom 11.11.2023 bis 07.01.2024
durchgefiihrt. Die Rekrutierung geschah per standardisierter E-Mail an die Bekanntschaft der
Studienleiter*innen, an E-Mail-Verteiler von Psychologiestudierenden an der RWTH Aachen und den
Plattformen SurveyCircle.com und SurveySwap.io. Die Teilnahmebedingungen lauteten: keine
Teilnahme Giber Smartphone oder Tablet aufgrund moglicher technischer Probleme, Volljahrigkeit und
keine vorherige Teilnahme an einem der vorigen Gewichtschatzungsexperimente (sieche Anhang N).
Als Incentivierung wurde die Teilnahme an einer Verlosung von drei Thalia-Gutscheinen im Wert von
10 € angeboten oder der Erhalt von 0,5 Versuchspersonenstunden fiir Psychologiestudierende der
RWTH. Teilnehmende von SurveySwap und SurveyCircle erhielten Einlésungscodes zum Sammeln von

Punkten auf der jeweiligen Plattform.

Per Link gelangen die Teilnehmenden zur Studie, wo sie Informationen zur Studie und ihrer Dauer
erhielten, sowie Datenschutz (siehe Anhang C) und Einverstandniserkldrung zustimmten (siehe Anhang
0). AnschlieRend lasen sie die Einleitung, in der die Vignette und der Studienablauf dargestellt wurde
(siehe Abbildung 21). Durch die Vignette der Erndhrungsapp sollte der tatsichliche

Forschungsgegenstand verschleiert und durch praktische Implikationen das Interesse erhoht werden.

Abbildung 21: Einfiihrung und Vignette zu Beginn des Experiments

In der folgenden Studie sollen fiinf verschiedene Algorithmen getestet werden. Diese wurden fir eine Ernahrungsapp entwickelt, um
kontaktlos und auf Grundlage eines einzelnen Fotos das Gewicht des darauf abgebildeten Nahrungsmittels zu bestimmen. Ein solcher
Algorithmus konnte zukunftig helfen bei der Kalorien- und Nahrwertbestimmung von Essen, ohne dieses abwiegen zu mussen

Die funf Algorithmen (Algorithmus A bis Algorithmus E) werden lhnen im Folgenden in zufalliger Reihenfolge angezeigt.
Wir bitten Sie nachfolgend, fir jedes gezeigte Bild eine Schatzung fur das Gewicht des darauf abgebildeten Gemises/Obstes abzugeben.
Anschliefend wird Ihnen das vom Algorithmus ermittelte Gewicht prasentiert. Sie erhalten im Anschluss die Maglichkeit, Ihre endgiiltige

Schatzung anzupassen.

Bitte versetzen Sie sich in die Lage einer Person, die die Ernahrungsapp benutzt. Diese Perscn hat ein Interesse daran, eine maglichst
gute finale Schatzung des Gewichts zu erreichen.

Bitte schatzen Sie also so prazise wie moglichl

Nach einer Reihe von Schatzungen folgen jewells einige kurze Fragen.

Im Anschluss durchliefen die Versuchspersonen die fiinf Transparenzbedingungen, die aus je drei
Schéatzaufgaben bestanden (siehe Abbildung 22). Die drei Trials waren Schatzungen des Gewichts von
Gemise auf Fotos. Bei jeder Schatzung wurde der Einfluss des Algorithmus auf die Schatzung

gemessen und quantifizierte so die Nutzung des Algorithmus (siehe Kapitel 6.2.5.1 fiir die Details der
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Schatzaufgabe). Jede der fiinf Transparenzbedingungen schloss mit einem Fragebogen zur allgemeinen
Wahrnehmung des Algorithmus und zum Vertrauen. Das Feedback zur Anzahl richtiger Schatzungen
(,Sie haben x von 3 richtige Schatzungen abgegeben”), das die Versuchspersonen anschlieRend
erhielten, bewertete Algorithmusschatzungen mit +/- 4 Gramm Abweichung vom tatsachlichen

Gewicht als korrekt.

Nach fiinf Algorithmus-Bedingungen folgten im freien Antwortformat zwei Fragen, in denen die
Teilnehmenden ihre Vorgehensweise oder Strategie in der Zusammenarbeit mit dem Algorithmus
beschreiben und Beispiele fiir alltdglich genutzte Algorithmen nennen sollten. Nach der Abfrage der
Demographie folgte das Debriefing mit einer kurzen Erkldarung zum Experiment. Dabei wurden die
Versuchspersonen auch Uber die Wizard-of-Oz-Tauschung des Versuchs aufgeklart. Den gesamten

Ablauf des Experiments stellt Abbildung 22 dar.

Abbildung 22: Versuchsablauf des Experiments. Oben ist der Gesamtablauf dargestellt, dabei farbig die vier
Transparenzbedingungen. Unten der Detailblick zum Ablauf einer einzelnen Bedingung (blaue Linie) bzw. eines
einzelnen Trials (blauer Block). Blauer Text reprdsentiert Informationen, die sich in den zwei lokalen bzw. den
zwei globalen Bedingungen unterscheiden (siehe Kapitel 6.2.5.2).

Keine

Transparenz Bedingungen mit Transparenz: randomisiert
T

Einverstandnis,
Datenschutz,
Einleitung & Vignette

Kontrollfrage,
Demographie,
Aufklarung

Einflhrung in Hinweis des .
. . Fragebogen zur Angabe, wie
Algorithmus . Algorithmus & . ;
) 1. Schitzung o Wahrnehmung viele Trials

plus Information 2. Schatzung .
: durch des Algorithmus korrekt
in globalen V h durch und zum geschatzt
Transparenz- ersuchsperson Versuchsperson

. Vertrauen wurden
bedingungen (Nutzung)

plus Information
in lokalen
Transparenz-
bedingungen

6.2.5. Material
Das Material zur Ausgestaltung der Transparenzbedingungen sowie die verwendeten Fragebogen

werden im Folgenden dargelegt. Dabei wurde Bildmaterial von Obst und Gemise genutzt, das erstmals
von Werz et al. (2021) veroffentlicht wurde. Das JAS und die gewahlte Aufgabe sind auRerdem
identisch wie in Forschungsfrage (a) , Fehlerfall” (Kapitel 4.2.2).

6.2.5.1. Schatzaufgabe

Zur Gestaltung der Schatzaufgabe wurde ein JAS genutzt (siehe auch Kapitel 4.2.2 zur Forschungsfrage
(a) ,,Fehlerfall“). Dabei gaben die Teilnehmenden zunachst ihre Schatzung zum Gewicht von auf einem

Foto dargestellten Obst und/oder Gemise ab (siehe Abbildung 23). Mit einem Klick auf , Weiter”
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gelangten die Versuchspersonen auf die nachste Seite, auf der die Schatzung des Algorithmus

prasentiert wurde und sie ihre finale Antwort abgeben konnten (siehe Abbildung 24).

Auf beiden Seiten konnten sie ihre Antwort mithilfe eines Schiebereglers eingeben oder die
Grammzahl in ein Feld eintippen. Zusatzlich konnten sie bei der finalen Schatzung liber eine Checkbox
die Antwort des Algorithmus Ubernehmen. Diese Verbesserungen wurden angelehnt an die
Limitationen aus Forschungsfrage (a) ,Fehlerfall“, die die Einfachheit der Interaktion und dabei

insbesondere die Betatigung des Schiebreglers betrafen, vorgenommen.
Abbildung 23: Darstellung der ersten Gewichtsschdtzung durch die Versuchspersonen

Bitte schitzen Sie, wie viel das abgebildete Gemiise/Obst wiegt.

g 1 3 h & bm

Halten Sie den Schieberegler gedrickt und ziehen Sie ihn an die gewlnschte Stelle.

0 Gramm 500 Gramm

Ihre Schatzung

Ihre Schatzung (anstelle des Schiebereglers verwenden)
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Abbildung 24: Darstellung der Algorithmusschdtzung sowie der Anpassungsméglichkeit der finalen Schétzung
durch die Versuchsperson

Der Algorithmus schitzt das Gewicht auf 269 Gramm
Mbchten Sie lhre Antwort anpassen?

Verschieben Sie den Regler nur, wenn Sie lhre urspriingliche Antwort anpassen wollen.

0 Gramm 500 Gramm
Schatzung des Algorithmus: -
229
lhre finale Schatzung: |' g
[ — .
Ihre finale Schatzung (anstelle des Schiebereglers verwenden) 229g 4

[] Antwort des Algorithmus tbermehmen

6.2.5.2. Transparenzbedingungen
Das Experiment bestand aus finf Testbedingungen: eine ohne und vier mit Transparenz. Um die

Bedingungen leichter unterscheidbar zu machen, wurde fir jede Bedingung eine andere
Hintergrundfarbe genutzt. Dabei wurde der Algorithmus ohne Transparenz immer als erster angezeigt
und die vier Algorithmen mit Transparenz im Anschluss daran randomisiert. Die vier Transparenzarten
basieren auf der Kombination zweier Dimensionen: die Art der Information, Funktionsweise (F) oder
Akkuratheit (A), sowie die Art der Erklarung, global (g) bzw. lokal (lo). Aus der Kombination der beiden
Dimensionen ergibt sich eine 2x2 Kreuztabelle (siehe Tabelle 18) mit den vier Transparenz-

Bedingungen: F-lo und F-g sowie A-lo und A-g.

Tabelle 18: Die vier Transparenzarten der vier Transparenzbedingungen in Forschungsfrage (c)

global lokal
I 1 1 1
Funktionsweise Globale Funktionsweise Lokale Funktionsweise
(Algorithmus F-g) (Algorithmus F-lo)
Akkuratheit Globale Akkuratheit Lokale Akkuratheit
(Algorithmus A-g) (Algorithmus A-lo)

F-g: Bei der Erklarung zur Funktionsweise auf globaler Ebene wurde zuséatzlich zum Hinweis, es folge
gleich ein neuer Algorithmus, ein Text prasentiert, der Hintergrundinformationen sowie
Verarbeitungshinweise zum vorgeblichen Algorithmus lieferte. Die Darstellung sowie der Wortlaut sind
Abbildung 25 zu entnehmen. Zur Testung der Aufmerksamkeit der Teilnehmenden folgte am Ende der

Seite ein Aufmerksamkeitscheck mit einer Frage zum Text.
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Abbildung 25: Darstellung der Einfiihrung des Algorithmus B und der Manipulation der Transparenz als globale
Funktionsweise (F-g) sowie der anschliefSenden Aufmerksamkeitspriifung

Algorithmus B

Im Folgenden soll ein weiterer Algorithmus zur kontaktlosen Bestimmung des Gewichts von Obst und Gemise getestet werden.

Der Algorithmus B wurde von einer Forschungsgruppe der RWTH Aachen aus dem Bereich maschinelles Lernen und kiinstliche
Intelligenz entwickelt. Der Algorithmus B basiert auf mehreren Bilderkennungsalgorithmen sowie solchen zur Volumen-und
Dichteberechnung. Wahrend und nach der Erstellung wurde der Algorithmus B umfassend mit qualitativ hochwertigen Ki-
Trainingsdaten getestet. Zum Schluss wurde Algorithmus B aufierdem von einer Gruppe von Erndhrungswissenschaftler*innen
auf Nutzbarkeit und Robustheit gepriift.

Wir bitten Sie nachfolgend, wieder fur jedes gezeigte Bild eine Schatzung fir das Gewicht des darauf abgebildeten Gemiises/Obsts
abzugeben. AnschlieBend wird lhnen das vom Algorithmus ermittelte Gewicht prasentiert. Sie erhalten im Anschluss die Mdglichkeit, lhre
endglltige Schatzung anzupassen.

Bitte schatzen Sie so prazise wie mdglich!

Nach einer Reihe von Schatzungen folgen jeweils einige kurze Fragen.

Von wem wurde der Algorithmus entwickelt?

(") Von einer Forschungsgruppe der RWTH Aachen
() Vaon Unternehmen der Technologie-Branche

F-lo: In den lokalen Transparenzbedingungen wurde in der Einfihrung der Algorithmen keine neue
Information prasentiert. Vielmehr wurden nur die Informationen aus der Vignette zu Beginn
wiederholt. Zur Transparenzmanipulation wurde nach der Schatzung durch den Algorithmus das

gleiche Bild als Heatmap dargestellt. Abbildung 26 stellt dar, wie diese Transparenzart gestaltet war.

A-g: Die globale Akkuratheit gibt eine Sicherheit des Algorithmus an. Die in dieser Studie dargestellte
Information war der Satz ,Dieser Algorithmus liegt in 90,1 % der Falle richtig” und bei der Einfiihrung
des Algorithmus vor den drei Schatzaufgaben ergdnzt. Auch fiir diese Information wurde ein
Aufmerksamkeitscheck eingefiihrt, bei dem die Teilnehmenden aus zwei Vorgaben auswahlen sollten,

bei wie viel Prozent der Falle der Algorithmus laut Angaben richtig liegt.

A-lo: Bei dieser lokalen Transparenzart wurde bei der Einflihrung des Algorithmus der Text aus der
Anfangsvignette wiederholt. Die lokale Akkuratheitsangabe erfolgte jeweils bei den drei
Algorithmusschatzungen. Um einen Unterschied zur anderen Akkuratheitsbedingung deutlich zu
machen und um moglichst realistische Informationen bereitzustellen, wurde die Akkuratheit als
Spannweite angegeben. Der Satz, der bei den drei Empfehlungen dieses Algorithmus jeweils zu lesen
war, lautete ,,Bei diesem Bild weist der Algorithmus eine Unsicherheit von +/- xx Gramm auf“, wobei

die Streuung in den drei Trials mit 7,2 Gramm, 3,5 Gramm und 5,3 Gramm angegeben war.
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Abbildung 26: Darstellung der Transparenzart lokale Funktionsweise (F-lo) mit einer Heatmap; die
Uberschrift lautete: ,,Der Prozess von Algorithmus E Idsst sich wie folgt visualisieren:*

level
. 0.0100
e > = | 0.0075

[ f\ay ; 0.0050
Ve Bcw ) s _.'\":_;,t-

o 3 0.0025

| 11| ||||||.||| || ‘
|

6.2.5.3. Abhangige Variablen
Das Experiment untersucht zwei abhangige Variablen. Die erste abhangige Variable ist die Nutzung des

Algorithmus. Erneut wurde dazu der WOA genutzt (Prahl & Swol, 2017). Mithilfe des JAS wird durch
diesen der Einfluss der algorithmischen Vorschlage auf die eigene Schatzung der Teilnehmenden

guantifiziert.

Die zweite abhdngige Variable war das Vertrauen in den zuvor prasentierten Algorithmus. Dazu
bewerteten die Versuchspersonen drei ltems auf einer 7-stufigen Likert-Skala (1 = ,Stimme Gberhaupt
nicht zu“ bis 7 = ,Stimme voll und ganz zu“). Die Items lauteten ,Ich vertraue dem Algorithmus”, ,Ich
finde den Algorithmus vertrauenswiirdig” und als invertiertes Item: ,Ich bin dem Algorithmus
gegeniber misstrauisch”. Die Skala wies eine hohe interne Konsistenz von a = 0,91 auf. Die Berechnung
der abhdngigen Variablen wird im Kapitel 6.2.6 ndher erldutert.

6.2.5.4. Weitere erfasste Variablen

Zusatzlich zu den drei Vertrauensitems wurden drei weitere Items abgefragt, die die allgemeine
Wahrnehmung des Algorithmus betrafen. Die drei hier ergdnzten Items lauten ,Ich finde den
Algorithmus zuverlassig®, ,Der Algorithmus ist fir mich verstandlich” und ,,Der Algorithmus ist fiir mich

transparent”. Diese Items wurden zu explorativen Zwecken erganzt, um so auf moégliche Auswirkungen
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der Transparenzarten auf die Wahrnehmung des Algorithmus schlieBen zu kénnen. Es ist zu erganzen,
dass in anderen Untersuchungen einzelne der hier verwendeten Items als Items in Vertrauensskalen
verwendet wurden (z. B. Verberne et al., 2012). In der vorliegenden Studie wurden die Konstrukte

separat betrachtet, um die Trennschérfe zu erhalten.

Nach Durchlaufen aller Bedingungen wurden die Versuchspersonen in einer offenen Abfrage gebeten,
zu nennen, welche Algorithmen ihnen aus dem Alltag bekannt seien und in einer weiteren Frage,
welche Strategie sie in der Zusammenarbeit mit dem Algorithmus angewendet hatten. Bei der
Erhebung der demografischen Daten (Geschlecht, Alter, Bildungsabschluss, Muttersprache Deutsch)
erfolgte aullerdem die Selbsteinschatzung, wie routiniert die Teilnehmenden im Umgang mit
Computern seien.

6.2.6. Auswertung

Vor Beginn der Erhebung wurde eine A-priori-Poweranalyse mit G*Power (Faul et al.,, 2007)
durchgefiihrt flir eine messwiederholte ANOVA mit fiinf Innersubjektfaktoren. Bei einer
angenommenen Korrelation von r = 0,7 zwischen den Messzeitpunkten ergab sich ein bendtigter
Stichprobenumfang von n = 113 Versuchspersonen, um bei einer Power von 95 % einen kleinen Effekt
von f=0,10 (Cohen, 1992) nachweisen zu kdnnen. Die hohe Korrelation zwischen den Messzeitpunkten
beruht auf der Annahme, dass sich die Effekte der Transparenzarten mit kleinem Effekt zeigen, und die
Werte flr Nutzung und Vertrauen auch tiber Bedingungen hinweg grolRe Konstanz aufweisen wirden.
Bei einer Korrelation (iber die Messzeitpunkte von r = 0,6 wiirden n = 150 Versuchspersonen benétigt,
weshalb eine entsprechend héhere Zahl von Personen erhoben wurde, um auch bei niedrigerer
Korrelation einen Effekt zu ermitteln. Zur Auswertung der Daten wurde das Programm IBM SPSS
Statistics Version 28.0.0.0 (190) genutzt. Soweit nicht anders angegeben, wurde fiir alle statistischen

Berechnungen ein a-Fehler-Niveau von 0,05 angenommen.

Zunachst wurden zur Datenbereinigung verschiedene Analysen durchgefiihrt, u. a. die freien
Antworten der Teilnehmenden auf Auffalligkeiten, eine korrekte Beantwortung der Kontrollfragen
sowie mogliche AusreiBer in den abhangigen Variablen tiberprift (siehe Abschnitt 6.2.2 ,,Stichprobe”).
Nach Ausschluss ungiiltiger oder problematischer Falle aus der Stichprobe wurde die Analyse mit n =

151 giiltigen Fallen weiterverfolgt.

Zur Berechnung der ersten abhangigen Variable zur Nutzung des Algorithmus in der
Transparenzbedingung wurden die drei WOAs gemittelt und so eine Nutzungsvariable pro Bedingung
erstellt. In Fallen, in denen die initiale Schatzung identisch mit der Algorithmusschatzung ist und
dadurch ein Divisor = 0 entsteht, kann der WOA laut Formel nicht berechnet werden. Dies lag bei 18
WOAs vor, die in der Folge als nicht vorhandene Werte behandelt wurden. In diesen Fallen wurde

deshalb der Mittelwert der Verhaltensvariable nur aus den beiden anderen Féllen errechnet.
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Zur Erstellung der zweiten abhangigen Variable wurden die drei Items der Vertrauensskala durch
Berechnung des Mittelwerts in eine Vertrauenswert pro Bedingung umgewandelt. Um Transparenz-
und Nichttransparenzbedingungen vergleichen zu kénnen, wurde zudem je ein Mittelwert Gber alle
Transparenzbedingungen fir die Verhaltens- bzw. die Vertrauensmalle errechnet. Ebenso wurden, um
die lokalen mit den globalen Bedingungen vergleichen zu kdnnen, mittlere Verhaltens- sowie

Vertrauenswerte fir die lokalen bzw. globalen Bedingungen gebildet.

Zur Prifung der sechs Hypothesen wurden sechs within-faktorielle ANOVAs durchgefiihrt: Drei
ANOVAs bezogen sich auf die abhangige Verhaltensvariable der Nutzung, drei auf die abhangige
Variable Vertrauen. Zwar konnte bei den Verhaltensmalien keine Normalverteilung gewahrleistet
werden, jedoch sind ANOVAs relativ robust gegeniiber Verletzungen der Normalverteilungsannahme
(Vasey & Thayer, 1987). Die ANOVAs verglichen zum Ersten die gemittelten Transparenzbedingungen
mit der Bedingung ohne Transparenz. Zum Zweiten wurden die vier verschiedenen Transparenzarten
miteinander verglichen. Drittens wurden die lokalen mit den globalen Transparenzbedingungen

verglichen.

6.3.  Ergebnisse

Im Folgenden werden die aus dem Online-Experiment erhobenen und nach dem zuvor beschriebenen
Vorgehen ermittelten Ergebnisse berichtet. Die Ergebnisse gliedern sich in die beiden Abschnitte zur
Hypothesentestung Uber die Effekte von Transparenz und die Unterschiede zwischen den
Transparenzarten. AnschlieBend werden weitere, ergdnzende Analysen und zuletzt die Antworten aus
dem freien Antwortformat berichtet.

6.3.1. Effekte von Transparenz

Die zweistufige ANOVA zum Vergleich des Effekts von Algorithmen mit (Algorithmus F-g, F-lo, A-g, A-
lo) und ohne Transparenz zeigte einen signifikanten Unterschied hinsichtlich ihrer Nutzung (F(1, 150)
=34,37, p < 0,001, n% = 0,19). Damit lasst sich Hypothese 1 bestatigen. Der durchschnittliche WOA in
der Bedingung ohne Transparenz war geringer (M = 0,44, SD = 0,27) als der WOA in den Bedingungen
mit Transparenz (M =0,57, SD = 0,26). In Abbildung 27 sind die Verhaltenswerte als mittlerer WOA pro

Bedingung abgebildet.

Die ANOVA zur abhidngigen Variable Vertrauen zeigte einen signifikanten Unterschied zwischen
Bedingungen mit Transparenz und der ohne Transparenz (F(1, 150) = 6,15, p = 0,014, n?, = 0,04). Auch
Hypothese 2 kann also bestatigt werden. Im Durchschnitt zeigten sich niedrigere Vertrauenswerte fir
die Bedingung ohne Transparenz (M = 4,08, SD = 1,21) als fiir die Bedingungen mit Transparenz (M =
4,28, SD = 0,91). Abbildung 28 stellt die mittleren Vertrauenswerte pro Bedingung dar.
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Abbildung 27: Durchschnittliche Werte des Weight of Advice (WOA) fiir die fiinf Algorithmus-Bedingungen.
Der Balken Transparenz bildet den Durchschnitt der vier Transparenzbedingungen F-g (Funktionsweise-global),
A-g (Akkuratheit-global), A-lo (Akkuratheit-lokal) und F-lo (Funktionsweise-lokal) ab.

1 =
0,9 -
0,8 -
0,7 -
0,6 1 I I I I
0,5 -
0,4 -
0,3 -
0,2 A
0,1 -

WOA

0
Ohne F-g A-g A-lo F-lo Transparenz
Transparenz

Algorithmus-Bedingungen

Anmerkung. Die Whisker stellen +/- einen Standardfehler dar.

Abbildung 28: Durchschnittliche Vertrauenswerte fiir die fiinf Algorithmus-Bedingungen. Der Balken
Transparenz bildet den Durchschnitt der vier Transparenzbedingungen F-g (Funktionsweise-global), A-g
(Akkuratheit-global), A-lo (Akkuratheit-lokal) und F-lo (Funktionsweise-lokal) ab.

7 -

Vertrauen

Ohne F-g A-g A-lo F-lo Transparenz

Transparenz Algorithmus-Bedingungen

Anmerkung. Vertrauen wurde auf einer 7-stufigen Likert-Skala (1 = ,,Stimme Gberhaupt nicht zu“ bis 7 =
»Stimme voll und ganz zu“) erhoben. Die Whisker stellen +/- einen Standardfehler dar.

6.3.2. Unterschiede zwischen Transparenzarten
Die ANOVA zum Vergleich der vier Transparenzarten (Algorithmus F-g, F-lo, A-g, A-lo) zeigte einen

signifikanten Unterschied hinsichtlich der Nutzung (Fss(2,84, 426,54) = 0,8, p = 0,490, n? = 0,01;

Korrektur der Freiheitsgrade nach Greenhouse-Geisser, da keine Homoskedastizitat gegeben war).
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Hypothese 3 ldsst sich also ebenfalls bestatigen. Wahrend Algorithmus F-g (M=0,59, SD = 0,35) und
Algorithmus A-g identische WOA-Werte aufwiesen (M = 0,59, SD = 0,34), waren die Nutzungswerte
von Algorithmus A-lo (M = 0,57, SD = 0,31) und Algorithmus F-lo (M = 0,55, SD = 0,34) etwas niedriger
(siehe Abbildung 27).

Analog zur Nutzungsvariable wurde eine ANOVA fiir die abhdngige Variable Vertrauen berechnet.
Dabei zeigte sich ein signifikanter Unterschied (Fss(2,73, 409,74) = 10,83, p < 0,001, n%?=0,07; Korrektur
der Freiheitsgrade nach Greenhouse-Geisser, da keine Homoskedastizitat gegeben war) hinsichtlich
des Effekts der verschiedenen Transparenzarten auf Vertrauen. Damit kann Hypothese 4 bestatigt
werden. Das Vertrauen fir Algorithmus F-g war am héchsten (M = 4,57, SD = 1,16), fiir Algorithmus A-
g am zweithéchsten (M = 4,37, SD = 1,13), gefolgt von Algorithmus A-lo (M = 4,14, SD = 1,17) und
zuletzt Algorithmus F-lo (M = 4,06, SD = 1,23), was auch Abbildung 28 zu entnehmen ist.

Zur Uberpriifung der Hypothesen 5 und 6 zum unterschiedlichen Effekt von lokalen und globalen
Transparenzarten auf Nutzung bzw. Vertrauen wurden ebenfalls ANOVAs berechnet. Der Vergleich der
WOA-Mittelwerte in globalen (M = 0,59, SD = 0,29) und lokalen Bedingungen (M = 0,56, SD = 0,27)
zeigte keinen signifikanten Effekt (F(1, 150) = 2,79 , p = ,097, n? = 0,02), weshalb Hypothese 5
abzulehnen ist. Jedoch zeigte sich ein signifikanter Unterschied (F(1, 150) = 34,37, p < 0,001, n?=0,19)
zwischen dem Vertrauen in globale (M = 4,47, SD = 1,04) und in lokale Transparenzarten (M = 4,10, SD
=0,98). Hypothese 6 kann also angenommen werden.

6.3.3.  Weitere Analysen

Als zusatzliche explorative Analysen wurden fiir Korrelationen zwischen den erhobenen Variablen
errechnet. Flr die ordinalskaliert vorliegenden Daten aus der Demographie wurden Spearman-
Korrelationen berechnet. Die Korrelationsmatrix finden sich in Anhang P. Dabei zeigte keine der
demographischen Variablen eine Korrelation mit Nutzung oder Vertrauen. Auch der Umgang mit
Computern wies keinen Zusammenhang mit Vertrauen in die Algorithmen (p = -,06, p =,451) oder mit

ihrer Nutzung auf (p =-,15, p =,065).

Da die Werte zur Wahrnehmung der Algorithmen, WOAs und Vertrauen in die Algorithmen als
intervallskaliert vorliegend angesehen werden konnen, konnten hierflir Pearson-Korrelationen
berechnet werden. Die Nutzung und das Vertrauen standen in einem positiven signifikanten
Zusammenhang mittlerer Korrelationsstarke (Cohen, 1992; siehe Tabelle 19). Die Korrelation der
Wahrnehmungsitems  (,zuverlassig”, ,verstdndlich”, ,transparent”) untereinander waren
ausschlieBlich hoch. Dariber hinaus zeigten sich mittlere bis starke Korrelationen zwischen den drei
Wahrnehmungsitems und der Nutzung (WOA) bzw. dem Vertrauen in die Algorithmen. Es zeigt sich
ein hoher Zusammenhang zwischen der Zuverlassigkeit und der Nutzung, wahrend der mit Vertrauen

lediglich im mittleren Bereich liegt. Umgekehrt waren die Korrelationen zwischen Verstandlichkeit und
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Vertrauen sowie Transparenz und Vertrauen sehr stark, mit Nutzung lediglich von mittlerer Starke

(Cohen, 1992; siehe Tabelle 19 fiir alle Korrelationen).

Tabelle 19: Pearson-Korrelation der Wahrnehmungsitems mit der Nutzung der Algorithmen (Weight of Advice;
WOA) und dem Vertrauen in die Algorithmen

Nutzung (WOA) Vertrauen zuverlassig verstandlich
Vertrauen s 59T
p <,001
zuverlassig s 426" 26877
p <,001 <,001
verstandlich ! 3027 /6477 /6347
p <,001 <,001 <,001
transparent r ,335%** ,688%** ,563%** ,802%**
p <,001 <,001 <,001 <,001

Anmerkung. *** = Die Korrelation ist auf dem Niveau von <0,001 signifikant. n = 151.

ANOVAs zu den drei WahrnehmungsmaRen und der Algorithmusnutzung sowie -vertrauen fiir die finf
Bedingungen zeigten signifikante Effekte fir die wahrgenommene Zuverlassigkeit, Verstandlichkeit
und Transparenz (siehe Tabelle 20). Die Zuverlassigkeit wurde deskriptiv bei den lokalen
Transparenzarten als niedriger bewertet als bei den globalen Transparenzarten. Beim Effekt auf die
Verstandlichkeit wurde der Algorithmus ohne Transparenz als am verstandlichsten eingeschatzt, dicht
gefolgt von F-g, der globalen Erklarung zu Funktionalitdt. Hingegen wurden die Bedingungen mit
Transparenz als transparenter bewertet als die Bedingung ohne Transparenz. Am hochsten war die
wahrgenommene Transparenz deskriptiv in der Bedingung F-lo, die Heatmaps-Darstellung, die

allerdings als am wenigsten verstandlich bewertet wurde (siehe Tabelle 20).

Da die Algorithmen immer die korrekte Antwort lieferten, wurde auBerdem der Einfluss eines
Lerneffekts auf Nutzung und Vertrauen gepriift. Zur Berechnung dieses Effekts mussten zundchst neue
abhangige Variablen transformiert werden, in denen die Nutzungs- und Vertrauenswerte nach der
Prasentationsreihenfolge und nicht mehr nach den Inhalten der Bedingungen sortiert waren. Darin
waren die Bedingungen von 1 bis 5 nach Position im Experiment und unabhdngig von ihrem Inhalt
nummeriert. Mithilfe dieser neuen Kodierung wurde je eine ANOVA gerechnet mit den fiinf
Bedingungen und den beiden abhdngigen Variablen Nutzung (WOA) und Vertrauen. Die Ergebnisse
zeigten signifikante Effekte der Reihenfolge auf die Nutzung (F(4, 600)= 14,14, p < 0,001, n?=0,09) und
fur das Vertrauen (Fss(3,77, 565,80)= 2,67, p = 0,034, n? = 0,02; korrigiert nach Greenhouse-Geisser).
Die Nutzung der Algorithmusvorschlage stieg mit der Prasentationreihenfolge. Die erste Bedingung
(ohne Transparenz) wies im Durchschnitt die niedrigsten WOA-Werte auf (M = 0,44, SD = 0,27). In der
zweiten Bedingung waren sie bereits héher (M = 0,51, SD = 0,32), ebenso in der dritten (M = 0,57, SD
= 0,34), vierten (M= 0,59, SD= 0,33) und flunften Bedingung (M = 0,63, SD = 0,34). Auch bei den

Vertrauenswerten stiegen die Werte von der ersten (M = 4,08, SD = 1,21), zur zweiten (M = 4,18, SD =
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1,17) und zur dritten Bedingung (M = 4,25, SD =1,21). Die vierte (M = 4,36, SD = 1,16) und fiinfte

Bedingung (M = 4,35, SD = 1,21) wurden als dhnlich vertrauenswirdig bewertet (siehe Abbildung 29).

Tabelle 20: Deskriptive Werte und ANOVAs zum Effekt der Bedingungen auf die subjektiven
Wahrnehmungsmafe

df
M SD p (Konstante, F Eta-
Quadrat
Fehler)
zuverlassig Ohne Transparenz 4,33 1,11 ,003 4, 4,02 0,03
F-g 4,64 1,12 600
A-g 4,50 1,19
A-lo 4,33 1,11
F-lo 4,30 1,23
verstandlich Ohne Transparenz 4,56 1,64 <,001 3,44, 5,32 0,03
F-g 4,34 1,56 515,72(cg)
A-g 4,05 1,61
A-lo 4,07 1,48
F-lo 4,03 1,68
transparent Ohne Transparenz 2,89 1,39 <,001 3,21, 23,72 0,14
F-g 3,83 1,59 481,16(c6)
A-g 3,54 1,59
A-lo 3,74 1,61
F-lo 4,17 1,71

Anmerkung. Mit (GG) gekennzeichnete Freiheitsgrade wurden nach Greenhouse-Geisser korrigiert, da bei ihnen
die Sphérizitdtsannahme verletzt war. n = 151.

Abbildung 29: Nutzung (WOA = Weight of Advice) des und Vertrauen in den Algorithmus nach der
Prisentationsreihenfolge der fiinf Bedingungen
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Anmerkung. Die Whisker stellen +/- einen Standardfehler dar.

Zuletzt galt es zu ermitteln, ob die Nutzung des Algorithmus lberhaupt zu signifikant besseren
Ergebnissen geflhrt hatte bzw. hatte als die selbststandige Beantwortung der Schatzaufgaben ohne

Algorithmushinweis. Daflir wurde zunachst die mittlere Abweichung aller initialen Schatzungen vom
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wahren Gewicht ermittelt. Da die Algorithmusschatzungen bei allen Schatzungen korrekt waren, lag
die Abweichung des Algorithmus vom wahren Wert bei 0. Deshalb wurde anhand der mittleren
Abweichung der initialen Schatzungen vom wahren Gewicht (M =57,63, SD = 15,41) ein Einstichproben
t-Test gegen 0 gerechnet (t(150)= 45,96, p < ,001). Das Ergebnis zeigte deutlich, dass die initialen
Schatzungen signifikant vom wahren Wert abwichen. Dem Algorithmus zu folgen war/ware also in

jedem Fall besser, als den eigenen initialen Einschatzungen zu folgen.
6.3.4. Freie Antwortfelder

Zur Auswertung der freien Antwortfelder wurden die Antwortangaben thematisch geclustert. Die
folgenden Diagramme bilden ab, wie haufig eine Kategorie in den Antworten identifiziert werden
konnte. Dabei wurden Aussagen, die gleichzeitig unterschiedliche Kategorien ansprachen, mehrfach
zugeordnet.

Zur Frage, welche Algorithmen den Teilnehmenden bekannt seien aus dem Alltag, machten lediglich n
= 76 Teilnehmende Angaben. Am haufigsten wurden soziale Medien wie Tiktok, YouTube, und

Instagram genannt (siehe Abbildung 30).

Abbildung 30: Absolute Hdufigkeit der von Versuchspersonen in offener Abfrage genannten Arten von ihnen
bekannten Algorithmen aus dem Alltag; nachtrdglich kategorisiert.
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Die offene Frage, welche Strategie in der Zusammenarbeit mit dem Algorithmus angewendet worden
war, beantworteten n = 133 der Teilnehmenden. Die Antworten wurden wiederum als thematische
Kategorien ausgewertet (siehe Abbildung 31). Die am haufigsten genannte Strategie lasst sich in der
Kategorie Zahlenvergleich zusammenfassen. Die Versuchspersonen gaben dabei an, einen Abgleich
zwischen der Algorithmusschatzung und ihrer Schatzung durchgefiihrt zu haben und ihr Verhalten dem
Unterschied zwischen diesen Zahlen angepasst zu haben. Des Weiteren berichteten n = 34 nach
Intuition bzw. n = 15 nach Erfahrung geantwortet zu haben. Die Kategorie der Ubertragungseffekte
fasst die Berichte von Gewdhnungs- bzw. Lerneffekten bezliglich der Aufgabe zusammen.

Teilnehmende schilderten beispielsweise, liber die Zeit hinweg besser geworden zu sein oder sich an
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friheren Gewichtsschatzungen orientiert zu haben. Die Kategorie Transparenzart abhéngig fasst die
Strategien zusammen, bei denen auf die Beschreibung der Algorithmen geachtet und diesen angepasst
gehandelt wurde. Manche Teilnehmende gaben zudem an, dem Algorithmus grundsatzlich vertraut
bzw. misstraut zu haben (Vertrauen bzw. Misstrauen). Einzelne Strategien lieen sich keiner der
genannten zuordnen (Andere Strategien) oder zeugten davon, dass die Versuchspersonen die Frage
nicht verstanden hatten.

Abbildung 31: Anzahl der verschiedenen genannten Strategien zur Zusammenarbeit mit dem Algorithmus;
freies Antwortformat, das nachtrdglich kategorisiert wurde.
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6.4. Diskussion

Lange Zeit wurde an transparenter Kl in erster Linie aus technischer Perspektive geforscht (Murdoch
et al., 2019). Die Frage, wie die Transparenz fir Endnutzende gestaltet werden soll oder wie sich
verschiedene Arten der Transparenz auf Akzeptanz, Vertrauen oder Nutzung der Systeme auswirken,
stand nicht im Zentrum der Forschung (Felzmann et al., 2019; Paez, 2019). Dabei wird die Frage
angesichts der Zunahme von Kl im Alltag und im Arbeitskontext zunehmend wichtiger. Dies geht
besonders darauf zurlick, dass Transparenz fiir Endnutzende mehr und anderes bedeutet als die
technische Umsetzung derselben (siehe auch Kapitel 5 zur Forschungsfrage b). Gleichzeitig fordern

politische Organe vermehrt die Umsetzung von Transparenz beim Einsatz von Kl (Al HLEG, 2020).

In der vorliegenden Studie wird die Frage untersucht, wie sich verschiedene Arten der Transparenz von
KI auf Vertrauen und Nutzung der Systeme auswirken. Im folgenden Kapitel werden die Ergebnisse im
Licht der aufgestellten Hypothesen diskutiert und in den Forschungsstand eingeordnet. Anschliefend
erfolgt eine Besprechung der moglichen Limitationen, die bei der Interpretation und Generalisierung

der Ergebnisse beachtet werden sollten.
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6.4.1. Effekt verschiedener Transparenzarten auf Nutzung und Vertrauen in KI-Systeme
Die Hypothesen lieRen sich Uberwiegend bestatigen: Die Ergebnisse zeigten einen Unterschied der

Nutzung von Algorithmen mit und ohne Transparenz (Hypothese 1) wie auch bezlglich des Vertrauens
in sie (Hypothese 2), wobei die Algorithmen mit Transparenz mehr genutzt wurden bzw. ihnen mehr
vertraut wurde als ohne Transparenz. Wahrend der Nutzungseffekt im groRen Bereich liegt, war die

Effektstarke flir das Vertrauen lediglich klein bis Mittel.

Der Vergleich der vier Transparenzarten ergab einen kleinen und knapp signifikanten Unterschied in
der Nutzung der vier Transparenzarten (Hypothese 3). Der Unterschied des Vertrauens in die vier
Transparenzarten, mit dem Hypothese 4 bestatigt werden kann, erhielt eine mittlere Effektstarke.
Dabei hatten Hintergrundinformationen einen besonders grofRen und die Heatmaps einen besonders
geringen Einfluss auf Vertrauen bzw. in schwidcherer Form auf Nutzung. Hypothese 5, die eine
unterschiedliche Nutzung lokaler und globaler Transparenzarten postulierte, muss abgelehnt werden.
Beziglich des Vertrauens hingegen zeigte sich dieser Unterschied deutlich mit einem groRen Effekt

(Hypothese 6), wobei globalen Transparenzarten mehr vertraut wurde als lokalen.
Eine Ubersicht (iber angenommene bzw. abgelehnte Hypothesen stellt sich also wie folgt dar:

: Nutzung in Transparenzbedingungen > ohne Transparenz (groRer Effekt)

: Vertrauen in Transparenzbedingungen > ohne Transparenz (mittlerer Effekt)

: Nutzung unterschiedlich zwischen Transparenzbedingungen (kleiner Effekt)

: Vertrauen unterschiedlich zwischen Transparenzbedingungen (mittlerer Effekt)
: Nutzung in lokalen Transparenzarten = globalen Transparenzarten

: Vertrauen in globalen Transparenzarten > lokalen Transparenzarten (groRer Effekt)

Die Ergebnisse der vorliegenden Studie zeigen, dass Transparenz unabhangig von der genauen Art die
Nutzung und das Vertrauen nicht verringert und teilweise sogar steigert. Bemerkenswert ist, dass die
eingesetzten Transparenzarten nicht besonders komplex waren. Teilweise besalden sie sogar — wie z.
B. die Heatmaps — fragwiirdige Aussagekraft: Aufgrund des Wizard-of-Oz-Designs wurden alle
Erklarungen, und so auch die Heatmaps, kiinstlich erstellt und spiegelten keine echten Kl-Prozesse
oder echte Akkuratheitsangaben wider. Dennoch kam ein Effekt der Transparenzarten im Mittel
zustande und die Versuchspersonen vertrauten ihnen mehr bzw. nutzen sie mehr als den Algorithmus
ohne Transparenz. Dabei sei allerdings auf den Lerneffekt als Treiber fiir die Zunahme von Nutzung
und Vertrauen verwiesen, der diesen Effekt sicherlich mit beeinflusste. Da die Vertrauenszunahme
zwischen Nichttransparenz- und Transparenzbedingungen geringer ausfiel als die der Nutzung, l3sst
sich zumindest hinsichtlich des Vertrauens schlieRen: Positive Erfahrungen mit Algorithmen sind nicht

die einzigen Treiber fiir Vertrauen.
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Dartiber hinaus zeigten sich Unterschiede zwischen den Transparenzarten, fir die aufgrund der
Randomisierung ein Lerneffekt ausgeschlossen werden kann. Vertrauen und Nutzung waren am
hochsten bei der globalen Erklarung, die Hintergrundinformationen zu Ursprung, Herstellung und
allgemeiner Arbeitsweise des Systems lieferte. Da ein Grofteil der Versuchspersonen der RWTH
zumindest nahesteht, konnte die Erklarung, der Algorithmus sei an der RWTH entwickelt worden,
besonders vertrauenserweckend gewirkt haben. Zum anderen waren Nutzung und Vertrauen am
niedrigsten flr den Heatmap-Algorithmus, also die lokale Erklarung. Eine Ursache hierfir konnte sein,
dass die Heatmap-Darstellung im Vergleich der vier Transparenzarten sicherlich die komplexeste war.
Sie ist die direkte Umsetzung einer XAl-Methodik und wird in technisch verstandenen Erklarungen
haufig genutzt. Die geringe Akzeptanz konnte davon herriihren, dass Heatmaps von den
Versuchspersonen, die keine Expert*innen waren, schlicht nicht verstanden wurden, was die
entsprechende Beurteilung des wahrgenommenen Verstandnisses bestatigt. Dies lasst den Schluss zu,
dass Nutzende nicht blind jedem transparenten System folgen und es nicht vorbehaltlos akzeptieren,

selbst wenn die Relevanz der Aufgabe relativ gering ist.

Diese Effekte ermoglichen zwei Schlussfolgerungen: Erstens ist Transparenz besser als keine
Transparenz. Zweitens hangt der Einfluss der Transparenz bei einem Mangel anderer Informationen
mutmaRlich an Kleinigkeiten, wie z. B. an einer bekannten, den Nutzenden nahestehenden Institution.
Die Relevanz von Hintergrundinformationen und allgemeinen Erklarungen zur Vertrauensbildung
bestatigt sich, wie schon in Forschungsfrage (b) ,Nutzendenanforderungen”. Hierbei gilt es nicht,
durch vertrauensbildende MaBnahmen um jeden Preis Vertrauen zu erzeugen, sondern dies durch

inhaltlich korrekte und aussagekraftige Informationen zu regulieren.

Das in Forschungsfrage (b) ,Nutzendenanforderungen” identifizierte Ergebnis, lokale oder globale
Erklarungen machten hinsichtlich einer (hypothetischen) Nutzung keinen groflen Unterschied,
bestatigen die Befunde hingegen nicht. Bisherige Studien setzen teilweise dhnliche Transparenzarten
als lokal und global um. Dies fiihrt jedoch zu einem erheblichen Nachteil: Wenn beispielsweise fiir alle
Erklarungen Heatmaps genutzt werden, deren Eignung sich fiir globale Erklarungen jedoch in Frage
stellen lasst, ist das schlechte Abschneiden dieser Bedingung nicht iberraschend (Herm et al., 2023).
In der vorliegenden Studie zeigte sich mit der Nutzendenpraferenz fiir globale liber lokale Transparenz
das Gegenteil. Dies ist jedoch damit zu erkldren, dass sie lokale und globale Transparenz mit den
unterschiedlichen Bedingungen sehr viel addaquater abbildet. Zusatzlich lasst sich durch die erhobene
Variable der Verstandlichkeit eine weitere Annahme von Herm et al. bestatigen: ,,In line with Miller
(2019), we also observed that end users prefer straightforward XAl augmentations, which require low

cognitive effort such as local Why and Why-Not explanations, over complex global explanations such
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as How or How-To.” (Herm et al., 2023, S. 11) In der vorliegenden Studie scheinen lediglich die lokalen

Erklarungen als sehr viel komplexer wahrgenommen worden zu sein als die globalen.

Tatsachlich wurden die globalen Erkldarungen, insbesondere die zur Funktionalitat, als verstandlicher
bewertet als die lokalen. Wahrend die wahrgenommene Transparenz der Heatmap-Erklarung (lokale
Erklarung zur Funktionalitat) hoher bewertet wurde als die der anderen Transparenzarten, waren die
Verstandlichkeit und die Verlasslichkeit der globalen Erklarung mit Hintergrundinformationen wie
Ursprung und Funktionsweise hoher als die der anderen. Besonders auffallig ist der Unterschied in der
Bedingung ohne Transparenz: Diese wurde als am wenigsten transparent wahrgenommen. Gleichzeitig
wurde sie von allen fiinf Bedingungen als die verstandlichste bewertet. Mehr Informationen steigern
also weder die Verstandlichkeit noch die wahrgenommene Verlasslichkeit eines Systems. Auch fiihrt
eine hohe Transparenzwahrnehmung nicht automatisch zu h6herem Vertrauen oder héherer Nutzung,
wie die Wahrnehmung der Transparenzarten und das schlechte Abschneiden der Heatmap-Bedingung

zeigen.

Die Ergebnisse erlauben einen weiteren Schluss, der sich bereits in anderen Studien zeigte: Um
hilfreich zu sein, missen Erklarungen zu den vorhandenen mentalen Modellen passen (Andrews et al.,
2023). Von den verglichenen Transparenzarten scheint die globale Erklarung zur Funktionalitat besser
zu mentalen Modellen der Nutzenden gepasst zu haben als das Heatmap-Bild, das ohne weitere
Erklarung moglicherweise schwerer zu integrieren war. Eine geringere Verstandlichkeit und geringeres

Vertrauen waren die Folge.

Wenn es also darum geht, Nutzende moglichst optimal zu unterstiitzen und zu befahigen, sollte
Verstandlichkeit der Transparenz angestrebt werden. Auch wenn sich die Versuchspersonen in der
vorliegenden Studie nicht von fiir sie wenig verstandlichen Heatmaps lberzeugen lieBen, besteht die
Gefahr vordergriindig ,guter” Erkldarungen darin, Nutzende zu tduschen und zu einer Nutzung
anzustiften (Chromik et al., 2019). Solche , Dark Patterns”, ein Begriff, der der Interface-Gestaltung
entlehnt wurde und bei denen es darum geht, Transparenz vorzugaukeln, um Nutzende zur Nutzung

anzuregen, kdnnen nur durch gut umgesetzte Transparenz vermieden werden (Chromik et al., 2019).

Zuletzt bestatigen die Ergebnisse, das Vorgehen, das Vertrauen und die Nutzung von Algorithmen
getrennt zu erheben. lhre Korrelation mittlerer Starke verdeutlicht ihren Zusammenhang. Allerdings
sollte Nutzung nicht als Operationalisierung von Vertrauen gleichgestellt werden (z. B. Alexander et
al., 2018; B. Berger et al., 2021; Daschner & Obermaier, 2022). Der Unterschied zeigt sich auch in den
verschieden starken Zusammenhangen von Vertrauen bzw. Nutzung mit den Items zur Wahrnehmung
der Algorithmen. Wahrend die wahrgenommene Zuverladssigkeit eines Algorithmus starker mit seiner

Nutzung assoziiert ist, ist der Zusammenhang von Verstandlichkeit ebenso wie wahrgenommener
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Transparenz mit Vertrauen héher. Vertrauen scheint also besonders mit dem Verstandnis fir ein
System zuzunehmen. Ob ein KI-System genutzt wird, hangt wiederum starker von seiner
Zuverlassigkeit ab, wie sowohl die Abfrage der wahrgenommenen Verlasslichkeit als auch der auf

Nutzung besonders deutliche Lerneffekt durch die fehlerfreien Algorithmen zeigte.
Zusammenfassend sind flinf Kernergebnisse der Studie zu nennen:

1. Transparente Algorithmen im Vergleich zu nichttransparenten werden mehr genutzt und
ihnen wird mehr vertraut.

2. Die verschiedenen Transparenzarten wirken sich unterschiedlich auf Nutzung und Vertrauen
aus. Globale Erklarungen mit Hintergrundinformationen fiihren zu hohem Vertrauen bzw. zu
hoher Nutzung. Lokale Heatmaps fiihren zu geringerem Vertrauen und geringerer Nutzung.

3. Nutzende scheinen sich nicht durch unverstandliche Transparenz lberzeugen zu lassen,
sondern nutzten selbst im vorliegenden Anwendungsfall mit geringer Relevanz eine wenig
erklarte, technische (lokale) Funktionserklarung am wenigsten und vertrauten ihr auch am
wenigsten.

4. Uber die ambivalenten Ergebnisse anderer Studien hinaus zeigt sich in der vorliegenden
Studie: Globale Transparenzarten fiihren zu mehr Vertrauen als lokale Transparenzarten. Dies
scheint in groRem Male lber die wahrgenommene Verstandlichkeit und Verlasslichkeit der
Transparenzarten zu erklaren sein.

5. Nutzung und Vertrauen sind separate Konstrukte, die zwar hoch korrelieren, aber von
unterschiedlichen Faktoren beeinflusst werden. Vertrauen scheint stdrker von der
Verstandlichkeit der Transparenz abzuhdngen, Nutzung dagegen starker von der
wahrgenommenen und tatsachlichen Verldsslichkeit eines Systems.

6.4.2. Limitationen

In Hinsicht auf Limitationen der Studie sind vier Punkte zu nennen. Der erste, methodische Kritikpunkt
betrifft den Stichprobenausschluss von 18 Teilnehmenden. Dieser musste aufgrund verandert
abgespeicherter Algorithmusschatzungen vorgenommen werden. Diese Werte sollten fest vorgegeben
und nicht durch Versuchspersonen beeinflussbar sein. Die nun auftretenden Anderungen sind
héchstwahrscheinlich auf eine Teilnahme an der Studie tber ein mobiles Gerat zurlickzufiihren: Da
aufgrund technischer Vorgaben in der mobilen Nutzung die Werte nicht fixiert werden konnten, wurde
in der Rekrutierung eine Teilnahme (iber mobile Gerate ausgeschlossen. Es ist davon auszugehen, dass
sich die 18 Teilnehmenden nicht daran gehalten haben. Idealerweise sollte in zuklinftigen Studien
dieser Fehler ausgerdaumt und eine mobile Nutzung ermoglicht werden oder zumindest die Teilnahme

Uber mobile Gerate technisch ausgeschlossen werden.
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Darliber hinaus existieren eine Vielzahl weiterer Arten, Transparenz in Kl herzustellen und zu
kategorisieren, als die vier hier getesteten (siehe z. B. Ali et al., 2023; Mohseni et al., 2021; Ras et al.,
2022). Fir Nutzungsstudien ergeben sich daraus verschiedene Mdglichkeiten, wie Transparenz
umgesetzt und verglichen werden kann. Wird eine einzige Transparenzart — z. B. Heatmaps — auf
verschiedene Weisen umgesetzt, kann diese Transparenzart sehr detailliert verglichen werden (Herm
et al., 2023). Ebenso kann eine einzelne Transparenzart, wie z. B. Feature-Importance als
Balkendiagramm (Y. Zhang et al., 2020) oder die Einfiarbung von Texten (Springer 2019), mit einer
intransparenten Bedingung verglichen werden. Die vorliegende Studie hatte zum Ziel, verschiedene
Transparenzarten miteinander zu vergleichen, und wahlte dafiir vier moglichst unterschiedliche Arten
aus den Bereichen Funktionalitdtserklarung und Akkuratheitsinformation. Zwar biRte sie so
moglicherweise an experimenteller Trennschérfe ein und muss sich mit lediglich vier ausgewahlten
Bedingungen mangelnde Konstruktvaliditat fiir KI-Transparenz vorwerfen lassen. Gleichzeitig erhéht
diese Auswahl die praktische Aussagekraft, da vier realistische, hdufig genutzte Transparenzarten
verglichen wurden. Sie decken nicht nur die einzelnen Transparenzarten ab, sondern reprasentieren
Funktionserklarungen und Akkuratheitsangaben sowie lokale und globale Methoden.
Nichtsdestoweniger sollten zukiinftige Studien sich mit weiteren, anders ausgestalteten und auf

andere Weisen vergleichbaren Transparenzarten befassen, um das Bild anzureichern.

Ein weiterer Kritikpunkt betrifft die Leistung der Algorithmen, die immer korrekte Angaben machten.
Dies ist nicht realistisch, da jede Kl als Modell fir die Realitdt auch Fehler macht, weshalb sich
Forschungsfrage (a) dem Umgang im Fehlerfall widmete. Bei einer Akkuratheitsangabe von 90 %, die
dem Algorithmus in der globalen Bedingung zugeschrieben wurde, waren bei insgesamt 15 Trials
Fehler zu erwarten. Gleichzeitig stand die Reaktion auf algorithmische Fehler nicht im Zentrum dieser
Studie. Vielmehr liegt durch die exzellente Leistung der Algorithmen ihr Vorteil auf der Hand und eine
moglichst maximale Nutzung ware die rationalste Entscheidung. Obwohl die Nutzungszahlen
angesichts dieser hohen Leistung lberraschend gering ausfielen, zeigte sich ein Lerneffekt tber den
Verlauf der Trials, wobei sich der WOA von 0,3 auf 0,6 verdoppelte. Eine hohe Leistung der Kl wirkt
also bestiarkend auf die Nutzung der Algorithmen. Das ist angesichts des Ziels, eine befdhigende
Nutzung von Kl zu erreichen, eine gute Nachricht. Dieser Befund stimmt mit friheren Studien tberein,
in denen die tatsachliche Leistung einer Kl einen gréBeren Einfluss auf Nutzung oder Vertrauen hatte

als Akkuratheitsangaben oder Erklarungen (Lucic et al., 2020; Onkal et al., 2009; Z. Zhang et al., 2021).

Der groRte Kritikpunkt ergibt sich bezliglich der mangelnden Randomisierung der nichttransparenten
Bedingung. Der dadurch aufgetretene Lerneffekt beschrankt die Interpretation des Vergleichs der
intransparenten mit den transparenten Bedingungen, da der intransparente Algorithmus von der

Randomisierung ausgeschlossen und stets zu Beginn durchgefiihrt wurde. Wenn der Lerneffekt dazu
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flhrte, dass den Algorithmen im Verlaufe des Experiments mehr vertraut wurde bzw. sie mehr genutzt
wurden, wirkte dies auf den ersten Algorithmus zwanglaufig am geringsten. Wie schnell
Versuchspersonen die Nutzung von Ratschldgen ihrer Erfahrung mit einem System anpassen,
demonstrierten auch schon Yaniv und Kleinberger in einer Studie mit menschlichen Ratgebern:
,respondents updated their weighting policy rapidly, within a few trials” (2000, S. 272). Tatsachlich
zeigte sich auch in der vorliegenden Studie eine Verdopplung der Nutzungswerte von der ersten zur
letzten Schatzung und auch das Vertrauen nahm Uber die Trials zu. Grund fiir die eingeschrankte
Randomisierung war, mit der Kontrollbedingung eine intransparente Bedingung schaffen zu wollen.
Indem die Bedingung ohne Transparenz an den Anfang gestellt wurde, konnte eine Vermischung der
Transparenzwahrnehmung in dieser Bedingung ausgeschlossen werden. Zukiinftige Studien sollen
jedoch auch untersuchen, wie sich ein komplett randomisiertes Design auf die Nutzung und das

Vertrauen von transparenten im Vergleich zu nicht transparenten Bedingungen auswirkt.

Zusammenfassend ergeben sich also Einschrankungen beziiglich der begrenzten Auswahl an
Transparenzarten, der UbermdaRig positiven Leistung des Algorithmus und des aufgetretenen
Lerneffekts, der insbesondere durch die fehlende Randomisierung der intransparenten Bedingung
problematisch war. Unter Berlicksichtigung dieser Limitationen lassen sich Konsequenzen fir
zukilinftige Forschung und die Implementierung von KlI-Transparenz ableiten. Dies erfolgt im nachsten

Kapitel.

6.5. Implikationen aus Studie (c) , Transparenzarten”

Vor dem Hintergrund der liberwiegend bestatigten Hypothesen sowie der fiinf Kernergebnisse, die in
Kapitel 6.4.1 diskutiert und dargelegt wurden, ergeben sich verschiedene Implikationen, die im
Folgenden vorgestellt werden. Dabei werden zunachst Implikationen fiir die Praxis dargelegt und im
Speziellen fiir Entwickler*innen fiir KI formuliert. AnschlieBend folgt ein Kapitel zu Forschungsfragen,
die sich im Anschluss an die Studie flir zukiinftige Untersuchungen ergeben.

6.5.1. Implikationen fiir die Praxis

Obwohl es im Sinne einer aufgeklarten Nutzung von Kl immer erstrebenswert ist, Transparenz tber die
Systeme herzustellen, wird deutlich, dass dafiir nicht alle Ansatze gleichermaRen sinnvoll sind. Aus der
vorliegenden Studie lasst sich ableiten: Transparenz ist besser als keine Transparenz.
Hintergrundinformationen, insbesondere solche, die Uiber vertrauensvolle Dritte Vertrauen aufbauen,
sind wirksam. Dies geht mutmaRlich darauf zuriick, dass sie fiir Laien leicht(er) zu verstehen sind als
eher technische Erklarungen von Heatmaps. Darliber hinaus waren in der vorliegenden Studie globale
TransparenzmaRnahmen wirkungsvoller hinsichtlich einer Steigerung des Vertrauens. Dies bedeutet
allerdings nicht, dass pauschal globale lokalen TransparenzmaRnahmen vorzuziehen sind. Sehr viel

wichtiger als die genaue TransparenzmaRnahme sind die Verstandlichkeit der Transparenzart und eine
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wahrgenommene, vermittelte Verldsslichkeit des Systems. Wie genau Transparenz realisiert werden
kann, ist dabei abhangig vom System. Ob sie verstanden wird, ist abhangig von der Zielgruppe und den
mentalen Modellen der Nutzenden. Wichtig ist, dass nicht jede Transparenz automatisch mehr
Verstandlichkeit hervorruft, sondern eine Transparenz mit geringer Verstandlichkeit sogar negativer

wirken kann als gar keine Transparenz.

Implikation 7*° fiir Entwickler*innen von KI:

Transparenz umzusetzen ist wichtig und sinnvoll. Wichtiger als technische Erklarungen oder alle Fakten

detailliert darzulegen, ist allerdings ihre Verstandlichkeit, die es fiir die Zielgruppe(n) zu realisieren gilt.

Bezogen auf das negative Abschneiden der Heatmaps ist es eine gute Nachricht, dass sich Nutzende
von fiir sie unverstandlicher Transparenz nicht blenden lassen. Fehlendes Verstandnis fiihrt zu
geringerem Vertrauen und geringerer Nutzung. Um jedoch das Verstdandnis einer individuellen
Erklarung zu prifen, sind Evaluationen mit Nutzenden unabdingbar. Dabei sollte, konkreter als in der
vorliegenden Studie moglich, untersucht werden, inwiefern eine gegebene Transparenz ein
realistisches Bild der K| fordert oder ob sie Nutzende irrefiihrt. ,,Dark Patterns” (Chromik et al., 2019),
also GibermaRig vertrauenserweckende Mallnahmen, die zur Tauschung eingesetzt werden, wiirden
vielleicht kurzfristig die Nutzung einer Kl erhéhen, doch héchstwahrscheinlich von den Nutzenden

aufgedeckt und die bereits bestehende Skepsis an KI weiter anfeuern.

Implikation 8 fiir Entwickler*innen von Ki:

Nutzen Sie Evaluationen mit den Nutzenden lhrer KI, um sicherzustellen, dass die umgesetzte
Transparenz das offenlegt, was sie erklaren soll und verstanden wird. Unverstandliche Transparenz

verringert das Vertrauen oder fihrt, im Falle von Irreleitung, mittelfristig zur Abkehr vom System.

In Bezug auf die Zusammenhdnge von Vertrauen und Nutzung scheint es sinnvoll, diese beiden
Konstrukte getrennt voneinander zu betrachten und mit Transparenzmalnahmen separat
anzusteuern. Die Ergebnisse legen nahe, dass Vertrauen besonders durch Verstandlichkeit, (gut
umgesetzte) Transparenz und vertrauensvolle Hintergrundinformationen hergestellt werden kann.
Daraus lasst sich ableiten: Auch wenn Vertrauen im gesamten Nutzungszyklus immer wieder
aktualisiert wird, kommt dem Vertrauensaufbau zu Beginn einer Systemnutzung eine besonders
wichtige Rolle zu (Chiou & Lee, 2023), insbesondere aufgrund der herrschenden Skepsis gegeniiber KI-
Systemen (Brauner et al., 2023, 2024). Hingegen entsteht eine hohe Nutzung insbesondere durch die

Erfahrung von Verlasslichkeit (Lucic et al., 2020; Y. Zhang et al., 2020). Dabei spielen Transparenzarten

10 Dje Implikationen 1 bis 4 entstammen Forschungsfrage (a) ,,Fehlerfall“ und finden sich in Kapitel 4.5.1. Die
Implikationen 5 und 6 aus Studie (b) ,Nutzendenanforderungen” finden sich in Kapitel 5.5.1.
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eine weniger zentrale Rolle. Selbst die Information (ber Akkuratheit scheint bei weitem nicht so
einflussreich, wie die Leistung eines Systems tatsachlich zu erleben. Obwohl Nutzung vom Vertrauen
abhangt und mutmallich auch umgekehrt, sind sie doch verschiedene Konstrukte, die verschiedener

Malnahmen zur Regulierung bediirfen.

Implikation 9 fiir Entwickler*innen:

Nutzen Sie unterschiedliche Transparenzarten zu unterschiedlichen Zeiten im Prozess: Zum Aufbau von
Vertrauen dienen besonders verstandliche, globale Erklarungen, die Hintergrundinformationen
bereitstellen. Wahrend der Nutzung vermitteln Akkuratheitsangaben oder lokale Informationen

Verlasslichkeit. Am wichtigsten ist allerdings: Das System sollte tatsachlich verlasslich funktionieren.

6.5.2. AnschliefsSende Forschungsfragen
Anknipfend an die Limitationen der vorliegenden Forschung ergeben sich ganz konkrete

Anknupfungspunkte fir zukiinftige Forschung: Ein Gberarbeitetes Forschungsdesign, eine verbesserte
technische Umsetzung oder die Randomisierung der Bedingungen sind Optionen, die in einer
kommenden Studie bedacht werden sollten. Uber diese konkreten Umsetzungspunkte hinaus ergeben

sich weitere, iber die aktuelle Forschungsfrage hinausreichende Fragestellungen.

Wie in den Implikationen fiir die Praxis anklingt, ist bei der Umsetzung von Transparenz das individuelle
Verstandnis zentral. Deshalb besteht weiterhin Forschungsbedarf zur Gestaltung und Umsetzung eines
Verstandnisses von KI-Systemen und ihrer Transparenz: Welche Faktoren erh6hen bzw. behindern
Verstandlichkeit bei der Umsetzung transparenter KI? Da Vorwissen und Erfahrung sowie die
mentalen Modelle der Nutzenden beeinflussen, was als verstandlich gilt und was nicht (Andrews et al.,
2023; Molina & Sundar, 2022; Studie (b) ,Nutzendenanforderungen®), zeigt sich hier der groRe Bedarf
nach weiteren Studien zu verschiedenen Nutzendengruppen. Um KI-Systeme entwickeln zu kénnen,
die dem Menschen als Werkzeug bestmégliche Unterstiitzung bieten, muss bei der Ubersetzung der
technischen Transparenzmoglichkeiten in den Nutzenden dienliche Transparenz, insbesondere die

Verstandlichkeit dieser Transparenz, berticksichtigt sein.

Uber den Einfluss verschiedener Gestaltungsmerkmale auf Verstindlichkeit hinaus miissen weitere
abhidngige Variablen wie Akzeptanz, Vertrauen oder Nutzung von Kl auf ihren Zusammenhang mit der
subjektiven Wahrnehmung einer Kl-Transparenz untersucht werden. Die wahrgenommene
Verlasslichkeit korrelierte hoch mit Verstandlichkeit, zeigte aber groReren Einfluss auf die Nutzung. Die
wahrgenommene Transparenz wies die hochste Korrelation mit Verstdndlichkeit auf, zeigte bei
einzelnen Transparenzarten aber gegenteilige Effekte, in denen eine hohe wahrgenommene
Transparenz nicht mit einer hohen Verstandlichkeit einherging. Komplexere Forschungsdesigns, bei

denen mehr und andere Transparenzarten, Interaktionsweisen und verschiedene Variablen der
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Wahrnehmung untersucht und miteinander in Beziehung gesetzt werden, sind notwendig, um ein
groReres Verstandnis von KI-Transparenz und ihren Effekten auf Nutzung und Vertrauen zu erlangen.
Es ist wichtig, genau zu Uberlegen, welches Ziel eine transparente Kl verfolgen soll und welche Faktoren
dazu sinnvollerweise zu gestalten sind. So scheint eine kiinstliche Manipulation der Verstandlichkeit
wenig zielflihrend. Vielmehr sollte es darum gehen, Nutzende méglichst optimal zu unterstiitzen und
zu befahigen, weshalb eine moglichst grole Verstandlichkeit angestrebt wird. Die Gefahr von
vordergrindig guten Erklarungen, die zur Nutzung anstiften sollen, die aber in Wahrheit kaum

verstdndlich sind, besteht sicherlich weiterhin (Chromik et al., 2019).

Zusatzlich zur Untersuchung weiterer Zusammenhadnge und Faktoren kénnte es sinnvoll sein, die
Ausbildung und Anpassung mentaler Modelle durch Transparenz mit einzubeziehen. Die Frage lautet,
wie transparente Kl gestaltet sein sollte, um (moglichst unterschiedlichen) mentalen Modellen zu
entsprechen — oder um sie moglichst realitdtsnah anzupassen. Dabei spielt voraussichtlich
Verstandlichkeit eine wichtige Rolle. Aber auch, wie sich eine subjektive Verlasslichkeit im Verlauf des
Nutzungszyklus einer Kl entwickelt und wie das mentale Modell kontinuierlich angepasst wird, ist
wichtig, um festzustellen, zu welchem Zeitpunkt der Nutzung, welche Arten der Transparenz
erforderlich und hilfreich sind. Bei dieser Frage, der Beriicksichtigung des Nutzungszeitpunktes,
sollten auBerdem die unterschiedlichen Rollen von Vertrauen und Nutzung betrachtet werden. Wie
die Ergebnisse andeuten, hdngen sie voneinander ab, werden aber durch verschiedene
Transparenzarten und mutmaRBlich zu verschiedenen Zeitpunkten im Nutzungsprozess auf

unterschiedliche Weise beeinflusst.
Zusammenfassend ergeben sich die folgenden zukiinftigen Forschungsfragen:

- Welche Transparenzarten und weitere systemabhangige Faktoren erhéhen bzw. behindern die
Verstandlichkeit fiir verschiedene Zielgruppen, Kontexte und Transparenzarten?

- Wie stehen verschiedene Transparenzarten und die Wahrnehmung von Kl und KlI-Transparenz
in Beziehung und wie konnen sie gestaltet werden, um eine informierte Nutzung zu
ermoglichen?

- Wie beeinflusst eine Kl-Transparenz die Ausbildung und Anpassung von mentalen Modellen
und wie lasst sich diese Anpassung moglichst realitdtsnah fordern?

- Wie verandert sich der Bedarf nach Transparenz Uber den Nutzungsverlauf einer KI zur
Anpassung der mentalen Modelle, aber auch mit sich verandernden Auswirkungen auf

Vertrauen und Nutzung?
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6.6. Zwischenfazit zur Studie (c) , Transparenzarten”

Die vorliegende Studie untersuchte die Fragestellung, wie sich verschiedene Arten von Transparenz
auf die Nutzung und das Vertrauen in algorithmische Systeme auswirken. Zentraler Beitrag der Arbeit
war es dadurch, die lange Zeit sehr technische Forschungslandschaft zu erganzen, durch die
sozialwissenschaftliche Auseinandersetzung damit, wie verschiedene Umsetzungen von Transparenz

auf Endnutzende wirken. Die untersuchte Forschungsfrage lautete:

FF (c) ,Transparenzarten”: Wie wirken sich verschiedene Arten der Kl-Transparenz auf

Vertrauen und Nutzung eines Systems aus?

Die vier verschiedenen Transparenzarten wurden dazu entlang einer 2x2-Matrix gewdahlt, mit den
Dimensionen Fokus der Erkldrung (lokal oder global) und Gegenstand der Transparenz
(Funktionalitdt oder Akkuratheit). Es ergaben sich eine lokale und eine globale Erklarung der
Funktionalitat sowie eine lokale und eine globale Akkuratheitsangabe, die mit einer intransparenten

Bedingung verglichen wurden.

Ein GrofSteil der aufgestellten Hypothesen lieB sich bestatigen: Nutzung und Vertrauen waren fir die
Algorithmen mit Transparenz hoher als in der Bedingung ohne Transparenz. Dariiber hinaus zeigte sich,
dass die verschiedenen Transparenzarten unterschiedlich starken Einfluss auf die Nutzung und das
Vertrauen in die Algorithmen hatten. Zusatzlich zeigte sich starkeres Vertrauen in globale als in lokale
Transparenzarten. Die Hypothese zu ihrem Effekt auf Nutzung bestatigte sich hier nicht. Darlber
hinaus zeigten in explorativen Analysen verschiedene Wahrnehmungsitems wie Verstandlichkeit,
Verlasslichkeit und wahrgenommene Transparenz hohe Korrelationen mit Nutzung und Vertrauen und
eine unterschiedlich starke Ausprdgung je nach Transparenzart. Wahrend eine hohe Verstandlichkeit
zu besonders hohem Vertrauen zu fiihren schien, hing die wahrgenommene (und erlebte)

Verlasslichkeit der Algorithmen besonders stark mit der Nutzung zusammen.

Die Forschungsfrage kann also insofern beantwortet werden, als nicht jede (technisch mogliche)
Transparenzart Vertrauen und Nutzung erhoht, aber Transparenz besser ist als keine Transparenz.
Dariiber hinaus stellen subjektive Wahrnehmungsfaktoren wie Verstandlichkeit und Verlasslichkeit
wichtige Vermittler dar zwischen Transparenz und Vertrauen und Nutzung. In zukiinftiger Forschung
gilt es, den Einfluss dieser Faktoren auf Nutzung und Vertrauen weiter auszudifferenzieren. Ziel sollte
es sein, Verstandnis als abhangige Variable oder Zielzustand eines KI-Systems zu starken und

Einflussvariablen zu ermitteln.

Eine Einschrankung der Ergebnisse ergibt sich durch die gewahlte Randomisierung der Bedingungen,

weshalb der Einfluss eines Lerneffekts auf den Unterschied zwischen nichttransparenter Bedingung
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und transparenten Bedingungen nicht ausgeschlossen werden kann. Gleichzeitig macht er deutlich,

welchen Einfluss die Erfahrung von Verlasslichkeit auf die Nutzung hat.

Diese Befunde und die moglichen Erklarungen durch die Wahrnehmungsitems leisten einen wichtigen
Beitrag fur die bestehende Forschung, bei der bisher der Vergleich verschiedener Transparenzarten,
wenn Uberhaupt, nur sehr eingeschrankt stattgefunden hat. Mit der Bestarkung der Relevanz von
Hintergrundinformationen, also der Offenlegung von Urhebern, einfachen Funktionsweisen und
Anwendungsgebieten einer KI, reihen sich die Ergebnisse aulRerdem in die der Studie (b)

,Nutzendenanforderungen” ein.

Dariber hinaus erganzen die Ergebnisse die bestehende Forschung aufgrund der getrennten Erhebung
von Vertrauen und Nutzung. Nicht nur scheinen sich die beiden Akzeptanzvariablen von KI-Systemen
auf der Basis von verschiedenen Faktoren zu entwickeln, sie korrelieren auch lediglich mit mittlerer
(positiver) Starke. lhre getrennte Erhebung und ihre Betrachtung als unterschiedliche Konstrukte sind
also anzuraten. Wie sie jeweils individuell gestarkt werden kénnen und zu welchen Zeitpunkten im

Nutzungskontext ihnen besondere Bedeutsamkeit zukommt, sollte Ziel weiterer Forschung sein.

Praktische Implikationen ergeben sich vor dem Hintergrund, nicht die technischen Madglichkeiten,
sondern die sinnvolle Umsetzung von Transparenz in den Fokus zu setzen. Betrachtet man Transparenz
als zu gestaltende Eigenschaft des Systems bei der Entwicklung und Einflihrung von KI-Systemen, gilt
es zundchst, den Faktor Verstandlichkeit und seine Nutzungs- und Kontextabhangigkeit in den Fokus
zu stellen. Gute Transparenz bedarf des Einbezugs der Zielgruppe(n), z. B. in Nutzungsevaluationen.
Darliber hinaus gilt es, Transparenz nicht als statischen Zustand einer Kl zu betrachten, sondern je nach
Nutzungszeitpunkt — z. B. am Anfang oder nach einem Fehlerfall — die fiir diesen Moment relevanten

Informationen lber das System zu liefern.

Um KI-Systeme zu entwickeln, die Nutzenden zu einer informierten und bestmdéglichen Entscheidung
verhelfen, bedarf es transparenter Systeme. Wie die vorliegende Studie zeigte, gibt es verschiedene
Arten, Transparenz zu gestalten, die richtig eingesetzt auf verschiedene Weisen die Nutzung und das
Vertrauen in Kl steigern kdnnen. Gleichzeitig stellt Transparenz in Kl kein Selbstzweck dar, sondern
dient dem Ziel, Verstandlichkeit herzustellen und die menschliche Entscheidungsautonomie zu
ermoglichen. Nur so kann selbstbestimmtes wie auch einem Ziel dienliches Entscheiden mithilfe von

Kl stattfinden.
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7. Einordnung der Ergebnisse und Diskussion

Mit der zunehmenden Forderung nach Transparenz in KI-Systemen und dem bisherigen technischen
Ubergewicht in ihrer Beforschung stellte sich fiir die vorliegende Arbeit die Frage: Wie wirkt sich
Transparenz von Kl-Entscheidungsunterstiitzungssystemen auf die Nutzung dieser Systeme durch
Endnutzende aus? Da die Annahme lautete, dass sich fiir diese groRRe Frage nicht die eine Antwort
finden, sondern sie sich vielmehr aus verschiedenen Teilen zusammensetzen wirde, fand die
Untersuchung der Fragestellung mithilfe eines multimethodischen Ansatzes statt. Dieser zeichnete
sich durch drei Studien aus, mit dem Ziel, das Thema durch qualitative und quantitative Designs sowie
die Wahl verschiedener Foki zu beleuchten. Die drei Studien verfolgten die folgenden Ansatze: (a) eine
guantitative Studie, die ein spezielles Phdnomen der Algorithmennutzung und den Effekt von
Akkuratheitsinformation im Kl-Fehlerfall untersuchte, (b) eine qualitative Studie, um mithilfe eines
breiten Ansatzes ein Verstandnis fiir Nutzendenanforderungen an Kl-Transparenz zu erhalten und (c)
eine quantitative Studie, die verschiedene Transparenzarten hinsichtlich Nutzung und Vertrauen

verglich.

Nachdem in den vorherigen Kapiteln zunachst der theoretische Hintergrund erldautert und
anschlieRend drei verschiedene Studien vorgestellt und diskutiert wurden, erfolgt in den nachsten
Kapiteln nun ein Uberblick Giber die Studien (7.1) sowie die Darlegung der aus den Studien gemeinsam
zu gewinnenden Erkenntnisse (7.2). AnschlieRend diskutiert Kapitel 7.3 die fiir die gesamte Arbeit
geltenden Limitationen. Kapitel 7.4 zeigt mogliche, aus der Gesamtschau der Arbeit zu ziehende

Implikationen fiir die Gestaltung und Umsetzung von transparenter Kl auf.

7.1.  Uberblick Gber die Studien

In der ersten Studie stand Algorithm Aversion im Zentrum. Dieser Effekt bezeichnet den
Nutzungseinbruch, nachdem Nutzende Fehler von Algorithmen erleben (Dietvorst et al., 2014). Einer
Annahme zufolge geht dieser Effekt auf die falsche Erwartung an Kl zuriick, stets perfekt zu arbeiten.
Ein Fehler wird als Zeichen fiir ein defektes System interpretiert, das folglich zu meiden sei (Prahl &
Swol, 2017; Reich et al., 2022). Um zu kommunizieren, jede KI macht auch Fehler, wurden die
Algorithmusergebnisse mit Akkuratheitsangaben dargestellt. Die zu klarende Forschungsfrage (a)
,Fehlerfall” lautete: Inwieweit filhren Angaben von Akkuratheit eines Algorithmus dazu, dass dieser
auch nach einem Fehlerfall genutzt wird? Sie wurde mit einer Online-Studie untersucht (siehe
Abbildung 32 bzw. Kapitel 4). Tatsachlich zeigte sich, wenn Akkuratheitsinformation gegeben war, fiel
die Nutzung des Algorithmus nach einem Fehler etwas hoher aus als ohne entsprechende Information.
Eine Interaktion zum Vergleich eines Algorithmus ohne Akkuratheitsangabe mit zweien mit dieser

Information sowie der Algorithmusnutzung vor und nach Fehlererleben zeigte jedoch keinen
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signifikanten Effekt. Eine hemmende Wirkung der Akkuratheitsinformation auf Algorithm Aversion

konnte also Uber ihren Einfluss auf die Nutzung nach einem Fehler nicht nachgewiesen werden.

Mit der Forderung nach Algorithm Literacy und vor dem Hintergrund, dass Transparenz mehr umfasst
als Akkuratheitsinformationen, folgte die Auseinandersetzung mit der Frage, was denn Laien unter
Transparenz von Kl verstehen. Da die Definitionen sehr uneinheitlich sind, sehr viele Aspekte umfassen
und vor allem lange Zeit sehr technisch ausfielen — Transparenz als XAl — stellte sich die Frage (b) nach
,Nutzendenanforderungen“: Welche Anforderungen an Transparenz in Kl bestehen fiir
Laiennutzende und inwiefern unterscheiden sie sich nach Eigenschaften der KI? Diese Fragestellung
wurde mit einem qualitativen Ansatz untersucht und dazu eine Fokusgruppenstudie durchgefiihrt
(siehe Kapitel 5). Im Hauptteil der Studie diskutierten die n = 26 Teilnehmenden drei fiktive KI-Apps
unter anderem zur Frage, unter welchen Voraussetzungen sie die Anwendungen nutzen wiirden (siehe

Abbildung 32).

Als Ergebnis zeigte sich ein sehr breites Verstandnis von Kl-Transparenz, das weit Gber das technische,
eher funktionsbezogene hinausgeht. Laien fordern insbesondere im Fehlerfall lokale Transparenz:
Warum kam dieses genaue Ergebnis heraus bzw. dieser Fehler zustande? Globale Transparenz zur
Funktionsweise stand weniger deutlich im Fokus. Hingegen spielten Informationen zu Urhebern,
Bewertungen anderer, Datenquellen oder vertrauenswirdigen Zertifikaten ebenso wie Datenschutz
und Kontrolle eine wichtige Rolle beim Aufbau von Vertrauen in Kl. Auf Seiten der Nutzenden zeigten
die Vorerfahrung und Einstellung nicht nur zu KI oder dhnlichen Systemen, sondern auch zur
Anwendungsdomane groRRen Einfluss auf die Akzeptanz eines Systems. Beziiglich der Frage, welche
Systemeigenschaften die Transparenzanforderung beeinflussen, stellte sich insbesondere
Fehlerrelevanz als wichtig heraus, die in starkem Male von der Anwendungsdomane abhangt. Um
diese Ergebnisse fir die Praxis anwendbar darzustellen, wurde eine Transparenzmatrix erstellt (siehe
Kapitel 5.5.1). Mit dieser lassen sich Transparenzempfehlungen ableiten in Abhangigkeit von (durch

die Nutzenden wahrgenommenen) Systemeigenschaften.

Da scheinbar verschiedene Transparenzaspekte fiir Laien unterschiedlich wichtig wahrgenommen
werden und gleichzeitig nur wenige Vergleiche verschiedener Transparenzarten bestehen, widmete
sich die dritte Forschungsfrage vier verschiedenen Transparenzarten, um sie miteinander und mit einer
Bedingung ohne Transparenz zu vergleichen. Die Forschungsfrage (c) , Transparenzarten” lautet
entsprechend: Wie wirken sich verschiedene Arten der KI-Transparenz auf Vertrauen und Nutzung
der jeweiligen Systeme aus? (siehe Abbildung 32) In einem quantitativen Vergleich mit n = 151 zeigte
sich ein Unterschied zwischen einem nicht transparenten Algorithmus und vier transparenten
Algorithmen (siehe Kapitel 6). Letzteren wurden mehr genutzt und ihnen mehr Vertrauen

entgegengebracht. Jedoch kann mindestens ein Teil des Unterschieds auf einen Lerneffekt
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Kiinstliche Intelligenz erkldren, verstehen, nutzen

zurickzufihren sein, da die Nutzung und das Vertrauen in die Algorithmen Uber den Verlauf des
Experiments zunahmen. Im Vergleich der Transparenzarten untereinander fiihrten besonders globale
Transparenzbedingungen zu hdherem Vertrauen. Die Transparenzbedingung, in der global die
Funktionalitat des Algorithmus sowie Informationen zu seiner Erstellung und Urhebern dargelegt
wurden, wurde als besonders verstandlich bewertet, ihr auch am meisten vertraut und sie auch am
haufigsten genutzt. Gleichzeitig wurde zwar die wahrgenommene Transparenz der lokalen
Funktionalitatserklarung durch Heatmaps am hdochsten, ihre Verstandlichkeit allerdings am geringsten
bewertet, sogar geringer als die des nichttransparenten Algorithmus. Auch ihre Nutzung und das

Vertrauen in sie fielen gering aus.

Abbildung 32: Uberblick iiber die untersuchten Forschungsfragen auf dem Feld der Transparenz von Kl und die
eingesetzte Methodik

Nutzenden- Systemfaktoren & -
anforderungen eigenschaften

Transparenz von KI
Funktionalitat: Information tber
Heatmap (Un)Sicherheit
Funktionalitat:
Erklartext

Vertrauen

Information tber

Akkuratheit quantitativ

3 Bedingungen:

between-Subj.-
Design
n=169

Nutzung (WOA)

FF (a) ,,Fehlerfall“

Anmerkung. Subj.-Design = Subjekt-Design. WOA = Weight of Advice

7.2.  Gemeinsame Erkenntnisse

Zusammengenommen konnen verschiedene Erkenntnisse aus den drei Studien gewonnen werden
(siehe Abbildung 33 fiir einen Uberblick). Es zeigt sich, KI-Transparenz beeinflusst sowohl die Nutzung
als auch das Vertrauen in die Systeme. Dabei scheint globale KlI-Transparenz vor allem fiir das
Entstehen von Vertrauen bzw. beim Beginn des Interaktionsprozesses wichtig. Insbesondere globale
Informationen zu Funktionsweisen und weitere Hintergrundinformationen foérdern die

Vertrauensbildung, wie Forschungsfrage (b) ,Nutzendenanforderungen” und (c) , Transparenzarten’

ermittelten. Im Fehlerfall jedoch werden Erkldarungen zur Ursache des Fehlers oder zu zukiinftigen
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Systemverbesserungen relevant, also eher lokale Erkldarungen. Unterschiedliche Transparenz scheint
also notig je nach Nutzungszeitpunkt: Zum Vertrauensaufbau am Anfang bedarf es eher globaler
Informationen. Wahrend der Nutzung, insbesondere bei Unsicherheit oder im Fehlerfall, helfen lokale

Erklarungen, das System neu zu bewerten.

Wie die Ergebnisse zeigen, missen Erklarungen zu vorhandenen mentalen Modellen passen, um
hilfreich zu sein. In Forschungsfrage (c) , Transparenzarten” traf diese Passung moglicherweise auf die
globale Erklarung eher zu als auf abstrakte Heatmap-Bilder. Und auch wenn sich Forschungsfrage (a)
nicht explizit mit mentalen Modellen befasste, deuten die Ergebnisse doch darauf hin, dass
Akkuratheitsangaben allein nicht ausreichen, um mentale Modelle liber die erwartete Performance
von Algorithmen zu aktualisieren und im Fehlerfall vor ablehnender Uberraschung zu schiitzen.
Hingegen kam die Frage, warum ist dieser Fehler passiert, sowie, lernt das System aus ihm, auch in
der qualitativen Studie (b) ,Nutzendenanforderungen” zur Sprache, in der die
Diskussionsteilnehmenden unter anderem ihre Reaktionen auf einen moglichen Fehlerfall besprachen.
Frihere Studien zeigen, die Information, eine Kl lerne aus Fehlern, tragt dazu bei, die Fehlererfahrung
mit einer Kl zu bewadltigen (B. Berger et al., 2021; Burton et al., 2020). Gleichzeitig steigerten
Erklarungen, warum ein Fehler auftrat, zwar das Verstdndnis fir ein System, nicht aber seine Nutzung
(Lucic et al., 2020). In ahnlicher Weise scheinen auch Akkuratheitsangaben allein nicht fir den Erhalt

der Nutzung nach einem Fehler auszureichen.

Als MaBnahme gegen Algorithm Aversion nennen Burton et al. in einem Review , Algorithm Literacy”
(2020). Genau diese ist jedoch angewiesen auf Kl-Transparenz: Nutzende bediirfen der nétigen
Informationen liber Anwendungsbereich, Einschrankungen, Ergebnisgiiltigkeit und Akkuratheit, um
eine , Literacy” liber ein System aufbauen zu kénnen. Wichtig bei alledem ist Verstandlichkeit, deren
Relevanz in Forschungsfrage (c) , Transparenzarten” festgestellt wurde. Denn auch fir Literacy ist es
von zentraler Bedeutung, dass die vorhandenen Informationen (iber ein System verstanden, in
bestehende mentale Modelle eingebettet und mithilfe neuer Information aktualisiert werden kénnen.
Die Erkenntnis lautet: Wichtiger als eine technisch detaillierte Erkldrung ist eine Transparenz, die
Nutzende auch verstehen. Als solche umfasst sie Akkuratheitsinformation und
Hintergrundinformationen zu Urhebern, aber auch Informationen {ber Datenspeicherung,
Privatsphdare und Sicherheit der Daten ebenso wie Verantwortlichkeiten bei Fehlern,
Kontrollmoglichkeiten durch die Nutzenden und Bewertungen durch Dritte oder Zertifikate von

Expert*innen.

Die Ergebnisse zeigen eine weitere mogliche Erklarung fir bisherige uneinheitliche Befunde der
Forschung: Komplexe KI-Systeme sind als Teilsysteme zu betrachten. Ein System besteht

beispielsweise aus Eingabemaske, Verarbeitungsprozessen und einer Ausgabe oder sogar einem
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mehrstufigen Ausgabeprozess. Die Anforderungen an Transparenz unterscheiden sich je nach
Teilsystem: Bei der Eingabe spielt moglicherweise Datenschutz eine Rolle, bei der Verarbeitung die
Gewichtung der Eingaben, bei der Ausgabe Akkuratheitsangaben oder Erkldarungen fir das einzelne
Ergebnis. Darilber hinaus sind jede KI und auch jedes Teilsystem eingebettet in eine
Anwendungsdomane, in ein Umfeld dhnlicher Systeme und in bestehendes (Halb-)Wissen liber KI, die
wiederum Quelle fiir Vorerfahrungen, Einstellungen und individuelle Bewertungen darstellen. Diese
zentralen Erkenntnisse zu transparenter Kl aus der Gesamtschau der Arbeit stellt Abbildung 33

zusammenfassend dar.

IM

Dartiber hinaus zeigten in Forschungsfrage (a) ,Fehlerfal und (c) ,Transparenzarten”
demographische oder interindividuelle Eigenschaften kaum Zusammenhang mit dem Bedarf an
Erklarungen oder einen Einfluss auf Vertrauen bzw. Skepsis gegeniiber KI-Systemen, so z. B.
Risikobereitschaft, Entscheidungsfreude oder Kontrolliberzeugung im Umgang mit Technik. Andere
Studien fanden den Einfluss des kulturellen Hintergrunds und der Sprache (McNee et al., 2006), des
dispositionalen Vertrauens (Brauner et al., 2023) oder von Erfahrung und Selbstvertrauen (Chong et
al., 2022), jedoch keinen oder nur geringen Zusammenhang mit demographischen Variablen (Philipsen
et al., 2022; Yin et al, 2019). In der vorliegenden Arbeit zeigte sich der Effekt des
Kognitionsbedirfnisses als Einflussfaktor zur Weiternutzung von Kl nach einem Fehlerfall. Dies brachte
Uberlegungen zur Relevanz verschiedener kognitiver Verarbeitungsstile bei der Perzeption von Kl und
ihrer Transparenz auf, die beeinflussen, welche Arten von Information gut oder weniger gut
verarbeitet werden konnen. Diese Ansdtze zusammen mit den Befunden zu verschiedenen

Nutzungszeitpunkten und ihren Auswirkungen auf Transparenzbedarfe deuten weitere Einfliisse auf

KI-Transparenz an und damit auch auf die Mdoglichkeit, sie zu gestalten.
Abbildung 33: Veranschaulichung der gemeinsamen Erkenntnisse aus den drei Studien der Arbeit

Passung zu mentalen

Modellen
Lokale Erkldrungen Erklarungen passen Al Literacy
oder ergdnzen
Bei Unsicherheit und KI- Verstandnis der Notwendig fir KI-
Fehlern, idealerweise Nutzenden Transparenz und
inkl. Feedback- fordert sie

moglichkeit gleichermallen

Globale @ @il Teilsystem-
Transparenz Transparenz

Generelle GroRe Systemein
- . (@) .
Erklarungen inkl. | Teilsysteme zerlegen
Hintergrundinfo zur Kl- 000 und separat

Vertrauensbildung Transparenz betrachten
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7.3.  Limitationen der vorliegenden Arbeit

Uber die Kritikpunkte hinaus, die sich aus den drei Studien im Einzelnen ergeben und die im Rahmen
der jeweiligen Studie diskutiert wurden, sind auch Limitationen bezliglich der gesamten Arbeit
aufzufiihren. Methodisch ist Uber die drei Studien hinweg anzumerken: Die Art und der Prozess der
Entscheidungsfindung sind relevant und beeinflussen in starkem Malle, wie Ratschldage fir diese
Entscheidung genutzt werden. Ergebnisse verschiedener Entscheidungsfindungsprozesse sind nur
eingeschrankt vergleichbar, da die Prozesse selbst die finale Entscheidung beeinflussen (kénnen)
(Bonaccio & Dalal, 2006). Konkret stellt sich deshalb in Bezug auf die beiden quantitativ untersuchten
Forschungsfragen (a) ,Fehlerfall“ und (c) ,Transparenzarten“ die Frage, inwiefern das
Experimentaldesign mit einem Judge-Advisor-System zu Artefakten in der Nutzung der Algorithmen
flhrte. Die beiden vorliegenden Studien zeichneten sich dadurch aus, dass die Versuchspersonen
zunachst eine eigene Schatzung abgeben mussten, bevor sie die Algorithmusschatzung erhielten.
Dieser Interaktionsablauf konnte Ankereffekte beglinstigen, wie in dhnlichen Interaktionen bereits
gezeigt wurde (Bonaccio & Dalal, 2010; Hutter & Fiedler, 2019; Tversky & Kahneman, 1974). Besonders
in kritischen Kontexten wie der Medizin oder der Rechtsprechung wird die Interaktion mit Ki
tatsachlich so umgesetzt, wie in den vorliegenden Experimenten: zunachst eine unabhangige
menschliche Entscheidung der Nutzer*in — z. B. eines Arztes oder einer Richterin — und dann der
Hinweis der KI. Das Ziel ist, selbststandiges, unabhangiges Entscheiden auf Seiten der Nutzenden zu
gewadhrleisten und zu vermeiden, dass nur blind einer Kl gefolgt wird, ohne eigene Einschatzungen zu
beriicksichtigen. Im Kern geht es darum, die menschliche Entscheidungsautonomie nicht
einzuschranken. Allerdings kommt dieser Interaktionsablauf in der Realitdt nur selten vor. Die meisten
Systeme prasentieren ihre eigenen Losungen oder Hinweise, ohne Voreinschatzungen zu verlangen.
Vor diesem Hintergrund und dem dargelegten Einfluss eines (quantitativen) Ankers stellt sich deshalb
die Frage, wie die Kl-Interaktion in anderen Forschungsdesigns ausfallen wiirde. Es ist unklar, inwieweit
die Ergebnisse aus diesen Designs vergleichbar und in Beziehung zu setzen sind mit denen aus einer
sehr offenen, qualitativen Befragung. Es gilt, in zukinftiger Forschung die Designs zu variieren und die

Fragestellungen mit weiteren Methoden ergdanzend zu untersuchen.

Dieser Kritikpunkt kann erweitert werden auf das gesamte Mixed Method-Design der vorliegenden
Arbeit: Durch das parallele Vorgehen und eine nicht aufeinander aufbauende Methodik wurden
einzelne Fragestellungen nur einmalig betrachtet und nicht vertieft. Limitationen der einzelnen
Studien bleiben bestehen und Ergebnisse kénnen nur jeweils vor diesem Hintergrund interpretiert
werden. Flr ein nun anschlieBendes, tiefergehendes Verstandnis ware es sinnvoll, einzelne
Fragestellungen im Detail, z. B. mit verschiedenen Studien, die sich einer einzelnen Fragestellung in

triangulierendem Ansatz widmen, zu untersuchen. Gleichzeitig bot das gewahlte Vorgehen die
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Moglichkeit, die Effekte von KI-Transparenz auf verschiedene Weisen zu beleuchten und so eine breite
Auseinandersetzung mit dem Thema — mit ihren jeweiligen Einschrankungen — zu ermdglichen. Fiir den
ersten Uberblick, der zu diesem Thema vonnéten war, bot das gewidhlte Vorgehen einen breiten
Ansatz und entsprechend breite Ergebnisse, die es nun in nachfolgenden Forschungsvorhaben zu

erweitern gilt.

7.4.  Implikationen aus der gesamten Arbeit

Wie in den Kapiteln zu den Implikationen der einzelnen Forschungsfragen erfolgt auch in diesem die
Aufteilung in praktische Implikationen und in theoretische. Das bedeutet, im folgenden Kapitel werden
zunachst die Implikationen fir Entwickler*innen und Politik abgeleitet. Zu diesen gehort in Kapitel
7.4.1.2 auch eine Aktualisierung der Transparenzmatrix, die als Einzeldokument ein zentrales Ergebnis
der Arbeit darstellt. Im Anschluss werden in Kapitel 7.4.2 die im Laufe der drei Studien formulierten
Implikationen zusammengefiihrt mit den nun neu abgeleiteten Implikationen. Dabei werden die
Implikationen fir Entwickler*innen sowie die flr Politik und Regulierungsinstitutionen in jeweils
separaten Kapiteln prasentiert. AnschlieBend an die praktischen Implikationen folgt eine
Auseinandersetzung mit den noch offenen Fragestellungen, die sich aus der Arbeit fiir die zukiinftige
Forschung ergeben (Kapitel 7.4.3).

7.4.1. Praktische Implikationen

Uber diese Implikationen hinaus lassen sich aus der vorliegenden Arbeit weitere Aspekte ableiten, die
sowohl fir Entwickler*innen von Kl als auch fiir die Politik zur Umsetzung von KI-Transparenz relevant
sind. Laut einer Umfrage der Bertelsmann-Stiftung verlangen Nutzende eine starke Kontrolle von KI.
Dabei befiirworten 80 % der Befragten ein Auskunftsrecht bei Kl-Entscheidungen, tGber 70 % die
Zugénglichkeit fir unabhingige Experten sowie einen KI-TUV (Fischer & Petersen, 2018). Die
Ergebnisse sprechen fiir die groRe Skepsis, die gegeniiber Algorithmen herrscht und deuten gleichzeitig
das Bediirfnis nach Transparenz an. Es gilt also, Vertrauen aufzubauen, um so eine sinnvolle und
informierte Nutzung zu ermoglichen. Bedué und Fritsche (2022) identifizieren funf Faktoren, die
speziell das Vertrauen in Kl im Vergleich zu traditionelleren Technologien férdern: ,,We identify access
to knowledge, transparency, explainability, certifications, as well as self-imposed standards and

guidelines as the main determinants of trust in AL“ (S. 2).

Die in der vorliegenden Arbeit identifizierten MaBnahmen gehen einher mit diesen Vorschlagen. Im
Kern steht dabei die Anforderung, Kl als dem Menschen dienliches Werkzeug zu gestalten und durch
Transparenz den bestmoglichen Einsatz dieses Werkzeuges zu ermoglichen. Dazu miissen Transparenz
und Explainability systemabhédngig gestaltet (Kapitel 7.4.1.1) und Nutzende ins Zentrum der
Transparenzentwicklung gestellt werden (Kapitel 7.4.1.2). AuRerdem spielt der Zugang zu Wissen eine

wichtige Rolle (Kapitel 7.4.1.3 lber Al Literacy) ebenso wie MaRnahmen des Vertrauenstransfers tiber
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rechtliche Regularien (Kapitel 7.4.1.4). Das in Abbildung 34 dargestellte Dreieck der Kl-Transparenz
veranschaulicht die vier Sadulen der Umsetzung von Kl-Transparenz. Wahrend System- und
Nutzendeneigenschaften maRgeblich beeinflussen, wie KI-Transparenz gestaltet werden sollte, fult
deren Umsetzung auf rechtlichen Regularien ebenso wie auf einer vorherrschenden und durch KI-

Transparenz voranzutreibenden Al Literacy.

Abbildung 34: Das Dreieck der KI-Transparenz stellt die vier Faktoren, Systemeigenschaften,
Nutzendenzentrierung, rechtliche Regularien und Al Literacy dar, die bei der Umsetzung von KI-Transparenz fiir
Endnutzende zum Tragen kommen.

Systemeigenschaften beachten Nutzendenzentriert umsetzen

* Eigenschaften der Interaktion
* Fehlerrelevanz

* Anwendungsbereich
* Sensibilitat der Daten
* Ergebnisart

* |terativer Entwicklungsprozess, der

Nutzende einbindet

Ermoglichen mentale Modelle zu
aktualisieren

¢ Schrittweise Darstellung flr

Kl-Transparenz

* (siehe Tabelle 21) verschiedene Expertise-

stufen

beriicksichtigt
rechtliche Regularien
* Zertifizierung

bedarf Al Literacy
* KI verstehen
* KI anwenden

* Audits * Kl bewerten
* Unabhangige * Ethische
Institutionen Auseinandersetzung

Im Anschluss an die folgenden Kapitel der praktischen Implikationen wird jeweils eine
zusammenfassende Tabelle bereitgestellt (je Tabelle 22, Tabelle 23, Tabelle 24 und Tabelle 25), welche
die aus der Gesamtarbeit resultierenden Implikationen fiir Entwickler*innen sowie die Politik
zusammenfasst.

7.4.1.1. KI-Transparenz abhangig von Systemeigenschaften

Die erste Implikation, die sich aus der vorliegenden Arbeit ergibt, ist die Abhangigkeit der KI-
Transparenz von den gegebenen Systemeigenschaften und die daraus resultierende notige
Auseinandersetzung mit Letzteren. Dabei steht weniger die technische Frage nach der Umsetzung der
KI im Zentrum als vielmehr die Frage nach den gegebenen Voraussetzungen und von Nutzenden
wahrgenommenen Systemeigenschaften. Bereits die Information, es mit kiinstlicher Intelligenz zu tun

zu haben, verdndert die Wahrnehmung eines Systems (Bedué & Fritzsche, 2022).

Bevor also KlI-Transparenz umgesetzt werden kann, gilt es, die gegebenen Systemeigenschaften zu

analysieren, zusammen mit zuklinftigen Nutzenden. Im Rahmen von Forschungsfrage (b)

,Nutzendenfaktoren“ wurde zur Ableitung von TransparenzmalRnahmen von gegebenen

Systemeigenschaften eine Transparenzmatrix entwickelt und nun aktualisiert (siehe Tabelle 21). Die
Anwendung der Matrix wurde in Kapitel 5.5.1 ,, Transparenzmatrix fiir die Praxis“ ausfiihrlich erlautert.

Neben Erklarungen zur Matrix findet sich dort auch ein Beispiel fiir ihren Einsatz. AuRerdem wird ein
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vierstufiger Prozess eingefiihrt (Abbildung 20, Kapitel 5.5.1), der beim Einsatz der Matrix zu empfehlen

ist:

Ggf. Zerlegen des KI-Systems in einzelne Bestandteile
Systemfaktoren anhand der Transparenzmatrix identifizieren

Anforderungen an KlI-Transparenz abhéangig von 2. ablesen und umsetzen

P wobd R

Evaluation der KI-Transparenz mit Nutzenden des Systems

Fiir die Zusammenfihrung der Gesamtarbeit wurde die bestehende Matrix wurde um die Erkenntnisse
aus den beiden Studien (a) ,Fehlerfall“ und (c) , Transparenzarten” erganzt (siehe Tabelle 21). Dazu
wurde die bestehende Matrix um einige Punkte erweitert. Als Folge der Studie (a) ,Fehlerfall“ wurden
die System- und Interaktionseigenschaften um die Kategorie ,,Unsicherheit/Fehlererfahrung” erginzt.
Zur Erklarung dieser Kategorie ist zu sagen: KI-Systeme unterscheiden sich hinsichtlich der Moglichkeit,
Fehlererfahrung liberhaupt zu machen. In erster Linie hangt dies davon ab, ob das System eine
nachtragliche Korrektur oder Bewertung der vorangegangenen Empfehlung anzeigt oder fiir welche
Art von Empfehlungen es konzipiert wurde. Bei einem KI-System, das zur Personalauswahl eingesetzt
wird, tritt eine Fehlererfahrung nur verzogert auf und wird eher subjektiv feststellbar sein: Der
Systemvorschlag eines Bewerbers war moglicherweise nachvollziehbar, aber die Einstellung kam
aufgrund einzelner Eigenschaften letztendlich nicht zustande. Dieser am Ende falsche Vorschlag des
Systems wird erst auffallen, wenn er besonders haufig geschieht. Eine Erklarung ist dann weniger
niitzlich als die Moglichkeit, das System zu korrigieren. Die Kategorie der Matrix hingegen bezieht sich
auf eine direktere Art der Fehlererfahrung: Wenn eine KI bei einer Buchauswahl, einem
Sportwetteneinsatz oder zu passenden Schuhen berat, ist das Ergebnis einige Zeit spater als gut oder
schlecht zu bewerten und es ist unmittelbar auf die Kl zurtickfihrbar. Es geht also um richtige oder
falsche Empfehlungen. In diesen Fallen sind Erklarungen, warum dieser Fehler auftritt, hilfreich, um
das Vertrauen in das System zu erhalten. Entsprechend ist in der neuen Version der Transparenzmatrix
der Bedarf nach Erklarungen allgemein und lokaler Transparenz im Speziellen in der Kategorie

,Unsicherheit/Fehlererfahrung” als ,sehr hoch” dargestellt.

Darliber hinaus ergibt sich auf Grundlage der Ergebnisse aus Forschungsfrage (c) ,, Transparenzarten”
die Relevanz von globalen Erklarungen und von Hintergrundinformationen. Darauf aufbauend werden
einige Zellen prazisiert: in der Systemeigenschaft , Fremdes System” wird die Relevanz von globaler
Transparenz als ,,hoch, nach Interesse” angegeben, die von weiteren Hintergrundinformationen, also
den Informationen zum Urheber sowie den Sicherheiten Uber Dritte von ,hoch” auf ,sehr hoch”

verscharft, ebenso wie die Transparenzinformation zur Akkuratheit.
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Die aktualisierte Transparenzmatrix ist auf der folgenden Seite als Tabelle 21 dargestellt. Tabelle 22
fasst anschlieBend die in diesem Kapitel entwickelten Implikationen fir die beiden Zielgruppen

Entwickler*innen und Designer*innen von Kl sowie Politik und Regulierungsinstitutionen zusammen.
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Tabelle 21: Transparenzmatrix: Implikationen fiir die Transparenz eines KI-Systems in Abhdngigkeit von subjektiven System- und Interaktionsfaktoren. Die dunkle
Kategorie ,,Unsicherheit, Fehlererfahrung” wurde aufgrund der Gesamtergebnisse neu hinzugefiigt, die fett markierten Zellen prdzisiert.

Implikationen fiir KI-Transparenz

subjektive System- und Interaktionseigenschaften

Negative Unsicher- Fremdes Positive
Hohe Dient der Vorerfah- heit, System/ Vor- Mehrere
Fehler- Unter- Ethische Sensible rung/ Fehler- keine Vor- erfahrung Ergebnisse Nutzung
relevanz haltung Thematik Daten -einstellung erfahrung erfahrung mit System moglich kostet Geld
Bedarf nach sehr hoch hoch sehr hoch  hoch sehr hoch hoch sehr hoch
Kontrollgefiihl
Bedarf nach hoch nach sehr hoch hoch, nach sehr hoch hoch weniger hoch
Erkldarungen Interesse Interesse relevant
lokale Transparenz hoch, nach  weniger sehr hoch sehr hoch hoch
Interesse relevant
globale hoch, nach weniger hoch nach hoch, nach hoch, nach weniger nach
Transparenz Interesse relevant Interesse Interesse  Interesse relevant Interesse
Weiterfiihrende hoch sehr hoch hoch hoch
Informationen zum
Ergebnis
Mehrere Ergebnis- hoch hoch
alternativen
anzeigen
Sicherheiten tiber  sehr hoch gef. andere hoch hoch hoch sehr hoch  weniger hoch
Dritte Nutzende relevant
Infos Giber hoch weniger hoch hoch an Urheber
Rechenschaft relevant gegeben
Info iiber Urheber sehr hoch weniger hoch hoch hoch sehr hoch hoch
relevant
Infos zum hoch sehr hoch
Datenschutz
Akkuratheits- hoch weniger sehr hoch sehr hoch sehr hoch sehr hoch
angaben relevant
Akkuratheits- sehr hoch sehr hoch hoch hoch sehr hoch
anspruch
Zugangsschwelle hoch niedrig hoch sehr hoch hoch niedrig hoch

zum System

184



Tabelle 22: Zusammenfassung der Implikationen zur von Systemeigenschaften abhdngigen KI-Transparenz

Entwickler*innen von Kl Politik und Regulierungsinstitutionen

e Die fiir ein KI-System relevanten System- und e Systemeigenschaften nutzen, um Systeme zu
Interaktionseigenschaften zusammen mit kategorisieren
Nutzenden identifizieren e Regularien, die Endnutzende adressieren

e Tabelle 21 fiir Implikationen der abhangig von Systemeigenschaften entwickeln
Systemeigenschaften auf Transparenz nutzen, e Regularien auch unabhangig von
(Anleitung und Prozess in Kapitel 5.5.1) Systemeigenschaften entwickeln. KI-Transparenz

durch Expert*innen etc. priifen und durch

Zertifikate kennzeichnen

7.4.1.2. Nutzendenzentrierte Transparenz
Wie sich bereits in vorangehender Forschung und in den Studien (a) ,Fehlerfall“ und (c)

,Transparenzarten” zeigte, adaptieren Nutzende sehr schnell an ein gegebenes System und seine
wahrgenommene Leistung (z. B. Bansal et al., 2019; Lim & Dey, 2011; Yin et al., 2019). Sowohl der
Nutzungsabfall nach einem Fehler — Algorithm Aversion — als auch der Lerneffekt bei besonders guter
Leistung verdeutlichen dies. Menschen lernen also durch den Umgang mit KI-Systemen. Anders gesagt:
Nutzende haben ein mentales Modell eines Systems, das sie im Laufe der Nutzung standig anpassen.
Aufgrund verschiedener Vorerfahrungen und Wissensstande unterscheiden sich die mentalen Modelle
von Nutzenden — und weisen moglicherweise Liicken und Fehler auf. Deshalb ist es von zentraler
Bedeutung, ihnen die Moglichkeit zu geben, die tatsdchlichen Funktionsweisen, Grenzen und
Moglichkeiten eines Systems zu verstehen und hinzuzulernen (Bansal et al.,, 2019). Bansal et al.

empfehlen deshalb, dieses Lernen mit drei MaBnahmen zu erleichtern:

1. KI-Systeme sollten moglichst wenige Fehlerbereiche aufweisen.
2. Systemfehler sollten moglichst wenig zuféllig sein.

3. KI-Systeme sollten durch eine Reduzierung ihrer Merkmale moglichst einfach gestaltet sein.

Die Empfehlungen zielen darauf ab, die Nutzung von KI-Systemen moglichst berechenbar und
nachvollziehbar zu gestalten. Transparenz in die Systeme ermdglicht, das Lernen im Umgang mit K-

Systemen zielgerichtet und wahrheitsgetreu zu steuern.

Aufgrund der individuell unterschiedlichen mentalen Modelle aller Nutzenden ist die hohe
Abhangigkeit von KI-Transparenz von Kontext und Nutzenden nicht Gberraschend. Gleichzeitig stellt es
die Umsetzung einer Kl-Transparenz vor Herausforderungen, da es nicht die eine Lésung fir alle
Systeme oder Nutzenden geben kann. Wie sich im Laufe der Arbeit wiederholt herausstellte, ist

deshalb eine menschzentrierte Entwicklung von KI-Transparenz von entscheidender Bedeutung. Dabei
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zeigen sich Parallelen zur nutzendenzentrierten KI. Auch bei der KI-Entwicklung bedurfte es Ende der
90er-Jahre der Forderung des Entwicklers Alan Cooper (1999), der in seinem Buch , Inmates Running
the Asylum“ anmahnte, die Nutzendensicht bei der Entwicklung von Kl einzubeziehen. Er kritisierte,
Entwickler*innen setzten KI-Systeme lediglich aus ihrer eigenen Sicht auf und entwickelten so zu oft
an den Bedarfen der Nutzenden vorbei. Der Einbezug der Nutzenden bei der Entwicklung neuer
Systeme ist eine MaBBnahme, die die Akzeptanz der Nutzenden steigert (Markus et al., 2024; Zysk et
al., 2024) und auch Algorithm Aversion reduziert (L. Xu et al., 2023).

Auch KI-Transparenz wurde bisher haufig aus Sicht der Entwickler*innen umgesetzt. Einerseits ist dies
nachvollziehbar und sinnvoll: Bei der Entwicklung neuer KI-Systeme missen Modelle getestet und
Konzepte gepriift und deshalb ihre Fahigkeiten, Grenzen und Prozesse von den Expert*innen
nachvollzogen werden kénnen. Eine technische Explainability ist also wichtig, um gute Kl zu erstellen.
Andererseits ist der Einbezug der Endnutzenden vonnéten, wenn es um die Anwendung dieser KI-

Systeme fiir Anwender*innen, Domanenexpert*innen oder Laien geht.

Denkt man den Ansatz einer nutzendenzentrierten Kl konsequent zu Ende, darf diese nicht nur die
Funktionalitat, Bedienbarkeit und Kernprozesse der Kl betreffen, sondern muss auch Transparenz in
diese Prozesse und Funktionalitaten mit einbeziehen. Beispiele flir die Entwicklung humanzentrierter
KI-Anwendungen gibt es bereits aus verschiedenen Kontexten (Buschmeyer et al., 2024; Herrmann &
Pfeiffer, 2023; Markus et al.,, 2024; Shneiderman, 2022). Bei diesen sollten, ebenso wie bei
grundsatzlicheren Ansatzen von Human-Centered Design (z. B. Zysk et al., 2024), Transparenzaspekte
bertcksichtigt werden, um Verstandnis und Informiertheit Uber die Systeme zu ermdoglichen.
Umgekehrt gilt es bei Konzepten wie Transparency by Design (z. B. Felzmann et al.,, 2020) die
Nutzendensicht zu integrieren. Dabei muss bei einer nutzendenzentrierten Transparenz ein
tatsachengetreues Verstandnis der Nutzenden sichergestellt werden. Es darf nicht darum gehen,
Nutzende mit irreleitenden Angaben zu tduschen, wie Chromik et al. warnen (2019). Vielmehr muss
KI-Transparenz eine informierte Nutzung beférdern, auch wenn das bedeutet, dass sich Nutzende

gegen ein System entscheiden.

Die vorliegende Arbeit liefert einige konkrete Hinweise zur Umsetzung einer nutzendenzentrierten KI-
Transparenz. Zum einen unterscheiden sich die Bedarfe nach Transparenz je nach Nutzungsphase. Dies
muss bei der Gestaltung von Transparenz berlicksichtigt werden. Zu Beginn einer Nutzung steigern
allgemeine Hintergrundinformationen die Vertrauensbildung: globale Informationen (iber
Entwickler*innen, dahinterstehende Organisationen, Priifsysteme oder Zertifizierungen, Sicherheiten
oder Gewahrleistungen. Darliber hinaus kdénnen weitere vom konkreten KI-System unabhangige

Informationen relevant werden, beispielsweise wie ein Unternehmen mit dem neuen System
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umzugehen gedenkt (fur einen Leitfaden zur Umsetzung von Kl in Unternehmen siehe z. B. Buschmeyer

et al., 2024).

Im Verlauf der Nutzung geht es darum, mit uneindeutigen Vorschldagen, Phasen der Unsicherheit oder
Fehlern des Systems umzugehen. Vorangestellte Informationen dariiber, wie wahrscheinlich solche
Fehler auftreten, kénnen Erwartungen regulieren. Gleichzeitig spielen lokale Erklarungen eine
entscheidende Rolle dabei, Vertrauen und Nutzung zu erhalten, indem sie die Griinde fiir ein falsches
Ergebnis erklaren oder verdeutlichen, wie das System aus dem aufgetretenen Fehler lernt. Die in den
Fokusgruppen angesprochenen Feedbackmoglichkeiten zu Ergebnissen eines Systems sind eine

weitere Moglichkeit, bei Systemen mit weniger objektiven Fehlern die Nutzung zu erhalten.

Zum Zweiten sind besonders bei komplexen Systemen die verschiedenen Untersysteme bei der
Umsetzung von Transparenz zu unterscheiden und nutzendenzentriert zu entwickeln. Eine
Dateneingabe bedarf anderer Transparenz — z. B. Gber Datenschutz, aber auch Relevanz der Eingaben
— als das daran anschlieRend prasentierte Ergebnis, bei dem es vielleicht eher um lokale Erklarungen,

Akkuratheit oder die dem Ergebnis zugrundeliegenden Datenbasis geht.

Zuletzt ist aufgrund der individuellen Bedirfnisse der Nutzenden eine nutzendenzentrierte
Transparenz im besten Falle schrittweise aufgebaut. Einige Teilnehmende der Fokusgruppen betonten,
zu viele Informationen wiirden sie iberfordern — ein Ergebnis, das sich auch bei negativen Effekten
von Transparenz in anderen Studien bestatigt (Tsai & Brusilovsky, 2019; Yu et al., 2017; Zhao et al.,
2019). Vielmehr gilt es, eine dem Wissens- und Interessenstand der Nutzenden anpassbare
Transparenz zu gestalten. Eine Darstellung von Transparenzinformationen kann beispielsweise mit
Menis mit Unterpunkten, weiterfilhrenden Links oder optional anklickbaren Informationsbuttons

realisiert werden.

Zusammenfassend stellt nutzendenzentrierte Transparenz einen wichtigen Bestandteil von KiI-
Entwicklung dar. Im ersten Schritt resultiert daraus die Maligabe, Kl so einfach wie mdglich zu
gestalten, um das Lernen im Umgang mit dem System zu vereinfachen. AuBerdem miissen Nutzende
bei der Umsetzung des Systems mit einbezogen werden. Dabei gilt es Transparenzaspekte zu
beriicksichtigen, um den Nutzenden zu ermdglichen, ihre mentalen Modelle eines KI-Systems zu
aktualisieren und anzupassen — also einen informierten Umgang mit dem System zu ermdglichen.
Wichtige Aspekte bei der Umsetzung einer nutzendenzentrierten Kl-Transparenz sind die
Beriicksichtigung verschiedener Nutzungsphasen, die Betrachtung der Systembestandteile sowie eine
schrittweise und optional auswdhlbare Transparenz, um verschiedene Nutzende bestmdglich bei
ihrem Wissens- und Interessensstand abzuholen (siehe Tabelle 23 fir eine Zusammenfassung). Dieser

Wissensstand kann nicht allein im Umgang mit einem KI-System entstehen. Vielmehr geht es darum,
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den Umgang mit KI und Algorithmen im Vorhinein zu schulen: , Al Literacy” ist das Stichwort, auf das

im folgenden Kapitel ndher eingegangen wird.

Tabelle 23: Zusammenfassung der Implikationen zur Umsetzung von nutzendenzentrierter Transparenz

Entwickler*innen von Kl Politik und Regulierungsinstitutionen

e Transparenz als Bestandteil einer e Bei der Formulierung von Regulierungen
nutzendenzentrierten Kl betrachten verschiedene Nutzungsgruppen mitdenken

e KI-Systeme so einfach wie moglich und so e Subjektive Bewertungen von Transparenz
komplex wie notig gestalten bericksichtigen: Verstandnis der Inhalte

e KI-Systeme in Einzelteile zerlegen nach wichtiger als bloRe Bereitstellung
Nutzungsphasen und -inhalt e Nutzende auch bei der Priifung und Lizensierung

e Schrittweise Transparenz umsetzen, z. B. durch von Kl einbinden

Unterpunkte, weiterfiihrende Links

7.4.1.3. Al Literacy
Die Implikation, Algorithm Literacy als MaRnahme zur Uberwindung von Algorithm Aversion

III

umzusetzen, wurde bereits im Zuge der Forschungsfrage (a) ,,Fehlerfall” diskutiert. Laut Burton et al.
umfasst dieses Konzept das Wissen ,,how to interact with algorithmic tools, how to interpret statistical
outputs, and how to appreciate the utility of decision aids“ (2020, S. 223). Wahrend der Begriff der
Literacy gerade einer Mode unterworfen scheint und fir verschiedenste Konzepte diskutiert wird
(Khodaei et al., 2023; Maye, 2023; Ng et al., 2021), fordern immer mehr Forscher*innen aus Bildung
und Technologie unter dem Begriff , Al Literacy” eine Grundbildung in Bezug auf die disruptive
Technologie kiinstliche Intelligenz, die immer mehr Aspekte unseres Lebens betrifft (Klein, 2023;

Wienrich et al., 2022)!. Als Bestandteil von digitaler Literacy ist auch Al Literacy nicht eindeutig

definiert, doch legt ein Literaturreview zum Begriff vier zentrale Sdulen offen (Ng et al., 2021):

- Know and understand Al
- Use and apply Al
- Evaluate

- Ethical issues

Weitere Literaturreviews und Auseinandersetzungen mit dem Thema deuten eine dhnliche Struktur
an (Casal-Otero et al., 2023; Wienrich et al., 2022). Neben dem Wissen Uber Kl gehort zu einer Al

Literacy die Kompetenz, sie auf die richtige Weise einzusetzen, ihre Ergebnisse evaluieren zu kénnen

11 Da es im Deutschen keine dem englischen Begriff Literacy entsprechende Bezeichnung gibt, wird auch im
Deutschen zumeist der Begriff Al Literacy, also , Artificial Intelligence Literacy”, verwendet (Wienrich et al.,
2022).
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und ethische Fragestellungen, die sich aus Entwicklung, Anwendung und Nutzung erheben,
reflektieren zu kénnen. Wichtig ist dabei auch ein Verstdndnis dafir, dass Al Literacy nicht das Wissen
betrifft, das IT-Expert*innen vorweisen, sondern die Grundbildung von jeder und jedem bezeichnet,
die oder der in der heutigen Welt aufwéchst, arbeitet und lebt. Die entsprechende Forderung lautet,
die Vermittlung von Al Literacy bereits im Kindesalter zu beginnen und diese entsprechend dem Alter
kontinuierlich auszubauen (Klein, 2023). Uber diesen allgemeinbildenden Teil muss die Ausbildung
entsprechender Berufe um KI-Wissen, -Nutzung, -Evaluation und -Kritik erganzt werden.
Anwendungen von Kl finden sich bereits in der Medizin, im Finanzsektor, im Management, im HR-
Bereich, in produzierenden Unternehmen und im Recht —und die Anwendungsbereiche nehmen stetig
zu. Studien zeigen, dass Versuchspersonen mit hoherer Al Literacy eher KI-Systemen vertrauen und
ihre Ratschlage bzw. kombinierte Ratschldage von Kl und Mensch in groRerem Malle nutzen, als sich

allein auf menschlichen Rat zu verlassen (Schoeffer et al., 2022; Stradi & Verdickt, 2024).

Die vier Saulen der Al Literacy hangen auf unterschiedliche Weise mit KI-Transparenz zusammen. Am
eindeutigsten ist der Zusammenhang mit der Saule ,Evaluation“: Die Offenlegung von Hintergrund-
und Prozessinformationen, von Akkuratheitsinformationen und lokalen und globalen Erklarungen ist
notig, um die Evaluation eines KI-Systems zu ermdglichen. Um entsprechende Informationen einbetten
und interpretieren zu kdnnen, bedarf es der Sdule des Wissens tber Kl und ihre Funktionsweisen. Dazu
gehort beispielsweise das grundsatzliche Verstandnis, dass KI-Systeme Modelle der Wirklichkeit
darstellen und so immer fehlerbehaftet sind. Eine informierte und selbstbestimmte Nutzung, die eine
weitere Saule darstellt, kann nur auf der Grundlage von Wissen und Evaluation erfolgen und baut
damit wiederum auf verstandliche Kl-Transparenz. Die Auseinandersetzung mit ethischen Problemen
von Kl erstreckt sich (iber alle anderen Saulen: Wie neutral kann Kl sein, welche Bewertungskriterien
sind relevant, wer hat ein Interesse an meiner Nutzung des Systems? Sie ist wiederum nur moglich,

wenn Kl transparent ist und entsprechende Informationen auf verstandliche Weise offenlegt.

Allerdings darf die Forderung nach Al Literacy nicht als individueller Auftrag missverstanden werden,
wie schon bei Algorithm Literacy in Kapitel 4 angemerkt wurde. Eine Grundbildung in Bezug auf Kl
sicherzustellen, ist ein Auftrag an das Bildungssystem. Die entsprechenden Implikationen des Kapitels
zu Al Literacy sind in Tabelle 24 dargestellt. Dartiber hinaus missen jedoch auch die externen
Rahmenbedingungen stimmen bzw. geschaffen werden, damit ein aufgeklarter Umgang mit Kl

gewadhrleistet werden kann. Mit diesen Rahmenbedingungen befasst sich das nachste Kapitel.
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Tabelle 24: Zusammenfassung der Implikationen zur Umsetzung von Al Literacy

Entwickler*innen von Kl Politik und Regulierungsinstitutionen
e KI-Evaluation durch ihre Transparenz e Al Literacy in der Breite der Bevdlkerung
ermoglichen sicherstellen

e Ausbildung einer Al Literacy durch Informationen e Wissen tiber KI im gesamten Lehrplan verankern,
und Transparenz auch bei der Nutzung von Ki schon von klein auf
fordern e Ausbildung von Al Literacy in Berufsausbildungen

und Studium verankern

7.4.1.4. Rechtliche Vorgaben und Audits
Um einen informierten und autonomen Umgang mit Kl zu ermoglichen, erfordert es nicht zuletzt

gesetzgeberische Vorgaben, denen Unternehmen und Anbieter von Kl Folge zu leisten haben. Die
Forderung nach rechtlichen Vorgaben und klaren Leitlinien fiir KI-Systeme ist nicht nur auf Seiten von
Nutzenden evident (Bedué & Fritzsche, 2022; Fischer & Petersen, 2018). Verschiedene Parlamente
verfolgen aktuell Plane zur Regulierung von Kl. Als eines der ersten politischen Organe, und sicherlich
als das aktuell weitreichendste, verabschiedete das EU-Parlament kiirzlich den Al Act, der seit 2021
erarbeitet wurde (European Parliament, 2024). Darin wird der Einsatz von KI-Systemen mit besonders
hohem Risiko reguliert bzw. verboten: Z. B. darf Kl nicht zur Bewertung von Menschen anhand ihres
Sozialverhaltens genutzt werden, eine biometrische Analyse ist nur unter bestimmten
Voraussetzungen fir Strafverfolgungsbehdrden gestattet. AuRerdem raumt das Gesetz Nutzenden das
Recht auf ,aussagekraftige Erklarungen” ein: KI-Systeme ,mit allgemeinem Verwendungszweck”
missen beispielsweise die fir das Training verwendeten Inhalte offenlegen, Modellbewertungen

durchfiihren oder bestimmte Risiken bericksichtigen (European Parliament, 2024).

Eine solche Gesetzgebung und das Wissen, dass alle auf dem EU-Markt verfligbaren KI-Systeme diesen
Vorgaben (eigentlich) unterlegen sind, stdrken sicherlich das Vertrauen von Nutzenden in KI.
Gleichwohl bedarf es weiterer Forschung hinsichtlich der Frage, wie aussagekraftige Erklarungen
auszusehen haben und wie und ob hierfiir Leitlinien festgelegt werden kénnen. Zu vermeiden ist
beispielsweise eine reine Offenlegung von Informationen, wie es im Rahmen der
Datenschutzgrundverordnung haufig geschieht. Diese bedeutet hiufig eher eine Uberforderung der
Nutzenden (Felzmann et al., 2019; Larsson & Heintz, 2020; Wulf & Seizov, 2024). Wie die Ergebnisse
der vorliegenden Arbeit zeigen, missen Informationen sinnvoll aufbereitet sein, um Verstandnis und

Vertrauen zu fordern.

Ziel der Gesetzgebung ist, die menschliche Aufsicht tGber KI zu gewdhrleisten. Im besten Fall sind

Erklarungen so einfach und aussagekraftig gestaltet, dass Nutzende sie verstehen und der Aufsicht
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Uber ein System nachkommen kdnnen. Oft genug werden Systeme aber zu komplex sein und in diesen
Fallen stellvertretende Institutionen diese Aufsicht gewahrleisten miissen. Damit steigt der Bedarf
nach unabhédngigen Regulierungsinstitutionen, die die Umsetzung der gesetzlichen Vorgaben prifen.
Neben dem Faktor, dass das Wissen um etablierte Institutionen hinter KI-Systemen das Vertrauen in
diese erhéhen kann, kamen in den Fokusgruppen zur Forschungsfrage (b) ,,Nutzendenanforderungen”
auch Zertifikate und Audits zur Sprache: Die Stiftung Warentest, ein KI-TUV oder andere
Verbraucherorganisationen wurden hier genannt. Audits verfolgen das Ziel, ,investigating algorithms’
functionality to detect bias and other unwanted algorithm behaviors without the need to know about
its specific design details” (Mohseni et al., 2021, S. 3). Fur die Arbeitswelt veroffentlichte die
Gesellschaft fiir Informatik ein Framework fur KI-Audits (Gesellschaft fir Informatik, 2022; Waltl &
Becker, 2021), Beratungsfirmen bauen entsprechende Geschaftszweige auf (EY, 2022) und IEEE bietet
Al-Reviews als Dienstleistung an (IEEE SA, 2022).

Auch wenn sich die Zielgruppe der Auditor*innen aufgrund ihrer Expertise von der der Endnutzenden
unterscheidet, miissen auch erstere in die Lage versetzt werden, Systeme zu prifen. Transparenz in
KI-Systeme ist also auch hier relevant — oder erleichtert zumindest das Vorgehen. Insgesamt besteht
im Hinblick auf KI-Audits aktuell ein groRer Forschungsbedarf. Diese Ausgestaltung umfasst zum einen
technische Priifprozesse. Zum anderen missen auch Audits nutzungsrelevante und ethische
Fragestellungen mit einschlieBen und wiederum Transparenz hinsichtlich ihrer Prozesse und
Ergebnisse fiir Endnutzende gewahrleisten. Bisher jedoch ist ,,auditing [...] a valuable yet time intensive
process that could not be scaled easily to large numbers of algorithms. This calls for new research for
more effective solutions toward algorithmic transparency.” (Mohseni et al.,, 2021, S. 3—4) Die
Umsetzung der Nutzendenanforderungen in der Auditierung der Prozesse wie auch im Bericht dariiber

gilt es dabei mit einzubeziehen (siehe Tabelle 25 fir eine Zusammenfassung des Kapitels).

Tabelle 25: Zusammenfassung der Implikationen zu rechtlichen Vorgaben und Audits

Entwickler*innen von Kl Politik und Regulierungsinstitutionen

e Kl-Transparenz bestmdglich umsetzen, nicht nur e Gesetzgebung fir Kl und KI-Transparenz

aufgrund der oder beschrankt auf gesetzliche vorantreiben

Vorgaben e Forderungen prazise formulieren und regelmaRig
e Gut umgesetzte Kl-Transparenz als Starkung der anpassen

Glaubwirdigkeit und Nutzung sehen e Ausreichend Zertifizierungsinstitutionen
e KlI-Transparenz fir Priifstellen gewahrleisten einrichten, um der Menge an Kl gerecht zu

werden und z. B. Verbraucherbeschwerden

verfolgen zu kénnen
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e Priifung von KI muss ethische Faktoren und
Nutzendensicht berticksichtigen

e Weiterhin Entwicklung von empirisch
ermittelten, konkreten Leitlinien flr

transparente Kl fordern

7.4.2.  Zusammenfassung der praktischen Implikationen
Im Laufe der Arbeit konnten aus den Ergebnissen von drei Studien Implikationen fir Entwickler*innen

von Kl abgeleitet werden, die fiir die jeweilige Studie gelten. Die Sammlung dieser neun Implikationen
wurde erganzt durch tibergeordnete Implikationen entlang der Themen , KI-Transparenz abhangig von
Systemeigenschaften”, ,Nutzendenzentrierte Transparenz”, ,Al Literacy” sowie ,,Rechtliche Vorgaben
und Audits”. Dabei wurden zusatzlich Implikationen fir Politik und Regulierungsinstitutionen
formuliert. Um alle Implikationen Ubersichtlich an einer Stelle darzustellen, werden diese in den
nachsten beiden Kapiteln nach Zielgruppen getrennt aufgefiihrt und anschaulich dargestellt.

7.4.2.1. Praktische Implikationen fir Entwickler*innen

Aus den drei Studien dieser Arbeit wurden insgesamt neun konkrete Implikationen fir
Entwickler*innen abgeleitet, die an verschiedenen Stellen im Entwicklungsprozess relevant werden
(siehe Kapitel 4.5.1, Kapitel 5.5.1 und Kapitel 6.5.1). Die Implikationen, die im vorangegangenen Kapitel
flir die gesamte Arbeit abgeleitet wurden, ergidnzen diese in den meisten Fallen, teilweise tGberlappen
sie sich aber auch. Um die Implikationen in ein grof3es Bild einzuordnen und so die Ergebnisse in einer
Ubersicht nutzbar zu machen, wurden vier iibergeordnete Themen identifiziert, in die sich die
Implikationen einordnen lassen: ,Grundsatzliches Verstandnis®, ,KI-Transparenz mit Nutzenden
umsetzen”, ,Wann KI-Transparenz umsetzen?” und ,Wie Kl-Transparenz umsetzen?” Die
zusammengetragene Darstellung ldsst sich als Ergebnis der Arbeit auch durch andere
Veroffentlichungen bestatigen (z. B. Laato et al.,, 2022). Abbildung 35 stellt die Sammlung der
Implikationen fir Entwickler*innen von Kl dar, die aus der Arbeit resultieren. Dabei wurden sowohl die
neun studienbezogenen Implikationen gekiirzt und angepasst als auch die neuen, kleinschrittigeren
Implikationen erganzt. In der Darstellung sind die Beziige zu den Implikationen jeweils in Klammern

erganzt, um bei Interesse die geltenden Herleitungen oder Erklarungen nachlesen zu kénnen.
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7.4.2.2. Praktische Implikationen fir Politik und Regulierungsinstitutionen
Die zuvor dargelegten Implikationen fur Entwickler*innen von Kl wurden im Laufe der gesamten Arbeit

kontinuierlich erganzt und erweitert. Zusatzlich dazu ermdglichte die Gesamtschau der Arbeit die
Ableitung von Implikationen fiir eine hohere Ebene: fir Politik und Regulierungsinstitutionen. Die in
den vier Unterkapiteln des Kapitels 7.4.1 inhaltlich abgeleiteten Implikationen werden im Folgenden
Ubersichtlich dargestellt (Abbildung 36). Dabei wurden sie in drei Kategorien zusammengefasst, die
verschiedene politische Bereiche und Prozesse betreffen: Die , Entwicklung von KI-Regularien” betrifft
in erster Linie die Legislative und Parlamente. Die ,Umsetzung von Kl-Regularien” betrifft sowohl
Legislative als auch Exekutive sowie darin enthaltene Regulierungsinstitutionen. ,Weitere
Malnahmen“ sind Implikationen, die iber KI-Regularien hinaus auch andere Bereiche betreffen, wie
Forschungsforderung und Bildung. Mit dieser Darstellung soll ein moglichst handhabbarer Umgang mit

den Implikationen ermoglicht werden. Eine Vertiefung der einzelnen in Abbildung 36 aufgefiihrten

Punkte ist Gber die jeweils angegebenen Kapitel moglich.

Abbildung 36: Ubersicht iiber die aus der Arbeit abgeleiteten Implikationen fiir Politik und Regulierungs-
institutionen aus den drei Studien sowie der Gesamtschau. Die kursiv ergénzten Zahlen stehen fiir das Kapitel, in
dem die Implikationen zuvor dargelegt wurden (7.4.1.1-7.4.1.4)

fm

KI-Regularien entwickeln

Gesetzgebung fir Kl und KI-
Transparenz vorantreiben (7.4.1.4)

Systemeigenschaften (Tabelle 21)
nutzen, um Systeme zu
kategorisieren und Regularien
abhangig davon entwickeln (7.4.1.1)

Bei der Formulierung von
Regulierungen verschiedene
Nutzungsgruppen im Blick haben
(7.4.1.2)

Ethische Faktoren und
Nutzendensicht berticksichtigen
(7.4.1.4)

Forderungen prazise formulieren und
regelmaRig anpassen (7.4.1.4)

o>

—

Cfa
KI-Regularien umsetzen

KI-Transparenz durch Expert*innen
prifen und durch Zertifikate
kennzeichnen (7.4.1.1)

Subjektive Bewertungen von
Transparenz berticksichtigen:
Verstandnis der Inhalte wichtiger als
bloRe Bereitstellung (7.4.1.2)

Nutzende bei Prifung und
Lizensierung von Kl einbinden
(7.4.1.2)

Genligend Zertifizierungsinstitutionen
einrichten, um der Menge an Kl-
Systemen zu bewaltigen und
Verbraucherbeschwerden verfolgen
zu konnen (7.4.1.4)

7.4.3.  AnschliefSende Forschungsfragen

Weitere Malnahmen

Weiterhin Entwicklung von empirisch
ermittelten, konkreten Leitlinien fir
transparente Kl fordern (7.4.1.4)

Al Literacy in der Breite der
Bevolkerung sicherstellen (7.4.1.3)

Wissen Uber KI im gesamten Lehrplan
verankern, schon von klein auf
(7.4.1.3)

Ausbildung von Al Literacy in
Berufsausbildungen und Studium
verankern (7.4.1.3)

Wie die breite Forschungsfrage erwarten lasst und auch in den vorherigen Kapiteln deutlich wurde,
ergeben sich im Anschluss an die gewonnenen Erkenntnisse zahlreiche weitere Forschungsansatze
bezlglich der  (bergeordneten Fragestellung, wie sich  Transparenz  von Kl-
Entscheidungsunterstiitzungssystemen auf die Nutzung dieser Systeme durch Endnutzende

auswirkt.
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Auf der Hand liegt die weiterhin notige Auseinandersetzung mit der Fragestellung, wie eine den
Nutzenden dienliche KI-Transparenz aussehen kann. Dies umfasst Arten der Kommunikation von
Unsicherheit in Bezug auf ganze Systeme wie auch Einzelergebnisse, ebenso wie Erklarungen zur
Funktionalitat, zu Hintergrundinformationen und auRerdem dazu, wie Systeme mit Fehlern umgehen,
aus ihnen lernen oder Feedback verarbeiten. Die Ergebnisse der vorliegenden Arbeit deuten an, dass
es nicht die eine Antwort auf diese Frage geben wird, sondern sie sehr kontext- und
nutzendenspezifisch untersucht und beantwortet werden muss. Gleichzeitig waren Klassifizierungen
von Kontexten, von Nutzenden wie auch von Systemeigenschaften mogliche nachste Schritte bei der

Umsetzung von Kl-Transparenz.

Daran anschliefend ergibt sich auf Grundlage des in dieser Arbeit sehr breiten Verstdndnisses von
Transparenz die Fragestellung, was genau Transparenz umfasst und welche Informationen dariber
hinausfiihren. Aufbauend auf einer Klassifizierung der beeinflussenden Faktoren ergibt sich also der
Bedarf nach einer Klassifizierung von Transparenz fiir Endnutzende, die Uber die bisher eher technisch
angelegten Kategorien hinausgeht. In Kombination mit Kontexten, Nutzenden und
Systemeigenschaften ware die Testung und Erstellung einer Matrix denkbar, die auf der in dieser Arbeit

erstellten Transparenzmatrix aufbauen kann.

Die Annahme, verschiedene Transparenzarten wirken zu verschiedenen Zeiten im Nutzungsprozess,
ergibt die Moglichkeit, die bisherigen ambivalenten Ergebnisse im Hinblick auf die Nutzung
transparenter Kl neu zu bewerten. Die Annahme geht davon aus, dass sich der Transparenzbedarf
unterscheidet nach Nutzungszeitpunkt: Zum Beginn einer Interaktion dienen eher globale
Hintergrundinformationen dem Vertrauensaufbau. Wahrend der Nutzung und insbesondere bei
Unsicherheit und im Fehlerfall werden lokale Erklarungen relevant. Daraus ergibt sich einerseits die
Fragestellung, ob eine solche Betrachtungsweise als Erklarung dient fiir bisherige, uneinheitliche
Ergebnisse zu globalen und lokalen Erklarungen wie auch zu Akzeptanz, Nutzung und Vertrauen in KI.
Andererseits lasst sich daraus fir die Gestaltung von Kl-Transparenz neben Systemfaktoren, Kontext
und Nutzendenfaktoren eine weitere wichtige Kategorie ableiten: die des Interaktionszeitpunkts.
Untersuchungen hierzu sollten sowohl bestehende Forschung zur Technikinteraktion und zu den sich
verandernden Voraussetzungen Uber die Zeit einbeziehen als auch verschiedene Nutzungszeitpunkte

miteinander vergleichen.

Das breite Verstandnis von Kl-Transparenz durch Endnutzende, das sich in der vorliegenden Arbeit
zeigte, deutet eine notige Selbstreflexion der Methoden und Forschungsweisen von Kl und Kl-
Transparenz an. Es verkompliziert die Untersuchung von Transparenz, da Nutzende nicht einem
Algorithmus zu vertrauen scheinen, sondern den Menschen dahinter. Bei der Frage, ob sie einem

System vertrauen kdnnen, interessiert die Nutzenden, welche Expertise die Entwickler*innen der Ki
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auszeichnet, welche Motive sie bei der Entwicklung verfolgten und ob man ihnen trauen kann. Dieser
Ansatz jedoch lauft entgegen dem Verstandnis, das insbesondere beim Einsatz von Kl in den meisten
Fallen (noch) postuliert wird: KI wird als neutrales Werkzeug eingesetzt und ist (iber menschliche
Einfllisse wie begrenzte Verarbeitung und emotionale Urteile erhaben. Die Forschung zu Transparenz
erhadlt damit eine noch sozialere Komponente als bislang in den meisten Fallen bericksichtigt. Die
vermeintliche Objektivitit von KI in Frage zu stellen, sollte Bestandteil zukiinftiger
sozialwissenschaftlicher Forschung sein und damit eine technische, vom Menschen zu trennende Sicht

auf KI erweitern.

Fir die Interaktion von Menschen und Kl schlief8t sich in Bezug auf die Wirkung von Transparenz die
Frage nach der Entwicklung und Veranderung von mentalen Modellen durch Transparenz an. Wie
verandert sich das Verstandnis von konkreten Systemen, wie das Verstandnis von Kl allgemein, wenn
KI-Transparenz besser und mehr umgesetzt wird? Da Kl als Technologie weiteren Einfluss gewinnen
und Anwendungsfelder hinzugewinnen wird, sind Lernen durch Nutzung, Gewdhnung und Routine in
Bezug auf KI weitere Themen fiir zukiinftige Forschung. Wie lasst sich durch Kl-Transparenz eine
gesellschaftliche Sicht auf Kl gestalten, die ihren Vor- wie Nachteilen gerecht wird? Zusatzlich ist die
KI-Entwicklung rasanten Innovationen unterworfen: Wie miussen sich Transparenzarten und

Transparenzkommunikation verdandern, um diesen immer komplexeren Systemen gerecht zu werden?

Bei einer Kl, die sich stdandig verandert und immer mehr Lebensbereiche umfasst, ergeben sich
zusatzliche Forschungsbedarfe in Bezug auf die Zielgruppen von Transparenz. Lange Zeit wurden
Entwickler*innen und Designer*innen von Kl als primare Zielgruppe von Kl-Transparenz untersucht.
Zunehmend, wie in der vorliegenden Arbeit, traten die Endnutzer*innen von KI-Anwendungen in den
Fokus. Mit der steigenden Zahl, Komplexitdt und Anwendungsgebieten von Kl ergeben sich jedoch
weitere Zielgruppen, die bei der Gewahrleistung von Kl-Transparenz bericksichtigt werden mussen.
Die Gruppe der KI-Auditor*innen wurde im vorigen Kapitel bereits angesprochen. Eine weitere immer
relevantere Gruppe ist die der dritten Personen, die von Kl betroffen sind. RegelméaRig genannt und
sehr umstritten ist beispielsweise der Einsatz medizinischer Unterstiitzungssysteme fiir Arzt*innen,
Kreditwiirdigkeitspriifungssysteme fiir Banken oder Systeme fiir Straffalligkeitseinschatzungen. Diese
Systeme urteilen Gber Patient*innen, Antragsteller*innen oder Angeklagte, ohne dass die vom System
Beurteilten Zugriff auf die Ergebnisse haben — geschweige denn auf die Erkldrungen, die die Systeme
flr ihr Urteil liefern. Denkbar ist der Einsatz von Kl auch in der Arbeitswelt: Schichtpldne, die von Kl
optimiert werden oder die Zuteilung von Aufgaben. Trotz der vielleicht weniger gravierenden
Auswirkungen solcher Entscheidungen bleibt die Frage, wem sich das System erklaren muss, von
groRer Bedeutung. Die Produktionsplanerin erhélt eine Erklarung von der eingesetzten Kl fiir die

Personalplanung am FlieBband. Die Arbeiter*in am Band wird jedoch kaum eine Erkldarung erhalten,
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weshalb er oder sie schon wieder die unliebsame Arbeit machen muss. Die Zielgruppe der von Kl
Beurteilten sollte im Hinblick auf einen immer umfassenderen Einsatz von Kl in zukiinftiger Forschung
bericksichtigt werden. Erste Ergebnisse zeigen eine enorme Skepsis, die KI-Systemen zur
Unterstlitzung medizinischer Diagnosen entgegengebracht wird (Reis et al., 2024) oder Unternehmen
entgegenschlagt, die Kl einsetzen (Haupt et al., 2024). Die Konsequenz darf nicht sein, die Nutzung von
KI-Systemen zu verheimlichen. Vielmehr gilt es bei der Umsetzung von Transparenz nicht mehr nur
diejenigen zu beriicksichtigen, die ein System tatsachlich einsetzen, sondern auch diejenigen, die von

diesem Einsatz mittelbar betroffen sind.
Zusammenfassend ergeben sich im Anschluss der Gesamtarbeit die folgenden Forschungsfragen:

- Wie kann eine den Nutzenden dienliche KI-Transparenz gestaltet werden?
> (Wie) lassen sich dazu Kontexte von KI-Systemen, Nutzende und Systemeigenschaften
kategorisieren?
> (Wie) lasst sich eine KlI-Transparenz fiir Endnutzende kategorisieren und in einer
Matrix mit den Einflussfaktoren darstellen?
> Welche Rolle spielt der Nutzungszeitpunkt bei den Anforderungen an KI-Transparenz?

- Wie lasst sich der Bedarf der Nutzenden, den Menschen hinter einer Kl zu vertrauen,
zusammenbringen mit dem (vermeintlich) objektiven, ,ibermenschlichen” Verstandnis von
KI?

- Wie verdndern sich mentale Modelle von KI bei Nutzenden ebenso wie ein
gesamtgesellschaftliches Bild von KI durch Transparenz, aber auch durch die zunehmende
Interaktion mit (transparenten) Systemen? Wie lasst sich diese Verdnderung im Sinne eines
informierten Umgangs gestalten?

- Welche neuen Anforderungen an Transparenz von Kl ergeben sich durch die Beriicksichtigung

der Zielgruppe der nur mittelbar von Kl betroffenen Personen?
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8. Zusammenfassung

Ziel der vorliegenden Arbeit war die Auseinandersetzung mit der Frage, wie sich Transparenz von Kl-
Entscheidungsunterstiitzungssystemen auf die Nutzung dieser Systeme durch Endnutzende

auswirkt.

Wie Studie (a) , Fehlerfall“ zeigt, haben Angaben zur Akkuratheit eines Algorithmus einen kleinen
Effekt auf die Nutzung dieses Algorithmus im Fehlerfall. Jedoch folgt trotz dieses Versuches des
Erwartungsmanagements durch Transparenz weiterhin eine Ablehnung des Algorithmus nach einem
Fehler, selbst wenn dadurch die Aufgabe schlechter gelost wird. Da sich Akkuratheit sehr einfach
umsetzen lasst, spricht zunachst nichts gegen eine solche Angabe, deren Einfluss jedoch begrenzt
scheint. Weitere MalRnahmen, wie Informationen lber die selbststandige Verbesserung einer Kl nach
einem Fehler oder die Moglichkeit, das Ergebnis zu beeinflussen, sind deutlich aufwendiger in der
Umsetzung. Da Informationen Uber die Akkuratheit eines Systems nur eine Moglichkeit der K-
Transparenz darstellen, schlieBt sich die Frage an, wie weitere TransparenzmaRnahmen auf die

Nutzung von Kl wirken.

In Studie (b) ,,Nutzendenanforderungen” konnten relevante Anforderungen an Kl-Transparenz fir
Laien identifiziert werden. Einerseits waren die Befragten sehr kritisch gegeniber neuen KI-Systemen
und legten selbst bei niedriger Relevanz des Anwendungsgebiets sehr viel Wert darauf, die finale
Kontrolle innezuhaben. Andererseits mallen sie technischen Erklarungen oder Interpretierbarkeit
keine besonders groRe Rolle zu: Generelle Erklarungen — also globale Transparenz — zur
zugrundeliegenden Kl forderten sie wenig und lehnten sie teilweise gar mit dem Hinweis, das sowieso
nicht zu verstehen, ab. Erklarungen zu den Ergebnissen — lokale Transparenz —wurden in ,, high-stake“-
Entscheidungen teilweise gefordert und insbesondere bei KI-Fehlern relevant. Jedoch dominierte die
Forderung nach elementareren Informationen die Diskussion unabhangig vom Anwendungsgebiet: Die
Vertrauenswiirdigkeit und damit die Nutzung der KI wurden (berwiegend abhangig gemacht von
Informationen zum Geschaftsmodell, zu Entwickler*innen der Systeme und Kontrolle durch Dritte.
Transparenz ist fir Laien also weniger durch Prozess- oder Ergebniserklarungen zu erfiillen als viel
mehr (ber soziale Hintergrundinformationen, wie Informationen zur Autorenschaft bzw. deren

zugrundeliegenden Motiven, Priifungen durch Expert*innen und Beurteilungen von Dritten.

In Studie (c) ,Transparenzarten” wurden vier verschiedene Transparenzarten verglichen hinsichtlich
ihres Effekts auf Nutzung und Vertrauen in die Algorithmen. Im Vergleich mit einer Bedingung ohne
Transparenz zeigte sich eine Zunahme der Nutzung und des Vertrauens in die
Transparenzbedingungen. Diese geht jedoch teilweise auf einen Lerneffekt zuriick: Die gute Leistung

der Algorithmen steigerte die Nutzung signifikant. Auf das Vertrauen zeigten sich auch signifikante,
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aber weniger starke Effekte. Entgegen bestehenden Studien flihrten globale Erklarungen zu mehr
Nutzung und Vertrauen als lokale Transparenz. Am starksten war der Effekt der globalen Erklarung mit
Hintergrundinformationen, wahrend die lokalen Heatmaps keinen Unterschied zur intransparenten
Kontrollbedingung zeigten. Zusammenhange von wahrgenommener Zuverldssigkeit mit der Nutzung
sowie von Verstandlichkeit mit Vertrauen deuten verschiedene Wirkmechanismen fir die beiden

Akzeptanzkriterien an.

Wahrend die quantitativen Ergebnisse lediglich kleine Effekte von Transparenz bzw. verschiedenen
Transparenzarten auf die Nutzung von KI-Systemen zeigten, lieferte die qualitative Studie
differenziertere Erklarungen: Laien haben weniger Interesse an technischen Erklarungen der Systeme
oder empfinden die Auseinandersetzung zumindest als mithsam. Von Informationen tGber Autor*innen
und Entwickler*innen und (ber deren Motive erhoffen sie sich, die Vertrauenswirdigkeit eines
Systems einschatzen zu kdnnen, ohne tief in technische Fragestellungen einsteigen zu missen.
Gleichzeitig kam immer wieder ein Thema bei der Diskussion tiber Anforderungen an KI-Systeme auf:

die Auszeichnung oder Priifung der Systeme durch eine vertrauenswirdige dritte Stelle.

Die Implikationen der Arbeit deuten also zum einen den Bedarf an die Politik an, eine Regulierung von
Kl voranzutreiben und Regulierungsinstitutionen einzusetzen, die stellvertretend fiir Endnutzende die
Vertrauenswiurdigkeit von KI-Systemen zertifizieren. Ein System, das zu komplex ist, muss nicht von
allen durchschaut werden. Bei Fahrzeugen auf deutschen StraRen gibt es den TUV als eingesetzte
Prifstelle; dhnliches bedarf es, um auf europaischen ,Digitalstralen” unterwegs sein zu dirfen (Kapitel
7.4.2.2) —und ist auch im Al Act vorgesehen (Verordnung tber kiinstliche Intelligenz, 2024). Darliber
hinaus ergeben sich Implikationen fir Entwickler*innen von Kl, die ausfihrlich in Kapitel 7.4.2.1
erldutert werden. Aufgrund ihrer Subjektivitat ist es empfehlenswert, bei der Implementierung von
Transparenz stets einen nutzendenzentrierten Ansatz zu verfolgen. Auflerdem umfassen die
Implikationen die Auseinandersetzung mit verschiedenen Nutzungsphasen, Systemanteilen,
Kontexten und Nutzungsgruppen. Eine entwickelte Transparenzmatrix dient dazu, aus
wahrgenommenen Systemeigenschaften Implikationen an Kl-Transparenz ableiten zu kénnen. Um
Transparenz bestmdglich umzusetzen, ist darlber hinaus eine Al Literacy vonnéten, die einerseits von
Entwickler*innen durch die Umsetzung transparenter Kl wie auch durch eine entsprechende

Bildungspolitik geférdert werden sollte.

Die vorliegende Arbeit zeigt, dass sich das Verstandnis von KI-Transparenz von Laien deutlich von dem
bisher haufig untersuchten technischen Ansatz unterscheidet. Es zeigen sich kleine, positive Effekte
von Kl-Transparenz auf die Nutzung. Gleichzeitig sind das Verstdndnis dieser Transparenz und die
Verlasslichkeit von Systemen sowie Vorannahmen, Erfahrung und mogliche Auswirkungen von Kl-

Fehlern wichtige Faktoren bei der Entscheidung, ob einem System vertraut und es genutzt wird.
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Weiterhin bestehen eine groRe Unsicherheit und der Bedarf nach vertrauensstarkenden MalBnahmen
in KI-Systeme. Einerseits kdnnen heutzutage selbst Personen ohne Fachkenntnis oder Interesse kaum
mehr vermeiden, KI-Systeme zu verwenden. Die Umsetzung von Kl-Regularien ist also dringlich.
Andererseits sind Nutzende von KI-Systemen gefragt, ein grundlegendes Verstiandnis von KiI
aufzubauen und sich kritisch mit vorliegenden Systemen auseinanderzusetzen. Am wichtigsten ist fur
beide Faktoren jedoch die Bereitschaft von Entwickler*innen und Anbietern von Kl, solche Systeme zu

entwickeln, die die Nutzenden bestmdoglich in ihren Entscheidungen unterstiitzen.

Transparenz in Kl verbessert also nicht zwangslaufig die Nutzung von oder das Vertrauen in KI-Systeme
durch Laien. Vielmehr muss sie fiir Auditor*innen nachvollziehbar gestaltet sein, den vorgegebenen
Gesetzen entsprechen und fiir Nutzende verstandlich umgesetzt werden, um ihnen als Werkzeug zu

dienen.
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9. Fazit mit Ausblick

Transparenz in Kl ist nétig, um eine informierte und damit autonome Nutzung zu gewahrleisten. Aus
diesem Grund fordern nicht nur Nutzende und Verbraucherinstitutionen Regularien beziglich KiI,
sondern auch die EU beschloss 2024 den Al Act (Verordnung lber kiinstliche Intelligenz, 2024). Auch
wenn hiermit erstmals ein Gesetz fiir die Kategorisierung und Kontrolle von KI-Systemen besteht,
bleibt abzuwarten, wie TransparenzmaRnahmen von KI-Anbietern umgesetzt werden und ob sie
Endnutzenden Verstandlichkeit und eine echte Nutzungsabwadgung ermoglichen. Denn wie diese
Arbeit gezeigt hat: Transparenz fiihrt nicht zwangslaufig zu Verstandnis, Verstandnis wiederum nicht
zwangslaufig zu Vertrauen und Vertrauen bedeutet nicht automatisch Nutzung. Vielmehr bedarf es
einer sinnvollen Umsetzung von KI-Transparenz, die ein Verstandnis fordert, das wiederum Vertrauen

ermoglicht und eine daraus resultierende, informierte Nutzung anregen kann.

Das Thema Kl-Transparenz lediglich aus technischer Perspektive zu betrachten, verbessert weder
Nutzung noch Vertrauen von KI-Nutzenden. Jedoch ist sie nétig, um Expert*innen zu erméglichen, KI-
Systeme zu prifen und zu regulieren. Jedoch sind die groBen Anbieter von Kl sehr zuriickhaltend:
Wahrend der Zusammenschluss von Google, Microsoft und Apple in OpenAl Hoffnung darauf machte,
dass Krafte geblindelt und diese ohne gegenseitige Konkurrenz eingesetzt werden, zeigt sich OpenAl
kaum transparenter als die einzelnen Firmen (Sullivan, 2023). Da auch die einzelnen Bestandteile des
Al Acts noch einige Jahre bendtigen, bis sie umgesetzt sind, startete die EU 2024 einen , Al Pact”, in
dem Unternehmen ihre Bereitschaft erklaren, sich bereits vor In-Kraft-Treten an die Regularien des
Gesetzes zu halten. Wahrend einige groRe Kl-Anbieter wie Google, Microsoft oder Open Al dem
freiwilligen Pakt beigetreten sind, halten sich Meta und Apple zurlick (Lomas, 2024). Kurzfristig wird

sich also Transparenz von Kl nur durch freiwillige Initiativen umsetzen lassen.

Die Schliusse, die aus der Datenschutzgrundverordnung als letzte groBe Gesetzesinitiative im
Digitalbereich gezogen werden koénnen, sind zwiespaltig. Einerseits lassen neue Regularien eine
Uberwachung von Anbietern und datenverarbeitenden Stellen, einschlieRlich des Rechts des
Individuums, die eigenen Daten einzusehen und I6schen zu lassen. Gleichzeitig zeigte die Umsetzung
des Gesetzes an vielen Stellen, dass Methoden der Datenverarbeitung fir Endnutzende nicht
nachvollziehbarer geworden sind und seitenlange Texte lber den durchgefiihrten Datenschutz von
den wenigsten gelesen oder gar verstanden werden. In Bezug auf TransparenzmalRnahmen bei Kl bleibt
zu hoffen, dass Endnutzende bei ihrer Umsetzung einbezogen und bei der Beurteilung von Kl

bericksichtigt werden.

Transparenz ist kein Selbstlaufer, sondern bedarf des Einsatzes von KI-Entwickler*innen, Nutzenden,

der Politik und der Wissenschaft. Die vorliegende Arbeit durfte in dieser Hinsicht einen Betrag leisten
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und Ansatzpunkte zur Umsetzung einer nutzendenzentrierten Kl-Transparenz entwickeln. So ladsst sich
zum Eingangszitat Gber die zukilinftig enorme Reichweite von Kl das Folgende ergédnzen, das angesichts
der aktuellen KI-Entwicklungen und der vorgestellten Ergebnisse Mahnung und Auftrag zugleich

darstellt:

,Man braucht nichts im Leben zu fiirchten, man muss nur alles verstehen.”

Marie Curie (1867-1934)
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Anhang A

Ubersicht iiber Nutzungsstudien zu Effekten transparenter Kl

. Art der Transparenz wirkt
Algorithmus/ .
KI-System Transparenz** auf... Kernergebnisse
b (uv) (AV)
Unterschiedlich B .
Herlocker System zur nterschiedliche evorzugung von Erkldrungen wurden bevorzugt;
Interfaces von Interfaces; . . . .
etal, Empfehlung - . . keine Auswirkung auf die Leistung
. dhnlichen Filterleistung der
2000* von Filmen der Nutzenden
Empfehlungen Nutzenden
Die Art der Situation (hohe bis
niedrige Kritikalitat) beeinflusste das
Vertrauen in das System.
. Kontext- Anzeige des Information Uber Sicherheit der
Antifakos et . . Vertrauen auf .
al. 2005 sensitives Vertrauens in das System Information des Systems
v Mobiltelefon System b beeinflusste Vertrauen in das
System: Bei angegebener
Unsicherheit sank das Vertrauen in
das System.
. Vertrauen, Erkldrung steigerte Akzeptanz des
Warum dieses . .
H.Cramer  Empfehlungs- . . Akzeptanz, Ergebnisses, aber kein Effekt auf
- Ergebnis vs. wie .
etal., system fiir . . wahrgenommene  Vertrauen oder Kompetenz. Keine
« sicher vs. keine .
2008 Kunstwerke Kompetenz des Auswirkung von
Angabe . o .
Systems Sicherheitsinformationen.
Warum- und Warum nicht-
. Erklarungen waren am effektivsten,
Logische Lokale . . - . ..
. Verstandnis des um Verstandnis zu erhéhen; Warum
. Denkaufgabe Erklarungen: N i
Lim et al., . . Systems; fUhrte zu hochstem Vertrauen;
(kein algorith- ~ Warum, Warum ..
2009 . . - Vertrauen; frithere Erfahrungen untergruben
misches nicht, Was ware . N .
. Leistung das Vertrauen und das Verstandnis,
System) wenn, Wie . . .
wenn die Erkldrungen nicht zu
diesen passten.
E-Govern- Wahrgenommene Transparenz und
ment- - groRere Zufriedenheit mit dem
Erklarung der . . ..
. Beratungs- . Zufriedenheit, Verfahren, gréRere
Li & Gregor, . . Begriffe; oy .
2011 dienst (nicht Beeriindungen fir Befdhigung der Eigenverantwortung des
technisches & g Verbrauchenden Verbrauchers: Geftihl der Kontrolle,
. das Ergebnis :
System im verbesserte Einstellung zur
Fokus) Dienstleistungsagentur.
Informationen mit geringer
Sicherheit verringerten die
. Gesamtbewertung der
. . Eindruck vom L
Sicherheits- Systemgenauigkeit: So
. Kontext- . . System; . .
Lim & Dey, sensitive informationen; wahreenommene widersprachen Menschen selbst in
2011%* Erklarungen fur . & . korrekten Fallen. Bei hoher
Systeme Sicherheit und

das Ergebnis

Angemessenheit

Sicherheit verbesserten
Erkldrungen den Eindruck des
Systems (weiter), selbst wenn das
System falsch lag.

Verberne et
al., 2012

Automatisier-
tes Fahren

Fahraktion plus
Info vs. ohne Info;
gleiche vs.
unterschiedliche
Fahrziele wie
Nutzende

Vertrauen,
Akzeptanz

Wenn System und Nutzende die
gleichen Ziele verfolgten, stieg das
Vertrauen. Fahraktionen mit
Informationen daruber flihrten zu
hoherer Akzeptanz und Vertrauen
als ohne Informationen.



Algorithmus/
KI-System

Art der
Transparenz**
(Uv)

Transparenz wirkt
auf...
(AV)

Kernergebnisse

Kulesza et

Empfehlungs-

Qualitative Studie:
Vollstandigkeit

Mentale Modelle,

Vollstandigkeit wichtiger als
Fundiertheit. Bei zu geringer

system fiir . . s g
al., 2013 ¥ . ! und Fundiertheit  Vertrauen Vollstandigkeit eher
Musik .. .
der Erklarung VertrauenseinbuBen.
.. . Hohere wahrgenommene
Effizienz (Zeit), g "
A Transparenz fiihrte zu héherer
Effektivitat der . . .
w Zufriedenheit; inhaltsbasierte Tag-
- System zur Zehn Erklarung, -
Gedikli et . Cloud-Erklarungen waren am
Empfehlung Erklarungstypen wahrgenommene .
al., 2014 . . effektivsten und wurden gut
von Filmen far Empfehlung Transparenz, . .
. L angenommen, fiihrten aber zu einer
Zufriedenheit mit . -
Erklsrun héheren kognitiven Belastung
& (Effizienz).
Offenlegung der Existenz d
Offenlegung des . gung . X § . ?S
. Algorithmus fiihrte zu positiven und
. Facebook- Algorithmus zur L . . -
Eslami et . Befriedigung und  negativen Ergebnissen: Anfangliche
«  Newsfeed- Kuratierung und . i -
al., 2015 . . Emotionen Uberraschung, Arger und
Algorithmus seiner . . .
Auswirkungen Unzufriedenheit, allmahliche
g Zufriedenheit.
Die Auswirkung von Transparenz auf
das Vertrauen hing von den
Keine vs. Erwartungen der Nutzenden und
. Peer- .
Kizilcec, . Berechnungs- deren Verletzung ab; wenn die
Assessment in R Vertrauen
2016* einem MOOC erklarung vs. Peer- Erwartungen verletzt wurden,
Details fiihrte ein hohes MaB an
Transparenz zu einem geringen
Vertrauen.
. . T d . - .
Websites fiir ransparenz ges Die Qualitat der Website
. Empfehlungs- .
. . den online . beeinflusste das Vertrauen am
Nilashi et prozesses, Qualitat Vertrauen, .. .
Handel . . starksten; Transparenz hatte einen
al., 2016 der Webseite, Kaufabsicht .
(Amazon & Einfluss auf Vertrauen, aber auch
Empfehlungs- .
Lazda) " viele andere Faktoren.
qualitat etc.
T hoh i
Mehrere Variablen ransparenz erno te. (verringerte)
. das Vertrauen und die
der Informations- . .
. Nutzungsabsicht bei guter
Venkatesh, E-Government- qualitat,
. Vertrauen, (schlechter)
Thong et Website und Transparenz, . . TR
. . Nutzungsabsicht Informationsvollstandigkeit, -
al., 2016 Terminservice  Kanalmerkmale . . L
L bequemlichkeit oder -genauigkeit;
(z. B. Individu- .
alisierbarkeit) Vertrauen und Transparenz wirkten
als Moderatoren und Mediatoren.
Vertrauen, Kein Einfluss der Personalisierung;
Personalisierung:  wahrgenommene Transparenz erhdhte Vertrauen,
Chen & Umwelt- manuell vs. Kontrolle, aber keine Auswirkung auf die
Sundar, freundliche, Information; Datenschutz- wahrgenommene Kontrolle;
2018* mobile App Transparenz hoch  bedenken, wahrgenommene Kontrolle und
vs. niedrig Einstellung Einfachheit der Nutzung steigerten

gegeniiber System

Vertrauen.



Art der

Transparenz wirkt

Algorith .
Klgsorslte$US/ Transparenz** auf... Kernergebnisse
y (uv) (AV)
Information tber Zu spezifische und allgemeine
Grund fur Wer- Vertrauen, Erklarungen flhrten zu einem
Eslami et Online- bung (Warum), subjektive Gefiihl der Unheimlichkeit; Warum-
al., 2018* Werbung Personalisierung Unheimlichkeit, Erkldrungen wurden bevorzugt;
und Informations-  Zufriedenheit Transparenz konnte zu
nutzung Desillusionierung fihren.
Wahrnehmung:
. Bewusstheit Uber  Erklarungen hatten starkste
Erkldrungen zum . .
System, Auswirkung auf Bewusstheit, gefolgt
Facebook- Newsfeed: Was, . . .
Rader et al., . Korrektheit, von Verantwortlichkeit/
Newsfeed- Wie, Warum, . . . .
2018* Algorithmus Objektiv (alles Interpretier- Kontrollmoglichkeiten; starkster
& ) barkeit, Verant- Effekt von ,Was”, etwas schwacher
global) L “
wortlicheit, von ,Warum®.
Zufriedenheit
Transparenz konnte sich negativ auf
Springer &  Emotions- Erklarungen (Text Wahrnehmung der subj. Akkuratheit auswirken, wenn
Whittaker, erkennungaus eingefarbt) vs. System- Erwartungen nicht verletzt wurden,
2018 Text (E-Meter) keine Erkldarung akkuratheit positiv, wenn Erwartungen verletzt
wurden.
Zulassung zur  Erklarungen fir L Hoheres objektives Verstandnis mit
. o . Objektives und N .
Universitat: Ergebnisse vs. . Erklarungen, aber weder hoheres
subjektives o
Cheng et auto- Black Box; .. . Vertrauen noch subjektives
. . Verstandnis des .. . . .
al., 2019 matisiertes Interaktion Systems: Verstandnis; Interaktion mit
Entschei- (Ausprobieren) ¥ ’ Algorithmus erhohte beide Arten
L Vertrauen s .
dungssystem moglich von Verstdndnis.
Emofehlungs Erklarungen flr die Vertrauen; Erklarungen erhdhten Verstandnis,
Dominguez . sfem f[]rg Empfehlung; Zufriedenheit; Zufriedenheit und Vertrauen;
etal., 2019 KTmstwerke Schnittstellen; Absicht, wieder zu  praziseres System trotz geringerer
Algorithmus-Typ nutzen Erklarbarkeit bevorzugt.
Keine Auswirkung der Erklarung auf
- Vertrauen, aber die Erklarung nach
Erklarung vor der
. . Akzeptanz, dem Handeln wurde
Automati- Aktion vs. danach " .y
Du et al., . . Vertrauen, Angste, aullergewdhnlich schlecht
sierte vs. keine vs. . . .
2019 psychische wahrgenommen. Option Aktion
Fahrzeuge Ablehnung . .
méelich Belastung abzulehnen verringerte weder die
& Angst noch erhohte sie das
Vertrauen.
. Transparenz wirkte sich verschieden
Keine UVs: Analyse P
. . auf Verhalten der Nutzenden aus:
. Filterung von von Online- Wahrnehmung . . .
Eslami et . . . . mehr informierte Interaktion oder
Onlinebewer-  Diskussion & und Einstellung
al., 2019 o Verlassen der Plattform;
tungen (Yelp) qualitative der Nutzenden
. angemessenes Mald an Transparenz
Interviews .
erforderlich.
Art des Fehlers:
falsch positiv vs. Wahrnehmun
falsch negativ; . g. Unterschiedliche Akzeptanz je nach
Detektor, um von Genauigkeit .
_— . Fehlertypen Fehlertyp. Einfache
Kocielnik et Termine aus .. und Akzeptanz,
. auswahlen Erwartungsanpassungen trugen zur
al., 2019 Mails zu .. wahrgenommene .
. kénnen; globale Verbesserung der Akzeptanz bei.
extrahieren Kontrolle,

und
beispielbasierte
Erklarungen

Verstandnis

Erklarungen erhéhten Verstandnis.



Art der

Transparenz wirkt

Algorith .
Klgsorslte$US/ Transparenz** auf... Kernergebnisse
y (uv) (AV)
Wahrnehmung Vor der Nutzung: Erwartung
transparente Systeme arbeiteten
von und . -
. . .. . besser, keine Praferenzen nach der
Springer &  Emotions- Erklarungen (Text  Reaktionen der
. . .. Nutzung; Nutzende nahmen
Whittaker, erkennungaus eingefarbt) vs. Nutzenden auf .
. . Systeme als verschiedener wahr als
2019 Text (E-Meter) keine Erkldarung Transparenz .
. sie waren; Transparenz konnte
(quantitativ und . . .
ualitativ) irreleiten, z. B. wenn sie
g Erwartungen widersprach.
Interaktive Schnittstellen regten zur
Verschiedene Wahreenommene Erkundung an, um das System zu
Tsai & Interaktives Erklarungs- & verstehen. Kontrollierbarkeit-
) . Kontrolle, .. . .
Brusilovsky, Empfehlungs- interfaces, Erklarbarkeit-Abwagung: mehr

2019

system

Interaktion und
Erklarungssymbol

Transparenz und
Zufriedenheit

Erkldrungen verringerten die
Benutzerfreundlichkeit und die
wahrgenommene Kontrolle.

Erkennung von

Signifikant héheres Vertrauen,

Weitz et al., esprochenen XAl-Erklarung plus  Vertrauen in wenn Avatar zusatzlich
2019 \g}\léFr)tern virtueller Avatar Automatisierung (redundante) Informationen
prasentierte.
Die angegebene Genauigkeit
Genauigkeit des beeinflusste die Nutzung und das
. . . Nutzung von
Yin et al., Dating- Algorithmus: Vertrauen; nach Beobachtung des
Prognosen, . . .
2019 Vorhersagen angegeben und Vertrauen Algorithmus passte sich die
beobachtet Wirkung der Beobachtung an,
insbesondere bei geringer Leistung.
Die Nutzenden brauchten genlgend
Systeme fir die . . Zeit und die Fahigkeit, die
. Erklarungen mit . . .
Zhao etal., Online- ) Verstandnis und gegebenen Informationen zu
. verschiedenem .
2019 Einkaufsbera- Detailerad Vertrauen verarbeiten und zu verstehen; zu
tung & viele Details verringerten
Verstdndnis und Vertrauen.
>50 % waren bereit, KI-Apps zu
nutzen. Zweifel an technischer
. . Allgemeine Machbarkeit und Effektivitat,
Explorative Online- . . -
. Bereitschaft zur allerdings unabhangig von der Art
KI-basierte Umfrage: Arten .
Nutzung, der erfassten Gesundheitsdaten;
Baldaufet  Anwendung-en von erfassten und L g
. Vertrauens- medizinische Zertifizierung,
al., 2020 zur Selbst- verarbeiteten .. .
. faktoren, anonyme Ubermittlung, Analyse
diagnose Daten (z. B. Fotos, .. R .
. winschenswerte personlicher Gesundheitsdaten und
Husten-gerdusche) -
Merkmale vertrauenswiirdiger App-Hersteller
wichtig fiir das Vertrauen in KI-
Apps.
Erklarungen anhand von Beispielen
Erklarungen durch . fihrten dazu, dass Menschen
Kl zur L . Korrektheit, g
e Beispiel vs. keine . falsche Klassifizierungen als
Ford et al., Klassifizierung Erkldrun Angemessenheit, richtizer emofanden. Fehlerquote
2020 von Zahlen auf & Vertrauen und & P ) 9

Bildern

Fehlerquote des
Klassifizierenden

Zufriedenheit

hatte einen signifikanten Einfluss
auf die Wahrnehmung: nur 3 und
4% fiihrten zu mehr Vertrauen.



Art der

Transparenz wirkt

ﬁllgsorsl:2$us/ Transparenz** auf... Kernergebnisse
b (uv) (AV)
Eigenschaften von .
XAl in Hand Erklarungen: Beurteilung,
. y & praktische Entscheidende Faktoren fir gute
Forster et App zur konkret, kohéarent, . - .
Anwendbarkeit Erklarungen waren Konkretheit,
al., 2020 Erkennung von relevant, - -
. und Effizienz der Kohérenz und Relevanz.
Pflanzen-arten  konsistent, .
. Erklarungen
allgemein
Timing der
. Nachricht . .
KI-System fir achricht (vor vs Nutzende akzeptierten den
das Packen von nach Vorschlag von Al eher ohne
Kim & Song, . Entscheidung), Akzeptanz der b o
Uberlebens- . - Genauigkeitsangabe; Timing hatte
2020 .. Genauigkeits- Vorschlage . . .
ausristung . keinen Einfluss auf die Akzeptanz.
. angabe (keine vs.
(Wizard-of-Oz)
Fehlerrate vs.
Genauigkeit)
Erklsrunest Subjektive Signifikant héhere
. gstyp Uberzeugungs- Uberzeugungskraft und Vertrauen
Black Box- (generiert durch .. -
Kuosmanen, _. . kraft und far Erklarungen anhand von
Filmempfeh- zwei Post-Hoc . .
2020 - Vertrauens- Assoziationsregeln; allerdings war
lungssysteme  Erklarungs- e . .
wirdigkeit der Einfluss des Interface-Designs
generatoren)
Empfehlungen unklar.
T fiih i
Wahrgenom- ransparenz fii rttle zu geringerer
. Nutzung des Algorithmus, was
Beratungs- Erlduterung zu mener Wert des R
> ) . . . durch den (geringeren)
Lehmann et system fir Funktionsweise Hinweises,
. wahrgenommenen Wert der
al., 2020 Produkt- des Algorithmus Nutzung des . . A
. . . Hinweise vermittelt wurde.
nachfrage vs. keine Hinweises, . . .
. AuBerdem fiihrte sie zu einer
Leistung . .
geringeren Leistung.
Verstandni
ers’Fandnls, Erhohtes Verstandnis und sinnvolle
Verkaufs- Bereitschaft zur . .
. - Schlussfolgerungen in Erklarungs-
Lucicetal., prognosen Erklarungen vs. Nutzung, . . .
. . - Bedingung, aber keine Auswirkung
2020 (Regressions- keine Erkldrungen  Vertrauen, .
auf das Vertrauen oder die
modell) Bewertung der .
Bereitschaft, das Modell zu nutzen.
Vorhersagen
Nutzende verstanden Kl anhand
Qualitative Studie: gruppenspezifischer Expertise,
. verschiedene nutzten verschiedene Strategien,
KI Mirror: . . .
. Nutzenden- um Liicke zwischen ihren
Algorithmus Nutzung, . ..
gruppen (KI/ML- L Einschatzungen und den KI-
Ohetal, sagt subjektiver . .
- . Experten vs. . .. Vorhersagen zu schlieRen. GréRere
2020 asthetische Interpretierbarkeit _. .
Bewertung von Fachexperten vs. und Plausibilitst Differenz zwischen Gedanken der
& Offentlichkeit); Nutzenden und Vorhersagen der Kl
Fotos vorher . . . s s
verschiedene fiihrte zu geringerer subjektiver
Aufgaben Interpretierbarkeit und Plausibilitat
der.
Verbraucher zeigten signifikante
Bereitschaft, fiir Transparenz zu
hlen. Erhohtes Vert ind
KI-System zur ~ Transparenzmerk- Bereitschaft, fir zahlen. Ernontes vertrauen in das
Peters et . . . KI-System durch verbesserte
Kreditbe- male von KI- die Funktionen zu
al., 2020 wahrgenommene Transparenz war
wertung Systemen zahlen

der Hauptgrund fir positive
Bewertung von
Transparenzmerkmalen.



Art der

Transparenz wirkt

Algorithmus, .
KIgS - / Transparenz** auf... Kernergebnisse
b (uv) (AV)
. Hervorhebung von Sicherheitsangaben verringerten
Emotions- .
. et Merkmalen die Nutzung von KI. Transparenz
Schmidt et  klassifikation . Vertrauen, . .
. (Erklarung), stand in negativem Zusammenhang
al., 2020 von Film- . . Nutzung . S
. Sicherheits- mit Vertrauen bei unintuitiven
Reviews -
angaben Erklarungen.
Die Kontextualisierung von
. Qualitative Verstandnis der . . &
Modelle fur . .. Terminologien verbesserte das
. Analyse: Teilnehmenden fiir . - .
maschinelles . . Verstandnis der Teilnehmenden.
Shen et al., Alternative Leistung der .
Lernen zur Flussdiagramme waren am
2020 o Darstellungen von  Modelle des . s
binaren . effektivsten, um das objektive und
e Verwechslungs- maschinellen - - .
Klassifizierung . subjektive Verstandnis der
matrizen Lernens .
Teilnehmenden zu verbessern.
KI wurde als System angesehen, das
Wahrnehmung der . .y & .
. starren Kriterien folgte, bei
Teilnehmenden .
o . il s mechanischen Aufgaben gut
. Qualitative Gber Fahigkeiten . s
Woodruff Kl als Entschei- . . abschnitt, aber unfahig war,
. Ergebnisse aus der KI, subjektive S .
etal, 2020 dungstrager . subjektive oder moralisch komplexe
Workshops oder moralisch .
. Entscheidungen zu treffen.
komplexe Urteile . .1
R Erklarungen ermdglichten es, Fehler
zu fallen . o
zu identifizieren.
Konfidenzniveau war der einzige
Y.Zhanget Einkommens- Konfidenzniveau, = Nutzung der . &
al., 2020 rognose lokale Erklarun Vorhersagen Faktor, der die Nutzung
! prog & g beeinflusste (je hoher, desto mehr).
. Globale Erkldarungen schiitzten
1. Studie: globale  Nutzenden- . . 8
. . nicht vor Misstrauen und
vs. lokale zufriedenheit, . . .
N . Unzufriedenheit bei Korrektur
Erklarungen; Angemessenheit, einer falschen Diagnose, aber
Alam & Medizinisches 2. Studie: Vollstandigkeit, " w & 7
. . - , erhobhten Verstandnis. Lokale
Mueller, KI-Diagnose- Vergleich lokaler Nutzlichkeit, w .
" L Erklarungen erhielten Vertrauen
2021 system Erklarungen: Text  Genauigkeit, . . .
. . nach korrigierten Diagnosen.
vs. visuell + Text Vertrauen in . w
. . Umfangreichere Erkldarungen
vs. Beispiele + Text verschiedenen v . .
vs. keine Phasen erhohten Zufriedenheit und
Vertrauen in kritischen Phasen.
Verstdndnis von
.. Kontextualisie- Vorhersagen:
Interface fir L . .
. . rungselemente zu  objektives und Das Hinzufligen von
intelligente - .
Bove et al., ) Erklarungen zur wahrgenommenes Kontextualisierungselementen
Preisgestal- - . - .
2021 ) Bedeutung lokaler Verstandnis; verbesserte das Verstandnis von
tung in der Kfz-
Versicherun Merkmale wahrgenommene  ML-Vorhersagen.
& hinzugefiigt Nitzlichkeit von
Erklarungen
Ziel war technologischen Kontext
sichtbar zu machen, inkl. friherer
. KI-Entscheidungsergebnisse und
Interviews zur . . .
. L menschlicher Interaktionen mit
Ehsan et al., Kl-gestiitzte Konzeptualisie- . . . .
. Konzept der ST diesen Ergebnissen. So lieR sich
2021 Systeme rung von Sozialer

Transparenz (ST)

Vertrauen in Kl aufbauen.
Darstellung von ST liber ,4W“: ,Wer
tat Was mit dem KI-System, Wann
und Warum?“



Art der

Transparenz wirkt

Algorith .
Klgsorslte$US/ Transparenz** auf... Kernergebnisse
b (uv) (AV)
Verschiedene Interessengruppen
Kl-Klassifikator . hatten unterschiedliche
. Explorative - . e
. fir COVID-19- . . Erlduterungs- Erkldrungsbediirfnisse:
Gerlings et - Interviews im . . o
Patient*innen ; bedarf jeder Entwickler*innen,
al., 2021 . . Rahmen einer .
fir Intensiv- . Interessengruppe  Fachexpert*innen,
. Fallstudie . . .
stationen Entscheidungstrager*innen,
Zuschauende.
Verstandnis der
Erklsrbare Nutzenden fur die  Erkldrungen verbesserten das
Chatbots fiir Grinde einer Verstandnis der Nutzenden fiir die
Chatbot- .. . .
Khuranaet komplexe Schnittstellen Stoérung; Grinde einer Panne; verbesserte
al., 2021 Tabellen- ) Wahrnehmung Wahrnehmung der Nutzenden in
. innerhalb der - . ot .
kalkulation von Nutzlichkeit, Bezug auf Nitzlichkeit, Transparenz
Anwendung N
Transparenz und und Vertrauen durch Erklarungen.
Vertrauen
Flinf Designprinzipien fur
Erklarungen:
. Reihe von . - Design fir Engagemgnt (XAl
Kollaborative ualitativen Wie Vertrauens- musste zur Interaktion anregen)
Naiseh et Mensch-KI d . kalibrierung - Gewohnte Handlungen in Frage
. Studien zu .
al., 2021 Entschei- .. geleitet werden stellen
Erlduterung, .
dungstools . . kann - Aufmerksamkeitslenkung
Interaktion, Design . .
- Reibungsdesign
- Unterstiitzungstraining und
Lernen
Kein Einfluss der Schnittstellenge-
. Nutzenden- staltung oder der XAl-Informationen
Aggregatoren Interface Design,
. . L wahrnehmung: auf das Vertrauen der Nutzenden.
Ribes etal., fir XAl: ausfuhrliche . . .
. . Vertrauen, Ausfiihrliche Erklarungen fiihrten
2021 Nachrichten- vs. kurze vs. keine s . . s e
inhalte Erklsrun Natzlichkeit, zu einem schlechteren objektiven
& Verstandnis Verstandnis, aber zu einem dhnlich
hohen subjektiven Verstandnis.
Erklarbarkeit hing mit Vertrauen
Durchsuchen ; . .
. zusammen, Herleitbarkeit war eine
von Nach- Keine .
. . . Schlisselkomponente der
. richten auf Manipulation, nur  Vertrauen, N . .
Shin, 2021 . o . Erklarbarkeit und erhéhte das
Algorith- nachtragliche Einstellung .. . .
. Verstandnis der Nutzenden fiir den
musbasierten Erhebungen .
. Entscheidungsprozess von KI-
Websites
Systemen.
Vertrauen,
Transparenz-
wahrnehmung, Erklarungen konnten die
Online- Lernen, weitere Benutzererfahrung in mehrfacher
Tsai et al., Erklarungen (drei  Nutzungs- Hinsicht erheblich verbessern, aber
Symptom- . . ..
2021 Typen) erfahrungen (z. B.  zu viele Informationen forderten
Checker (OSCs) L .
Mitteilen der Uberlastung, sodass evtl.
Diagnose an Anweisungen ignoriert wurden.
Familienmit-

glieder)



Art der

Transparenz wirkt

Algorith .
Klgsorslte$US/ Transparenz** auf... Kernergebnisse
y (uv) (AV)
o Eine hohere G igkeit erhoht
Hohe vs. niedrige  Wahrgenommene ine hohere ena"ulg. el e.r N . €
e s . Vertrauen und Nutzlichkeit; bei
Klassifizierung ~ Transparenz, hohe Niitzlichkeit, . sy
Z.Zhang et L o R . geringer Genauigkeit oder
medizinischer  vs. niedrige Verstandlichkeit, i L. .
al., 2021 . . Nichtiibereinstimmung mit den
Berichte Akkuratheits- Vertrauen, .
. Nutzenden verringerten mehr
angabe Zustimmung .
Erklarungen das Vertrauen.
Nur geringe Fairness
verschlechterte Vertrauen;
Erkldrungen erh6hten Vertrauen in
. KI-Erklarungen, KI-Entscheidungen und
Anger- KI-gestutztes . . Vertrauen, .
. . Fairnesslevel in Wahrnehmung von Fairness.
schmid et Entschei- . wahrgenommene . .
verschiedenen . Auswirkungen von Erklarungen und
al., 2022 dungssystem . Fairness .
Szenarien Fairness waren komplex, u. a.
abhangig von Art der Erklarung,
Grad der Fairness und
Anwendungsszenario.
Detailgrad der Erkldrungsziel und Nutzendentyp
Erlduterung fUhrten zu unterschiedlichen
Chatti et al., Empfehlungs-  (einfach, mittel, Wahrnehmung Wahrnehmungen von
2022 systeme fortgeschritten) von Erklarungen Empfehlungssystemen mit
und Nutzenden- unterschiedlichem
eigenschaften Detaillierungsgrad.
Erwartungen an Genauigkeit des
Akkuratheit der Algorithmus waren hoher als an die
Ratschldge 5% des menschlichen Beraters. Eigene
Vertrauen vor und N .
besser vs. Genauigkeit war Schwellenwert fiir
Daschner & Prognose der nach . -
. schlechter als . die Verwendung von Ratschlagen:
Obermaier, Produkt- Leistungsfeed-back ) . .
Versuchs- war die Genauigkeit der Ratschlage
2022 nachfrage (Nutzung als . . R
personen- geringer, wurden keine Ratschlage
A VertrauensmaR) L
Leistung; Quelle: verwendet, war sie hoher oder
Kl vs. Kollege gleich, wurden Ratschlage
verwendet.
Die Bezieh isch
Anwendung zu Detaillierte ¢ "e2|.e un~g zwisenen
. - Wahrnehmung des Personlichkeitsmerkmalen und dem
Guesmiet  Empfehlungs-  Erklarungen und i -
A . Empfehlungs- Detaillierungsgrad der Erklarung
al., 2022 und Interessen- Personlichkeits- . -
. systems beeinflusste die Wahrnehmung des
modellierung merkmale
Systems.
. Kognitive Die Art der Erklarung wirkte sich
. Verschiedene . . -
Evaluierung Belastung, erheblich auf die kognitive
. . Arten von . -
Karran et eines Bild- N Vertrauen als Belastung aus, aber die kognitive
g Erklarungs- . .
al., 2022 klassifizie- . .. Erwartung Belastung allein hatte keinen
visualisierungen . . .
rungssystems richtiger Einfluss auf das Vertrauen in das
(Heatmap) .
Ergebnisse System.
Nutzende vertrauten Kl genauso wie
Inhalts- Klassifizierungs- Menschen. Transparenz erhohte
moderation: quelle (Mensch, KI, Vertrauen, Vertrauen und Verstandnis. Bei
Molina & Textklassi- beides); Zustimmung zum  mehr Offenlegung sank
Sundar, fizierung Transparenz: keine System, Zustimmung. Interaktive
2022 (Hassreden und vs. Transparenz vs. Verstdndnis des Transparenz steigerte Vertrauen,
Selbstmord- Interaktive Systems da Nutzende mehr Verantwortung
gedanken) Transparenz) libernahmen, fiihrte nicht zu mehr

Verstandnis.



Art der

Transparenz wirkt

Algorithmus,
KIgS - / Transparenz** auf... Kernergebnisse
b (uv) (AV)
Erklarungen fir . .
& Erkldrung erhéhte mehr- aber nicht
Aufgabenauswahl: . L .
. . Ein- und mehr- eindimensionales Vertrauen.
Ooge et al.,, e-Learning keine vs. Placebo . . .. . .
dimensionales Erkldrungen zeigten groReren
2022 Plattform vs. echte . . . .
. Vertrauen Einfluss in Entscheidungen mit
Erklarung; hohes . .
o .. hohem Risiko.
vs. niedriges Risiko
N . stem wurde fairer
Autonomes Mensch vs. Subjektive Fairness Syste de faire _—
Schoeffer et . . . wahrgenommen; bei héherer Al
Kreditvergabe- System, identische und Vertrauens- . w .
al., 2022 . e Literacy Praferenz fiir System und
System Erklarungen wirdigkeit
mehr Vertrauen.
Gefiihl der .
Die Beteiligung an der Lernphase
Kontrolle, . .
. . der Kl steigerte das Gefiihl der
. Intelligente Beteiligung an der wahrgenommenes
Sieger et . . - . Kontrolle, das wahrgenommene
Heim-systeme Trainingsphase der Verstdndnis, N . .
al., 2022 . Verstandnis und die
(Wizard-of-Oz) Kl wahrgenommene s .
s . wahrgenommene Niitzlichkeit der KI
Natzlichkeit von KI -, .
. im Allgemeinen.
allgemein
Variation in der Art der
Wahrgenommene - Lo
Informationen, die Gber das System
. - . Transparenz, . L .
KI-gestutzter Prasentation von . gewlnscht wurde. Eine interaktive
. R affektives . . ..
Gesundheits- Erklarungen: . Vermittlung von Erkldrungen fiihrte
Sun & . . . Vertrauen in .. .
Chatbot zur interaktiver Dialog zu hochsten Werten bei
Sundar, . System,
Bewertung von vs. statische L wahrgenommener Transparenz,
2022 . subjektives , .
Angst- Informationen vs. .. . affektivem Vertrauen in System und
N . .. Verstandnis, L . L
zustanden keine Erklarungen L subjektivem wie objektivem
objektives . . .
. . . Verstdandnis der Mechanismen des
Verstandnis (Quiz)
Systems.
. .. Modalitat der
Interaktion mit .
visuellen Vertrauen,
autonomer Anleitun Interpretier
Drohne in .y g - p . Die kombinierten Erklarungen
Tabrez et praskriptiv (Linie)  barkeit, Leistung . . .
Augmented- - . . zeigten die besten Auswirkungen
al., 2022 . . oder deskriptiv im Spiel,
Reality-Spiel . auf alle AVs.
. (Heatmap) oder menschliche
(mine- - o
sweeper) kombinierte Unabhangigkeit
P Erklarung (beides)
Wahrgenommene  GroRter Einfluss der
Intuitivitat, Vertrauenswirdigkeit auf Giite der
ML-Modelle in globale vs. lokale  Komplexitat, Erklarung. Kein Einfluss der
Wanner et verschiedenen Erklarungen, Verstandlichkeit, Relevanz des Anwendungsfalls, auch
al., 2022 Szenarios Relevanz des Zufriedenheit, nicht auf globale oder lokale
Anwendungsfalls  Vertrauenswiirdig- Praferenz. Unterschiedliche
keit und Gite der  Anforderungen fir lokale vs. globale
Erklarung Erklarungen.
Prognose von
& . Erklarungen lokal Lokale Erklarungen wurden mit der
Krebs aus Hirn- .. g
(How, How-To, - hochsten Erklarleistung bewertet,
& Herzscans Erklarleistung, . b
Herm et al., mit Why, Why-Not, Leistung des globale und keine Erkldarung ohne
2023 What-Else) vs. & Unterschied. Kein linearer

verschieden
komplexen
Modellen

global vs. keine
Erklarung

Modells

Zusammenhang von Leistung des
Modells und seiner Komplexitat.



Art der

Transparenz wirkt

Algorith .
Klgsorslte$US/ Transparenz** auf... Kernergebnisse
b (uv) (AV)
Bedarf an praktisch nitzlichen
Informationen zur Verbesserung der
Zusammenarbeit mit KI-System:
Nutzend bsichtigten, XAl-
4 XAl-Ansitze utzende beabsichtigten,
. . Erkldrungen zu nutzen, um das
Kimetal.,  AppzurVogel- (Heatmap, Interview: Umgang . .
. L . Vertrauen zu kalibrieren, ihre
2023 bestimmung Beispiel, Konzept  mit System el 1
und Prototyp) Nutzungsfahigkeiten zu verbessern
P und konstruktives Feedback fiir
Entwicklung zu geben; Nutzende
bevorzugten teilbasierte (lokale)
Erklarungen.
Visuelle Erklarungen verbesserten
die Leistung der Nutzenden und
Aufgabe Visuelle Benutzerleistung  fiihrten zu einem angemesseneren
Leichtmann essbare Pilze zu Erkldrungen und bei der Vertrauensniveau. Die
etal, 2023 sammeln padagogische Entscheidungs- Bildungsintervention zur
(Spiel) Intervention findung, Vertrauen Verbesserung der KI-Kenntnisse
hatte keine Auswirkungen auf die
Leistung der Nutzenden.
Erwartungen und
Erkla t: Wahrneh d
rarungsar a "rne rung der Wahrnehmung war schlussfolgernd
schlussfolgernd, Erklarungen: . .
Roboter- positiver als handlungsleitend
Ehsan et al., . Handlungs- Vertrauen, . . .
Bewegung im - . positiver als nummerisch; allerdings
2024 erklarung, Intelligenz, v . .
Raum . b . liberhohtes Vertrauen in Zahlen-
numerisch; KI- Verstandlichkeit, Erklirungen in beiden Grubpen
Experten vs. Laien zweite Chance, g PP
Freundlichkeit
Keine Erkldrungen
Kommuni- vs. Erkldrungen: Transparenz fihrte zu héherer
FleiB et al., kationssystem  Post-Hoc vs. KI- Akzeptanz Akzeptanz, aber Art der Erklarung
2024 zur Vorauswahl intrinsisch; (Vignette) spielte keine Rolle; wichtiger war

im Recruiting

verifizierbare
Qualifizierungen
vs. Soft Skills

Verifizierbarkeit der Erklarung.

Anmerkung. Tabelle aufbauend auf Felzmann et al., 2020;
*:von Felzmann et al., 2020 ibernommene Veréffentlichungen;
**: selbst ergdnzte Kategorie
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1) Have any data been collected for this study already?
No, no data have been collected for this study yet.

2) What's the main question being asked or hypothesis being tested in this study?

Transparency about the possibility that an algorithm could err prevents algorithm aversion, which is the effect of deterring
algorithmic advice after seeing the algorithmic advisor err. The hypothesis is, that when users of an algorithm receive
information about the fact that it will perform correctly only with a certain possibility, they will not execute algorithm aversion
as much as users who do not receive such information.

3) Describe the key dependent variable(s) specifying how they will be measured.

Using the algorithmic advice is measured as Weight of advice (WOA):

WOA = abs((final judgement — initial judgement)/(advice — initial judgement)). Trials in which advice = initial judgement are
not used for analysis.

Furthermore, we define that WOA cannot be =1, as this would mean that participants change their initial judgement and
follow the advice but even go beyond it. We assume that WOAs = 1 are due to the experimental set-up when participants
use the slider imprecisely. This is why we set WOA = 1 to WOA = 1.

4) How many and which conditions will participants be assigned to?

Three between-subject factors:

1} High certainty information (HC). Participants read that the algorithm is correct in 90,1 % of the cases (Der Algorithmus
liegt in 90,1% der Fallen richtig.)

2) Low certainty information (LC): Participants read that the algorithm is correct in 78,9 % of the cases (Der Algorithmus
liegt in 78,9% der Fallen richtig.)

3) Mo certainty information (NI): Participants only read the algorithmic results without any specification about prospective
algorithmic performance.

Two within-subject factors:
The mean value for trials 1-6 is considered WOA without error experience.
The mean value for trials directly following an error (trial 7, 11 & 15) is used as WOA after error experience.

5) Specify exactly which analyses you will conduct to examine the main question/hypothesis.

Analysis of variance (ANOVA) with repeated measures

- Inner subject factor: error experience (WOA without error experience/WOA directly following an error)

- Between subject factor: algorithm accuracy (HC/LC/NI)

To test the first hypothesis, an interaction effect is expected in a way that compared to trials without error experience, in
trials after an error WOA decreases in the no information (NI) condition fo a greater extent than in both certainty conditions.
Furthermore, the main effect shows that in trials after an error, WOA is higher in both certainty conditions compared to the
NI condition.
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8) Describe exactly how outliers will be defined and handled, and your precise rule(s) for excluding
observations.

We will exclude participants that fail the manipulation check: who fail to indicate the correct algorithmic certainty level of
their condition at the end of the study. What is more, participants that do not fill out the additional questionnaires will be
excluded from the analysis as the participants are assumed not to have participated conscientiously.

7) How many observations will be collected or what will determine sample size?

Mo need to justify decision, but be precise about exactly how the number will be determined.

We will collect 156 observations, starting at 01.04.2021 until 31.05.2021 or stop as soon as 156 observations are collected.

8) Anything else you would like to pre-register?

{e.g., secondary analyses, variables collected for exploratery purpeses, unusual analyses planned?}

We use a new scale for measuring "Aftitude towards Algorithms" (ATA, developed by Nicolai Bock, RWTH Aachen
University). We assume the overall usage of algorithms to be higher for people scoring higher in the ATA.

Furthermore, participants fill out scales about readiness to take risks ("Risikobereitschaft”, R-1, Beierlein, Kovaleva,
Kemper & Rammstedt, 2014) need for cognition (NFC-K, Geman short scale: Beikert et al., 2015), decisiveness (subscale
of construct Need for closure, Roets und Van Hiel, 2007) and Locus of control when dealing with technology (KUT, Beier,
1999) for exploratory reasons. Finally, we ask participants about their motivation and way of interacting with the algorithm
which we will analyze in a qualitative way.
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Anhang C

Datenschutzerklarung

Informationen zum Datenschutz

Die Speicherung Ihrer Daten wird ohne die Nennung Ihres Namens durchgefuhrt. Wir werden keine
Liste erstellen, die im Nachhinein eine Zuordnung Ihres Namens zu den Daten erlaubt. Die Angabe
von personenbezogenen Daten [Name und E-mail-Adresse] ist freiwillig und dient allein der Teilnahme
an der Verlosung von drei Amazon-Gutscheinen. lhre personenbezogenen Daten [Name und E-mail-
Adresse] werden in einem separaten Datensatz gespeichert und verschlossen aufbewahrt, so dass
nur diejenigen Untersucher*innen der Studie Zugang haben, die eine Vertraulichkeitserklarung
abgegeben haben. Nach der Verlosung der Gutscheine werden die personenbezogenen Daten
geldscht. lhr personalisierter Eintrag in dieser Liste kann auf lhren ausdrticklichen Wunsch jederzeit
vorzeitig geléscht werden.

Da aufgrund der getrennten Datensatze kein Bezug zwischen den personenbezogenen Daten und den
studienbezogenen, anonymisierten Daten hergestellt werden kann, kénnen nach Abschluss der Studie
keine einzelnen Eintrage der anonymisierten Daten zugeordnet und geldscht werden. Die
anonymisierten Daten werden auf dem internen Server des Lehrstuhls fir Informationsmanagement
im Maschinenbau gesichert. Eine Léschung der Daten von diesem Server ist nach Ablauf der
gesetzlichen Aufbewahrungsfrist von 10 Jahren vorgesehen. Dabei dient als Rechtsgrundlage die
Datenschutz-Grundverordnung (Art. 6 Abs. 1 lit. A DSGVO).

Beziiglich lhrer Daten informieren wir Sie zunachst liber ihre Rechte (Art. 13 ff DSGVO, §§ 32 ff BDSG-neu): Sie haben das (1)
Recht auf Auskunft tiber die Sie betreffenden personenbezogenen Daten, die im Rahmen einer Studie erhoben, verarbeitet oder
ggf. an Dritte Ubermittelt werden (Aushandigen einer kostenfreien Kopie) (Artikel 15 DSGVO, §§ 34 und 57 BDSG-neu). Gdfs.
haben Sie das (2) Recht auf Berichtigung, wenn Sie betreffende unrichtige personenbezogenen Daten erhoben wurden (Artikel
16 und 19 DSGVO, § 58 BDSG-neu). Und Sie haben das (3) Recht auf L6schung von Sie betreffenden personenbezogener
Daten, z.B. wenn diese Daten fiir den Zweck, fiir den sie erhoben wurden, nicht mehr notwendig sind (Artikel 17 und 19
DSGVO, §§ 35 und 58 BDSG-neu). Unter bestimmten Voraussetzungen haben Sie das Recht, eine (4) Einschréankung der
Verarbeitung Ihrer Daten zu verlangen. Sollte das der Fall sein, dirfen ihre personenbezogenen Daten nur gespeichert, aber
nicht verarbeitet werden. Dies mussen Sie beantragen. Wenden Sie sich hierzu bitte an ihren Studienleiter (Artikel 18 und 19
DSGVO, § 58 BDSG-neu). (5) Recht auf Dateniibertragbarkeit: Sie haben das Recht, die Sie betreffenden personenbezogenen
Daten, die Sie dem Verantwortlichen fir die Studie bereitgestellt haben, zu erhalten. Damit kbnnen Sie beantragen, dass diese
Daten entweder lhnen oder, soweit technisch mdéglich, einer anderen von lhnen benannten Stelle Gbermittelt werden (Artikel 20
DSGVO). Sie haben ein (6) Widerspruchsrecht und kdnnen jederzeit gegen konkrete Entscheidungen oder Malinahmen zur
Verarbeitung der Sie betreffenden personenbezogenen Daten Widerspruch einzulegen (Art 21 DSGVO, § 36 BDSG-neu). Eine
solche Verarbeitung findet dann grundsatzlich nicht mehr statt. (7) Einwilligung zur Verarbeitung personenbezogener Daten und
Recht auf Widerruf dieser Einwilligung: Die Verarbeitung ihrer personenbezogenen Daten ist nur mit lhrer Einwilligung
rechtmaRig (Artikel 6 DSGVO, § 51 BDSG-neu). (8) Widerrufsrecht: Sie haben das Recht, ihre Einwilligung zur Verarbeitung
personenbezogener Daten jederzeit zu widerrufen. Im Falle des Widerrufs miissen lhre personenbezogenen Daten
grundsatzlich geléscht werden (Artikel 7, Absatz 3 DSGVO, § 51 Absatz 3 BDSGneu). Es gibt allerdings Ausnahmen, nach
denen die bis zum Zeitpunkt des Widerrufs erhobenen Daten weiterverarbeitet werden durfen, z.B. wenn die Datenverarbeitung

zur Erflllung einer rechtlichen Verpflichtung erforderlich ist (DSGVO Art. 17 Abs. 3 b).

Mochten Sie eines dieser Rechte in Anspruch nehmen, wenden Sie sich bitte an den Versuchsleiter/in.
Aulerdem haben Sie das Recht, Beschwerde bei der/den Aufsichtsbehorde/n einzulegen, wenn Sie
der Ansicht sind, dass die Verarbeitung der Sie betreffenden personenbezogenen Daten gegen die
DSGVO verstoRt.

Zusatzlich ist vorgesehen, dass die anonymisierten Daten bei Veréffentlichung der wissenschaftlichen
Ergebnisse anderen Forschenden auf einer digitalen Forschungsdatenbank auf unbegrenzte Zeit zur
Verfiigung gestellt werden. Dies dient der Praxis der offenen Wissenschaft, welche beinhaltet, dass
andere Forschende unsere Ergebnisse eigenstandig Uberpriifen kénnen. Hierzu bitten wir sie
untenstehend separat um lhr Einverstandnis.

Die fur die Datenverarbeitung verantwortliche Person ist Johanna Werz, M. Sc.; Dennewartstr. 27,
52068 Aachen; johanna.werz@ima.rwth-aachen.de




Anhang D
Attitudes Towards Algorithms-Skala (ATAS; Bock & Rosenthal-von der Piitten, 2023)

Nr. Subskala Item

1 0] Algorithmen bevorzugen niemanden.

2 0] Algorithmen behandeln alle Menschen gleich.

3 0] Algorithmen haben keine Vorurteile.

4 0] Algorithmen legen bei jedem den gleichen Mal3stab an.

5 0] Algorithmen kann man nicht bestechen.

6 0] Algorithmen sind vollig rational und deshalb nachvollziehbar.

7 E Algorithmen sollten keine moralisch schwierigen Entscheidungen treffen.

8 E Algorithmusbasierte Entscheidungen sind mir zu unpersonlich.

9 Algorithmen sind nicht dafiir geeignet, personliche Entscheidungen zu treffen.
10 £ Algorithmen sind weniger flexibel als Menschen bei der Bewertung von

Entscheidungsfaktoren.

11 E Algorithmen kdnnen die Konsequenzen einer Entscheidung nicht beriicksichtigen.
12 E Menschen konnten sich durch Algorithmen fremdbestimmen lassen.

13 £ Es ist problematisch, dass Algorithmen nicht zur Verantwortung gezogen werden

kdnnen.

14 L Algorithmen kénnen Daten schneller analysieren als ein Mensch.

15 L Algorithmen kénnen mehr Daten verarbeiten als ein Mensch.

16 L Algorithmen haben keine guten und keine schlechten Tage.

17 L Algorithmen kdnnen Entscheidungstragern viel Arbeit abnehmen.

Anmerkung: O = Objektivitat, E = Ethik, L = Leistung.



Anhang E

Kontrolliiberzeugungen im Umgang mit Technik (KUT; Beier, 1999, 2004)

Nr. Item

1 Ich kann ziemlich viele der technischen Probleme, mit denen ich konfrontiert bin, alleine
I6sen.

2 Technische Gerate sind oft undurchschaubar und schwer zu beherrschen.

3 Es macht mir richtig Spal3, ein technisches Problem zu knacken.

4 Weil ich mit bisherigen technischen Problemen gut zurechtgekommen bin, blicke ich auch
kiinftigen optimistisch entgegen.

5 Ich fiihle mich technischen Geraten gegendtiber so hilflos, dass ich die Finger davon lasse.

6 Auch wenn Widerstande auftreten, bearbeite ich ein technisches Problem weiter.

7 Wenn ich ein technisches Problem l6se, so geschieht es meistens durch Gliick.

8 Die meisten technischen Probleme sind so kompliziert, dass es wenig Sinn macht, sich mit

ihnen auseinanderzusetzen.




Anhang F
Need for Cognition-Kurzversion (NFC-K; BeiBert et al., 2015)

Nr. Item

1 Es genligt mir einfach die Antwort zu kennen, ohne die Griinde fir die Antwort eines
Problems zu verstehen.

2 Ich habe es gern, wenn mein Leben voller kniffliger Aufgaben ist, die ich |6sen muss.
3 Ich wiirde kompliziertere Probleme einfachen Problemen vorziehen.

4 In erster Linie denke ich, weil ich muss.




Anhang G

Subskala Decisiveness (Roets & Van Hiel, 2007, 2011)

Nr. Englischsprachige Originalitems

1 When | have made a decision, | feel relieved.

2 When | am confronted with a problem, I'm dying to reach a solution very quickly.

3 | would quickly become impatient and irritated if | would not find a solution to a problem
immediately.

4 | would rather make a decision quickly than sleep over it.

5 Even if | get a lot of time to make a decision, | still feel compelled to decide quickly.

6 | almost always feel hurried to reach a decision, even when there is no reason to do so.

Nr. Item (deutsche Ubersetzung)

1 Wenn ich eine Entscheidung getroffen habe, fiihle ich mich erleichtert.

2 Wenn ich mit einem Problem konfrontiert bin, brenne ich darauf, sehr schnell eine Losung zu
finden.

3 Ich wiirde schnell ungeduldig und gereizt werden, wenn ich nicht direkt eine Losung zu
einem Problem fande.

4 Ich wiirde lieber eine schnelle Entscheidung treffen, als eine Nacht dariber zu schlafen.

5 Auch wenn ich sehr viel Zeit bekomme, eine Entscheidung zu treffen, fihle ich mich
gezwungen, schnell zu entscheiden.

6 Ich fiihle mich fast immer in Eile zu einer Entscheidung zu gelangen, selbst wenn es keinen

Grund dafir gibt.




Anhang H

Spearman-Korrelationen zwischen Algorithm Aversion und méglichen Einflussfaktoren mit
nicht-winsorisierten WOA-Werten

Algorithm Aversion

Korrelations- Signifikanz-
koeffizient niveau
Allgemeine Einstellung gegenliber Algorithmen p <,0001 p=,996
Kontrolliberzeugungen im Umgang mit Technik p=-102 p=,186
Risikobereitschaft p =-,052 p=,499
Kognitionsbeddrfnis p=-201** p =,009
Entscheidungsfreude p=,018 p=,813

Anmerkung. Werte, die mit ** gekennzeichnet sind, sind auf einem Fehlerniveau von ,01 signifikant.
n=169.



Anhang |

Spearman-Korrelationen zwischen Algorithm Aversion und den die Mensch-Algorithmus-
Interaktion beeinflussenden Faktoren mit den nicht-winsorisierten WOA-Werten

Algorithm Aversion

Korrelations-  Signifikanz-

koeffizienten niveau

Bei der Abgabe meiner Gewichtsschatzungen war ich mir sicher. p =,082 p=,287
Ich hatte Vertrauen in das algorithmische System. p =,026 p=,740
Ich war mit den Empfehlungen des Algorithmus zufrieden. p =-,015 p=,842
Ich habe die Empfehlungen des Algorithmus als hilfreich p=,076 p=,327
wahrgenommen.

Ich habe versucht besser zu sein als der Algorithmus. p =-,160%* p=,038
Die Schatzaufgaben haben mir Spal® gemacht. p=-038 p=,625
Ich fand es interessant herauszufinden, wie meine Leistung in den p =-,064 p =,409
Schatzungen war.

Ich wollte die Aufgabe so schnell wie méglich hinter mich bringen. p=,015 p=,844
Ich habe versucht ein moglichst richtiges Ergebnis zu erzielen. p=,034 p =,660

Anmerkung. Werte, die mit * gekennzeichnet sind, sind auf einem Fehlerniveau von ,05 signifikant.
n=169.



AnhangJ

Gemischtfaktorielle ANOVAs mit Fehlererfahrung (Innersubjektfaktor) und
demografischen Variablen (Zwischensubjektfaktoren) auf Algorithm Aversion

(winsorisierte WOA-Werte)

Algorithm Aversion

Demographische Variable Faf, af) p

Geschlecht 2,5931, 167) ,109
Arbeit 1,745, 164) ,142
Hochster Bildungsstand 0,256(4, 164) ,906
Routine mit Computern 1,558, 166) ,214

Anmerkung. n = 169.



Anhang K

Transkripte der Fokusgruppen

Die Transkripte sind aufgrund ihres Umfanges online abgelegt und einsehbar unter

https://osf.io/5tpdv/files



https://osf.io/5tpdv/files

Anhang L
Einladungsemail zum Onlineexperiment zu Forschungsfrage (b)

»Nutzendenanforderungen“

Hallo xxx,

im Rahmen des Projekts TAIGERS bitten wir (Lehrstuhl fir Communication Science (CS) sowie
Informationsmanagement im Maschinenbau (WZL-IMA) der RWTH Aachen) euch um Teilnahme
an einer dreistiindigen Fokusgruppe. Die Session findet am 27.09.2021 von 14 — 17 Uhr uber
Zoom statt. In der Fokusgruppe geht es um aktuelle Fragestellungen zum Thema Transparenz in
kinstlicher Intelligenz (Kl) fur die ,Everyday Nutzer*innen®, das heiftt ihr benétigt kein spezielles
Vorwissen zur Teilnahme. Als Angestellte gilt eure Teilnahme natiirlich als Arbeitszeit.

Wenn ihr am Thema oder der Methode interessierte Freund*innen/Kommiliton*innen habt, kénnt
ihr diesen natdrlich auch gern Bescheid geben.

Meldet euch bitte bis 23.09. bei johanna.werz@ima.rwth-aachen.de zur Anmeldung dann erhaltet
ihr die Zugangsinformationen. Wenn ihr am Montag keine Zeit habt, bitte ich um Absage!

Bei Fragen meldet euch ebenso bei uns. Wir freuen uns auf eine spannende Fokusgruppe und
eure Eindrticke.

Liebe Griufe
Johanna Werz im Namen des TAIGERS-Teams




Anhang M

Fragebogen des Pretests zu Forschungsfrage (b) ,,Nutzendenanforderungen”

i

Wie wird mit der App interagiert?

@)
O
@)
O
O

manuelle Auswahl
Sprache

Schrift
Bilderkennung
Eyetracking

Welchen Nutzen erfillt die App? (Mehrfachauswahl moglich)

[

N 1 O O O

Effizienz

Fairness

Kostenersparnis

kognitive Entlastung
Unterhaltung

Zeitersparnis

weniger individuelle Fehler
Weitere:

Welche Funktionen sind Ihnen bei der App wichtig? (Mehrfachauswahl méglich)

[J

I Y B Y

Schnelligkeit
Verflgbarkeit

Sicherheit

breites Aufgabenspektrum
Komplexitat

Gultigkeit

Akkuratheit
Zuganglichkeit

einfache Bedienung
Weitere:

Als wie relevant bewerten sie die in der App dargestellte Thematik?

O

O O 0O O O O

1 = nicht relevant

= sehr relevant



Wie schlimm ware ein fehlerhaftes Ergebnis der App fiir Sie?

O

O O O O O O

1 = gar nicht schlimm
2

3
4
5
6
7

= sehr schlimm

Wie ansprechend ist die App fir Sie?

O

O O 0O O O O

1 = gar nicht ansprechend
2

3
4
5
6
7

= sehr ansprechend

Wie verstandlich ist die App fir Sie?

O

O O O O O O

1 = gar nicht verstandlich
2

3
4
5
6
7

= sehr verstandlich



Anhang N

Einladungsemail zum Onlineexperiment zu Forschungsfrage (c) , Transparenzarten”

Liebe Mitstudierende,

im Rahmen meiner Abschlussarbeit flhren wir eine Studie zum Thema Algorithmen in Erndhrungsapps durch.
Dabei geht es darum, das Gewicht von Obst und Gemise zu schitzen, wobei ihr von verschiedenen Algorithmen
Hilfestellungen erhaltet. Eure Teilnahme wiirde mir sehr weiterhelfen.

Das Online-Experiment dauert ca. 15 Minuten und ihr werdet mit 0,25 VP Stunden verglitet oder kénnt einen von 3
Thalia-Gutscheinen im Wert von 10€ gewinnen. Die Teilnahmevoraussetzung ist eure Volljahrigkeit und ihr solltet
an keiner der vorigen Gewicht-Schatz-Studien teilgenommen haben.

Unter folgendem Link kdnnt ihr teilnehmen:

https://www.soscisurvey.de/KI-Algorithmen/

Bitte nehmt unbedingt von einem Laptop/Computer aus an der Studie teil, bei mobilen Endgeraten
(Handy/Tablet) kommt es leider zu Fehlern in der Anzeige.

Bei Fragen konnt ihr euch gerne bei mir melden unter jashandeep@rwth-aachen.de oder bei Johanna Werz unter
johanna.werz@ima.rwth-aachen.de .
Ich bedanke mich im Voraus!

Viele GraRe
Jashandeep Kaur




Anhang O

Einverstindniserklarung des Experiments in Forschungsfrage (c) , Transparenzarten”

soSci
ofb -der onlineFragebogen

4% ausgefiillt

Einverstindniserklirung

Im Nachfolgenden méchten wir sicherstellen, dass Sie mit der Teilnahme an unserer empirischen Studie
explizit und nachvollziehbar einverstanden sind.

Hiermit bestatige ich,

..dass ich mindestens 18 Jahre alt bin.

..dass meine Teilnahme am Experiment freiwillig geschieht und ich weiB, dass ich das Experiment jederzeit
auf eigenen Wunsch abbrechen kann.

..dass ich damit einverstanden bin, dass die im Laufe des Experiments gewonnen Daten in anonymisierter Form
fur wissenschaftliche Auswertungen und Veréffentlichungen gespeichert und verwendet werden. Hierbei ist
keinerlei Riickschluss auf Thre Person maglich.

..dass ich mich einverstanden erkldre, dass erhobene personenbezogene Daten getrennt und vertraulich
gespeichert werden. Ich bin auch dariiber informiert, dass ich diese Einwilligung zur Datenspeicherung
perscnenbezogener Daten jederzeit schriftlich widerrufen kann. Diese personenbezogenen Daten sind auf
Wunsch jederzeit loschbar.

..dass ich mich bereit erklare, die mir gestellten Aufgaben gewissenhaft zu bearbeiten.

Falls Sie noch Fragen zu dieser Studie haben sollten, finden Sie in der FuBB3zeile ein Impressum mit Kontaktdaten
der Studienleitung.

Hiermit bestitige ich, dass ich die Einverstandniserklirung gelesen und verstanden habe.

() Ja

O Mein (nicht an der Studie teilnehmen)




Anhang P

Spearman-Korrelationen zwischen demographischen Daten, Vertrauen und Nutzung (WOA
= Weight of Advice)

Hochster

Bildungs- Umgang mit WOA Vertrauen Alter
Computern
abschluss
Hochster p 1,000
Bildungsab- Sig. (2-
schluss seitig)
,185" 1,000
Umgang mit . P
Computern S'g_' _(2' 0,023
seitig)
p 0,108 -0,150 1,000
WOA io. (2-
Sig. | 0,187 0,065
seitig)
p -0,011 -0,062 ,287" 1,000
Vertrauen i -
Sig. (2 0,895 0,451 0,000
seitig)
p ,660" ,2207 0,050 -0,067 1,000
Alter io. (2-
S|g. ( 0,000 0,007 0,546 0,413
seitig)

Anmerkung. **. Die Korrelation ist auf dem Niveau von 0,01 (2-seitig) signifikant.
*. Die Korrelation ist auf dem Niveau von 0,05 (2-seitig) signifikant.
n=151.
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