Multiscale Modelling of Hydrogen Transport and Segregation in Polycrystalline Steels
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Abstract: A key issue in understanding and effectively managing hydrogen embrittlement in complex alloys is identifying and exploiting the critical role of the various defects involved. A chemomechanical model for hydrogen diffusion is developed taking into account stress gradients in the material, as well as microstructural trapping sites such as grain boundaries and dislocations. In particular, the energetic parameters used in this coupled approach are determined from ab initio calculations. Complementary experimental investigations that are presented show that a numerical approach capable of massive scale-bridging up to the macroscale is required. Due to the wide range of length scales accounted for, we apply homogenisation schemes for the hydrogen concentration to reach simulation dimensions comparable to metallurgical process scales. Via a representative volume element approach, an ab initio based scale bridging description of dislocation-induced hydrogen aggregation is easily accessible. When we extend the representative volume approach to also include an analytical approximation for the ab initio based description of grain boundaries, we find conceptual limitations that hinder a quantitative comparison to experimental data in the current stage. Based on this understanding, the development of improved strategies for further efficient scale bridging approaches is foreseen.
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1. Introduction

Hydrogen embrittlement (HE) can be defined as the structural degradation of materials resulting from exposure to hydrogen and often leading to abrupt and premature failure [1–7]. HE in complex engineering materials is increasingly commonplace in key application areas, such as hydrogen-based energy conversion cycles [8,9], high strength materials synthesis and coatings [10], marine and deep sea technology as well as structural components in the oil and gas industries [11]. While there is a critical need for such technologies to meet increasing worldwide energy demands, the damage risks associated with HE has become a substantial bottleneck for further development.

Despite considerable effort, the mechanistic causes for HE are not yet completely understood owing to its complex nature [12–14]. The competition of different defects for aggregating hydrogen, especially between dislocations and grain boundaries, poses a crucial as well as intricate subject of investigation in hydrogen embrittlement. Especially for dislocations and grain boundaries, the competitive picture is complemented by possibly cooperative damage facilitation, as hydrogen transport to grain boundaries via slip transfer. Currently, some viable mechanisms proposed in the
literature are: (i) hydrogen enhanced de-cohesion (HEDE), (ii) hydrogen enhanced localized plasticity (HELP), (iii) hydride-induced embrittlement, and (iv) hydrogen induced super-abundant vacancy (HISAV) formation. In the HEDE mechanism, hydrogen diffusion to and its subsequent interaction with the strained atomic bonds at the crack tip, result in a lowering of the cohesive energy of the material [15], thus making it easier to form a Griffith crack [16–18]. The HELP mechanism was proposed to account for observations of localized plasticity at the crack tip in a range of metallic systems [2,19]. It is based on the influence of hydrogen in reducing the mobility of dislocations by screening their interaction stress fields [20,21]. The corresponding increase in plasticity is highly localized owing to the heterogeneous hydrogen distribution due to stress concentrations in the material, and thus culminates prematurely in ductile fracture.

These failure mechanisms and failure-inducing effects depend on localised chemistry, stress and deformation state, and the defects accessible to damage initiation. We therefore aim at the development of an efficient, massively scale-bridging approach that allows for catching process-relevant states of steel products, including massive deformations, high defect densities and varying chemical loadings. The approach of choice is a coupled crystal plasticity finite element (CPFEM) phase field model that is implemented in the Düsseldorf Advanced Material Simulation Kit (DAMASK) [22]. It operates on the macroscale and therefore employs representative volume element (RVE) descriptions that allow for including electronic and atomistic scale information about the system via efficient averaging in terms of composite models.

The manuscript is organised as follows: in Section 2, our recent experimental findings in ferritic steels, which exhibit grain boundary related hydrogen embrittlement, are presented. Hereby, we motivate the subsequent theoretical considerations. In Section 3, the continuum model is introduced, followed by a brief description of the implementation and the ab initio-based parametrisation. In Section 4, the analytic ab initio based approximations for the influence of dislocations on hydrogen aggregation are introduced and we compare the analytic composite model and the fully numerically resolved full-field simulation results. Based on the excellent agreement, we extend the composite model by an efficient, ab initio based description of grain boundaries. We recognise the conceptual difficulties to include grain boundaries in terms of a composite model in an RVE spirit. Finally, in Section 5, we summarise the insights gained and relate them to potential future approaches to the inherently massively scale bridging problem of hydrogen embrittlement.

2. Experimental Findings

Our theoretical considerations are complemented by experimental measurements of hydrogen-charged martensitic steel samples, focusing on fracture strength and hydrogen saturation. As we are interested in a qualitative estimate for the difference in hydrogen concentration in steel due to defects relative to a basic Sievert’s law estimate, a cold rolled martensitic stainless steel X20Cr13 is chosen. Here, we expect a high dislocation density and a pronounced effect of defect-mediated hydrogen aggregation.

Figure 1 shows an example of hydrogen induced cracking in a cold rolled martensitic stainless steel X20Cr13 with the chemical composition 0.2% C and 13% Cr in weight percent. The material was pre-charged with hydrogen in 0.05 M H₂SO₄ and 1.4 g/L Thiourea at the overpotential of −800 mV SCE from 0–24 h to bring in different amounts of hydrogen into the material. Hydrogen charging was carried out with potentiostat High-Power 96 from Bank GmbH, Pohlheim, Germany. A Calomel electrode was used as a reference electrode and a platinum net was used as the counter electrode. Before charging, the specimen surfaces were ground sequentially from #320 to #800 SiC grit paper and finally polished with 6 μm diamond paste on canvas. After charging, the material was stored in liquid N₂ before hydrogen measurement by hot extraction with the hydrogen analysis equipment LECO RH402. Figure 1a shows the evolution of hydrogen contents according to the charging period. It reveals the material obtained as high as 27 ppm hydrogen after 24 h hydrogen charging. According to the Sievert’s law, the solid solubility of hydrogen in pure iron under hydrogen pressure of 100 bar at
room temperature accounts for \(2 \times 10^{-7}\), which is extremely low compared to the amount of hydrogen measured in this experiment [23]. Therefore, it is assumed the oversaturated hydrogen due to the hydrogen charging is associated with hydrogen at dislocations and grain boundaries. Figure 1a also reveals the sharp reduction of fracture strength due to the charged hydrogen after a slow strain rate test at the strain rate of \(10^{-6} \text{ s}^{-1}\), which is reduced from 1046 MPa to 432 MPa when the amount of hydrogen is raised from 1.5 ppm to 20 ppm. Slow strain rate tests were performed with a constant extension machine from Zwick, Ulm, Germany, with a maximum load of 30 kN. The tensile specimens are in dog-bone shape with the geometry A25. Figure 1b illustrates the fracture surface from the failed slow strain rate specimens. The as-delivered X20Cr13 has the initial hydrogen content of 1.5 ppm, which exhibits fully ductile (D) fracture feature with very fine dimple sizes. After charging with 5 ppm hydrogen, the fracture surface changes to mixed transgranular (TG) and intergranular (IG) cleavage and a few ductile islands. The cracks are propagating through the prior austenite grain boundaries as well as the martensite lath. By further increasing the charged hydrogen, the TG and IG fractures become more prominent. In association with the sharp reduction in fracture strength, the high amount of charged hydrogen is assumed to be accumulating at the prior austenite grain boundaries and reduces the grain boundary cohesion force.

![Figure 1. Hydrogen induced cracking in a cold rolled X20Cr13 martensitic stainless steel.](image)

The complexity of the possible interpretation of the reported observations suggests a theoretical approach that reaches the experimental dimensions. On the other hand, it also needs to catch essential aspects of atomistic and electronic interaction of the hydrogen with the dominant species, here presumably dislocations and grain boundaries. In the following section, the ab initio informed crystal plasticity model is introduced, which we extend to include the effective description of these defect species in the context of hydrogen aggregation.

3. Model Formulation

The description of the entire model covers several aspects on multiple length scales. For an extended discussion of the model, see [24]. Following the continuum picture of the crystal plasticity model and hydrogen transport, the numerical implementation is briefly introduced. Based on the continuum picture, we explain which insights and parameters from the quantum mechanical level we use for the scale-bridging approach, and briefly discuss the ab initio model.
3.1. Continuum Model Formulation

Let $B_0 \subset \mathbb{R}^3$ be a microstructural domain of interest, with boundary $\partial B_0$. The deformation resulting from an applied loading defines a field, $\chi(x) : x \in B_0 \rightarrow y \in B$, mapping points $x$ in the reference configuration $B_0$ to points $y$ in the deformed configuration $B$ and a concentration field, $c_H(x) : x \in B_0 \rightarrow [0, 1]$, of the fraction of interstitial lattice positions occupied by hydrogen. The total free energy density of this system is composed of mechanical, chemical and gradient contributions:

$$f_{\text{total}} = f_{\text{mech}} + f_{\text{chem}} + f_{\text{grad}}.$$  \hspace{1cm} (1)

The constitutive model for the mechanical free energy density is presented first. Here, the total deformation gradient, $F = \text{grad} \chi$, is multiplicatively decomposed into an elastic, chemical interstitial and plastic component as

$$F = F_e F_i F_p.$$  \hspace{1cm} (2)

The elastic deformation gradient, $F_e$, determines the stress at a material point, where an anisotropic elastic stiffness, $C$, relates the elastic GREEN–LAGRANGE strain measure \cite{25}, $E$, to the second PIOLA–KIRCHHOFF stress measure, $S$ \cite{25}:

$$E = \frac{1}{2} (F_e^T F_e - I), \text{ and } S = C E.$$  \hspace{1cm} (3)

The chemical deformation gradient, $F_i$, is determined from the hydrogen concentration, $c_H$,

$$F_i = c_H I$$  \hspace{1cm} (4)

and results from the interstitial volumetric change associated with solute hydrogen occupancy, $c_H$. As we explain in more detail in Section 3.2, the concentration field $c_H$ will be evaluated based on different equilibrium approximations. These distinguish whether no defects, dislocations or dislocations and grain boundaries are present in the system. The plastic deformation gradient evolves according to the flow rule

$$F_p = L_p F_p.$$  \hspace{1cm} (5)

where the plastic velocity gradient, $L_p$, is driven by the stress through the plasticity model. The crystal plasticity model used in the present study, is an adoption of the phenomenological description of Peirce et al. \cite{26} for face-centered cubic crystals. The plastic velocity gradient $L_p$ is composed of the slip rates $\dot{\gamma}^a$ on each of the $12$ BCC $\{110\} \langle 111 \rangle$ slip systems, which are indexed by $a = 1, \ldots, 12$.

$$L_p = \sum_a \dot{\gamma}^a b^a \otimes n^a,$$  \hspace{1cm} (6)

where $b^a$ and $n^a$ are unit vectors along the slip direction and slip plane normal, respectively. The slip rates are given by

$$\dot{\gamma}^a = \dot{\gamma}_0 \left| \frac{\tau^a}{\sigma^a} \right|^n \text{sgn} \left( \tau^a \right)$$  \hspace{1cm} (7)

in terms of the resolved shear stress, $\tau^a = S \cdot (b^a \otimes n^a)$. The slip resistances on each slip system, $\sigma^a$, evolve asymptotically towards $\sigma_\infty$ with shear $\gamma_\beta^\beta$ according to the relationship

$$\dot{\sigma}^a = \dot{\gamma}_0 \left| 1 - c^\beta / \sigma_\infty \right|^n \text{sgn} \left( 1 - c^\beta / \sigma_\infty \right) h_{a\beta}$$  \hspace{1cm} (8)

with parameters $\dot{\gamma}_0$ and $n$. The interaction between different slip systems is captured by the hardening matrix $h_{a\beta}$.
The constitutive model represents an implicit system of equations to be solved for a consistent elastic and plastic deformation gradient (for details see [27]). The mechanical free energy density is then given by

\[ f_{\text{mech}} = \frac{1}{2} S \cdot E \]  

(9)

and its minimization results in mechanical equilibrium in terms of the first Piola–Kirchhoff stress measure, \( P \),

\[ \frac{\delta f_{\text{mech}}}{\delta \chi} = \text{Div} P = 0. \]  

(10)

The chemical free energy density for this system is based on the regular solution model

\[ f_{\text{chem}} = \frac{1}{\Omega} \left[ E_H c_H + k_B T \left[ c_H \ln c_H + (1 - c_H) \ln(1 - c_H) \right] \right], \]  

(11)

where \( \Omega \) is the atomic volume, \( k_B \) is the BOLTZMANN constant, \( T \) is the temperature and \( E_H \) is a hydrogen enthalpy. Though \( E_H \) belongs to bulk Fe, the development of the hydrogen energy description given in the subsequent part of this publication will also include dislocations and grain boundaries.

Following [28], the free energy of the interface is given by

\[ f_{\text{grad}} = \kappa |\text{Grad} c_H|^2, \]  

(12)

where \( \kappa \) is the surface energy parameter associated with the diffuse pore–matrix interface. The evolution of the conserved concentration field is then given by the modified Cahn–Hilliard equation

\[ \dot{c}_H = \text{Grad} \cdot M_H \text{Grad} \mu_H, \]  

(13)

where \( M_H \) is the mobility of the hydrogen solute. Their chemical potential \( \mu_H \) is thermodynamically determined from the free energy density

\[ \mu_H = \frac{\delta f_{\text{total}}}{\delta c_H} = \frac{\delta f_{\text{mech}}}{\delta c_H} + \frac{E_H}{\Omega} + \frac{k_B T}{\Omega} \ln \left( \frac{c_H}{1 - c_H} \right), \]  

(14)

where the mechanical coupling with \( \mu_H \) is obtained through Equation (4).

3.2. Numerical Implementation of the Continuum Model

For the numerical implementation of the chemoelastoplastic model, the Düsseldorf Advanced Material Simulation Kit (DAMASK) [22] is used, an open source crystal plasticity finite element library. For the sake of simplicity, we exemplarily introduce here representative volume elements (RVEs) used for simulations of fcc materials. The respective numerical parameters will be described correspondingly in the results part.

RVEs belong to the group of statistical approaches to achieve a representative homogenization of a material’s microstructure for a macroscopic model. For plasticity models, the varying quantity typically is the dislocation density. In Figure 2, an example of the RVE for a dislocation density of \( \rho = 1 \times 10^{15} \text{ m}^{-2} \) is shown. The dislocation density \( \rho \) is given as \( \rho = \frac{N d}{V} \), where \( N \) is the number of dislocations, \( d \) the circumference of the dislocation line, modeled as ellipse, and \( V \) the volume of the simulation box. The semi major-axis is labelled \( a \), the semi minor-axis \( b \). The dimensions of the dislocation lines are \( a = 15 \text{ nm} \pm 3 \text{ nm} \) and \( b = 7 \text{ nm} \pm 3 \text{ nm} \), where \( \pm 3 \text{ nm} \) here means that, for each individual dislocation line, a value from the interval \((-3 : 3)\) is randomly added to the corresponding basic value of \( a \) and \( b \). The dislocations are equally distributed on all 12 slip systems, i.e., on all 12 slip planes, only one dislocation is initially set, and the two additional dislocations are randomly
distributed to a slip system. These dislocations are randomly positioned on the corresponding slip systems. Such an RVE thus includes 25 different microstructural phases, i.e., 12 phases enclosed by the dislocations, the 12 dislocations and the matrix phase.

![Dislocation model](image)

**Figure 2.** Here, the inner of a dislocation and the dislocation line are shown separately. Top: the microstructure index 2–13 refers to the inner of dislocations, bottom: the microstructure index 14–25 refers to dislocation loops. Microstructure index 1 refers to the matrix and is not shown.

### 3.3. Atomistic Parameterisation

A key aim of the present work has been to determine the parameters of the continuum model from atomistic simulation. One important parameter is the effective binding energy of H in the vicinity of a dislocation. Evaluating such a binding energy is challenging for a number of reasons. Firstly, the long-range strain field around an ideal straight-line dislocation leads to the requirement of large simulation cells to avoid elastic artifacts. Moreover, care must be taken to avoid interactions between the interstitial H and its periodic images in the direction of the dislocation line. A third issue is that a large number of possible configurations must be considered in order to obtain reliable sampling of the potential energy surface for hydrogen around such a dislocation.

In order to solve these issues, we utilise the environmental tight-binding (ETB) approach [29,30], which enables the rapid evaluation of energies and forces for systems of arbitrary chemistry, within a quantum-mechanical framework. The current approach requires the full eigenvalue spectrum of a one-electron Hamiltonian matrix, thus solving the one-electron Schrödinger equation within a local atomic-orbital basis set. Due to the cubic scaling of the eigenvalue problem, the present implementation is limited to systems of the order of $10^3$ atoms. The reliability of the approach for the Fe-H system has been demonstrated by examining the H segregation behaviour at a selection of grain boundaries in α-Fe [30].
The chosen dislocation is the $a/2\langle111\rangle$ screw dislocation in $\alpha$-Fe, the behaviour of which is highly relevant for plastic deformation of iron at low temperatures. In order to circumvent the problem of long-range strain fields around a dislocation, and to avoid electronic surface effects arising from the application of elastic boundary conditions, the well-known quadrupole construction [31] is used, which allows for the study of dislocations within a periodic cell. In this approach, sketched schematically in Figure 3, a periodic arrangement of dislocations of opposite Burgers vectors is made, such that the long-range strain field is eliminated. One must take care that the distance between dislocation pairs is sufficiently large so that their mutual interaction (which is of course long-ranged) does not overshadow the effect under scrutiny. In these simulations, a rectangular arrangement of periodic dislocations is chosen, which allows for the computationally convenient use of an orthorhombic unit cell in the simulations; we found that a cell of 672 atoms is necessary to avoid significant augmentation of the core structures of the dislocations.

![Figure 3. Schematic images of the quadrupole dislocation construction used in the simulation. The blue arrows indicate the helicity of the dislocations, with “up” and “down” arrows corresponding to screw dislocations of Burgers vectors $b = a/2\langle111\rangle$ and $-b$, respectively. The red circles indicate the effective binding range.](image-url)

Having obtained the relaxed dislocation configuration, the next stage is to assess the binding energy of hydrogen to this dislocation. In order to avoid interactions between H atoms and their periodic images, the simulation cell is extended by doubling the number of atomic planes along the direction of the Burgers vector, thus resulting in a H-free simulation cell of 1344 atoms. By numerical simulation, we find that the dislocation has an effective binding range of $\sim 5\ \text{Å}$ from the centre of the core. Within this radius, 72 plausible interstitial sites for H are found (per Burgers vector), and the binding energy of each of these is evaluated (see Figure 4). The maximum value of the binding energy (with respect to a single H atom in a tetrahedral site in bulk $\alpha$-Fe) is found to be 0.34 eV at the core of the dislocation. The median value of the binding energies is $\bar{E}_{\text{bind}} = 0.14\ \text{eV}$, for a core radius $r_c = 5\ \text{Å}$. To account for the entropic contribution of the dislocations, $E_{\text{bind}}$ is shifted by $k_B T \ln(V_{\text{dislocation}} / V_{\text{voxel}})$ in the scale bridging simulations.
While it would be possible to resolve the detailed picture presented in Figure 4 on a continuum level when we stick to small simulation volumes or low defect complexities, see the results reported [20,21], reaching process-relevant simulation boxes in the CPFEM approach requires further homogenisation. Therefore, to make a connection to the continuum picture, we choose the binding energies over a representative volume, such that the average H concentration within that volume corresponds to the expected density of occupied interstitial sites with respect to the bulk H chemical potential. The occupation of all interstitial sites within the dislocation line region will be one-half; this choice corresponds to selecting the median value of the binding energy distribution function. We note that, from the results obtained in terms of such comprisingly homogenised models, it is still possible to reconstruct the distinct site occupations, but this is restricted to fully relaxed states.

For the parametrisation of grain boundaries, we refer to the results published in [15] for \(\alpha\) Fe. They show the dependence of the binding energy of hydrogen at an interstitial site on the spatial distance to the grain boundary. Precisely, we refer to the calculations for a \(\Sigma 3 [110](112)\) grain boundary. The resulting binding energy shows a pronounced attraction with binding energies from 150 to 330 meV in a distance of about 2 Angstroms, while in distances from 2 to 7 Angstroms from the grain boundary plane, the binding energy ranges from 10 to 40 meV.

4. Results and Discussion

Here, the results of our investigations are presented and it is discussed how they can be interpreted in the context of grain boundary hydrogen embrittlement. On the phenomenological side, our main interest is in the competition between dislocation and grain boundaries in the aggregation of hydrogen. On the methodological side, the main goal is a quantitative scale transfer from the quantum mechanical description of hydrogen at dislocations and grain boundaries to an elastoplastic deformation model.
on the macroscale that reflects hydrogen aggregation. Apparently, one of the core challenges in such approaches is the reduction of complexity of the model while still catching the essential effects. We reduce the complexity step by step, which allows us to consider in each stage of simplification the loss of accuracy we inevitably tolerate in the description.

4.1. Modelling Hydrogen Aggregation Considering Dislocation Effects

We aim at the introduction of a composite model for the chemical potential and hydrogen concentration in the RVEs. This approach introduces an analytic approximation for the non-mechanical contributions to the hydrogen chemical potential, leading to a decrease of the computational expense of the simulations. Therefore, we begin with the comparison of the corresponding analytical approximations for the hydrogen distribution in volume elements with and without dislocations to results from analogous simulations. These approximations are valid for a single volume element. The most basic approximation excludes also the influence of dislocations, leading to an average concentration profile

$$\langle c(\mu, E) \rangle = \frac{\exp \left( \frac{\mu - E}{k_B T} \right)}{1 + \exp \left( \frac{\mu - E}{k_B T} \right)} \tag{15}$$

with an average chemical potential $\mu = \langle \mu \rangle$ and formation energy $E = E^0$ for the bulk description. To include the dependence on the dislocation density in the model, the average concentration is split into bulk and dislocation contributions:

$$\langle c \rangle = c_{\text{bulk}} + v_{\text{dis}} (c_{\text{dis}} - c_{\text{bulk}}). \tag{16}$$

Here, $v_{\text{dis}}$ is the volume fraction of the dislocation cores and $v_{\text{bulk}}$ the volume fraction of the bulk, which are defined as $v_{\text{dis}} = \pi r_c^2 \rho$ and $v_{\text{bulk}} = 1 - v_{\text{dis}}$, whereby $r_c$ describes the radius of the dislocation core and, therefore, $\pi r_c^2$ describes the cross-sectional area of the dislocation line. The system is described in a stationary state $\dot{c} = 0$, and mechanical contributions are neglected. Equality of the chemical potentials then provides expression for the concentration for the bulk and the dislocations as $c_{\text{bulk}} = \langle c(\langle \mu \rangle, E^0) \rangle$ and $c_{\text{dis}} = \langle c(\langle \mu \rangle, E_{\text{dis}}) \rangle$ where we can, based on the calculations in Section 3.3, set $E_{\text{dis}} = E_{\text{bind}}$.

When comparing the predictions based on the composite analytical model, Equation (15), to the full field simulation results in Figure 5, we see that just the inclusion of the averaged dislocation densities is a strict requirement for the accuracy of the approximation. While the performance of the analytical approximation is convincing when dislocations are included, the situation becomes much more complex as soon as we introduce grain boundaries in the system to simulate polycrystalline samples.
Figure 5. Comparison of the numerical solution (blue) with the old analytical solution (red), which includes no dislocation density and the new analytical solution (green) for different dislocation densities. Including the dislocation density substantially improves the accuracy of the analytically approximation.

4.2. Modelling Hydrogen Aggregation Considering Dislocation and Grain Boundary Effects

We distinguish two contributions to the hydrogen aggregation at grain boundaries here: on the one side, the stress concentration at the grain boundaries when the system is subjected to mechanical load and, on the other hand, the binding energies and binding length scales to the grain boundaries when the system is free from external stresses. For the latter, we introduce a voxel averaging scheme that allows us to include results from the ab initio calculations that are reported in [15] (see Figure 6).

\[ v_{\text{GB}} = \frac{l_{\text{GB}}}{L_{\text{voxel}}}. \]  

(17)

The average hydrogen concentration in this voxel can then be expressed as

\[ \langle c \rangle = \langle c(\langle \mu \rangle, E^0_{\text{bulk}}) \rangle + v_{\text{dis}} \left( \langle c_{\text{dis}}(\langle \mu \rangle, E_{\text{bind}}) \rangle - \langle c_{\text{bulk}}(\langle \mu \rangle, E^0) \rangle \right) + v_{\text{GB}} \left( \langle c_{\text{GB}} \rangle - \langle c_{\text{bulk}}(\langle \mu \rangle, E^0) \rangle \right). \]  

(18)
Via the ab initio results from [15], the concentration becomes dependent on the distance to the grain boundary as \( E_{\text{GB}} = E_{\text{GB}}(r) \) when \( r \) is the distance from the grain boundary, thus

\[
\langle c_{\text{GB}} \rangle = \frac{1}{L_{\text{GB}}} \int_0^{L_{\text{GB}}} \langle c_{\text{GB}}(r) \rangle \, dr.
\]  \hspace{1cm} (19)

However, the grain boundary fraction we introduce via this scheme is then fixed for a given voxel length, which leads to undesirable effects. When the voxel length is set to \( L_{\text{voxel}} = 1 \mu m \), we obtain a hydrogen concentration profile as shown in Figure 7, corresponding to an estimated grain boundary fraction of \( \sim 10^{-3} \). This scenario shows basically no remaining hydrogen segregation at the dislocations in the grains. To reduce the grain boundary fraction to values that show less dominant hydrogen aggregation at the grain boundaries, a voxel length of about 100 micrometres has to be chosen (see the simulation result obtained for that case in Figure 8). However, in that case, the numerical parametrisation implies a solution of the elastoplastic equations on an undesirably large spatial scale.

At this point, we have to recognise that defining a representative grain boundary binding energy, which can be used to obtain a composite model, i.e., analytical description, is a rather ineffective approach in comparison to the composite model for the dislocations. The spatial distribution of dislocations can be assumed to suffice the requirements to be fulfilled for a representative volume element definition, but the distribution of grain boundaries is subject to complex geometric constraints. Furthermore, the characteristic length scale of the grain boundary distribution is typically several orders of magnitude larger than the characteristic length scale of the dislocation distribution. This comparably small density requires larger representative volumes for the composite model, which would introduce further inaccuracies to the model.

To reflect the simulation results, we relate them to classical McLean [32] segregation profiles based on the same ab initio data sets. This includes estimates for the hydrogen segregation from dislocations to grain boundaries and the effect of hydrogen enrichment at the grain boundaries on segregation to further increased concentration levels.

![Figure 7. Simulation of a polycrystal containing dislocations with a binding energy to grain boundaries and a voxel size of \( L_{\text{voxel}} = 1 \mu m \).](image)

We estimate the influence of a locally hydrogen enriched grain boundary region on the segregation behaviour of additional hydrogen to those remaining attractive sites at the grain boundary. For this sake, we assume that the work of volume expansion due to the hydrogen is the dominant contribution to the solution energies. Furthermore, we assume that the change in the work of volume expansion under hydrogen solution with increasing hydrogen content is dominated by the change of the bulk modulus of the region at the grain boundary.
Therefore, we consider the following two limiting cases. First, when no other hydrogen atoms are present at the GB, the resulting segregation profile in a simple McLean picture is just based on the energies reported in [15]. In the second limiting case, we assume that half of all locally available, attractive sites, i.e., with a formation enthalpy $\leq 0.25$ eV, are populated. For the $\Sigma_3[110](112)$ bcc grain boundary, this corresponds to a minimum of three hydrogen atoms per volume $V \leq 10^{-28}$ m$^3$, which is in the order of 10% at hydrogen at the grain boundary. To estimate the difference in the segregation energy, assume $\Delta E_{el} = \nu \Delta B_0$ is assumed, with bulk modulus contrast $\Delta B_0$ and partial molar volume of hydrogen $\nu$. The exact elastic grain boundary data we need is not available, but the change of the bulk modulus due to the hydrogen aggregation at the grain boundary is estimated based on the bulk results reported in [33]. The resulting change $\Delta B_0$ is approximated as 15 GPa. For the partial molar volume of hydrogen, we refer to the comprising studies summarized in [34], which suggest a constant value of $1.7 \times 10^{-6}$ m$^3$/mol of atomic hydrogen (half of a H$_2$ molecule) over wide temperature and pressure ranges. The shift for the segregation energy then amounts to $\Delta E_{el} \approx 15 \times 1.7 \times 10^3 / N_A$ eV/J, i.e., $\Delta E_{el} \approx 255$ meV.

This value certainly represents a grain boundary that is very densely populated by hydrogen. As the most attractive sites are restricted to a distance of 1–2 Angstroms away from the grain boundary, we assume that the elastic shift of the segregation energies only affects those sites that lie in this area. For the $\Sigma_3$ grain boundary investigated in [15], this corresponds to the four sites within approx. 2 Angstroms distance.

The resulting segregation profiles are shown in Figure 9, and the effect of the local elastic softening on the segregation profile is partially compensated when also dislocations as hydrogen traps are taken into account. While the detailed data presented in Figure 4 shows a maximal attraction of 0.34 eV in the area close to the dislocation core, we use here the averaged dislocation binding energy of 0.14 eV, corrected by an entropic contribution about $k_B T \ln (V_{\text{dislocation}} / V_{\text{voxel}})$. This is consistent as it reproduces an occupation of the dislocation-associated sites, which is reasonable for hydrogen enriched regions, and we make a similar assumption for the estimate of the occupation shift due to the hydrogen induced elastic softening. For an interpretation in the context of macroscopic metallurgical processes, a more detailed description of the ambient hydrogen chemical potential is required. Apart from the surface properties of the samples, especially surface roughness and surface porosity, the humidity of the atmosphere is also essential. When the samples are subjected to large thermal gradients due to heat treatment, the distribution of hydrogen at grain boundaries and dislocations close to the surface will change depending on the distance to the surface.
Figure 9. Segregation profiles for the sites in the vicinity of the grain boundary. The curves with cross symbols correspond to a temperature of 300 K, the curves with box symbols correspond to a temperature of 800 K. For both temperatures, the solid lines correspond to the segregation from a bcc bulk site with formation enthalpy $\Delta E = 0.25$ eV to the sites with energies and spatial distance to the grain boundary plane as reported in [15]. The dashed curves assume that the segregating hydrogen atom moves into a hydrogen enriched region which is limited to those sites within 2 Angstroms distance to the grain boundary plane. The hydrogen enriched zone has a reduced bulk modulus, and the resulting shift is about 255 meV. The dotted lines correspond to data that takes account that high local plasticity densities act as effective traps and that the hydrogen has to overcome the binding energy of about 140 meV. We note that the hydrogen is absorbed into the dislocations both for 300 K and 800 K from those sites that are more than 2 Angstroms away, expressed by positive segregation energies. This leads to a weak depopulation of this region at 800 K and a pronounced depopulation at 300 K.

This resulting effect of hydrogen binding to dislocations and hydrogen enrichment due to reduced mechanical resistance to hydrogen aggregation is a high local hydrogen density at the grain boundary. Though these results are based on estimates for the bulk modulus contrast and an effective dislocation binding energy, which result from a site occupation median, they exhibit the weakness of ferritic grain boundaries to hydrogen accumulation. For increasingly high levels of hydrogen aggregation to the grain boundary, as they are required for hydrogen embrittlement, a kinetic transport of hydrogen is required in addition to thermodynamically driven transport. As recently pointed out in [35], hydrogen shielded slip transfer to grain boundaries might offer not only a source for grain boundary stress concentration, but also this non-thermodynamical hydrogen transport process.

At this point, it is worth discussing the effect of the presence of hydrogen atoms along the grain boundaries on the plastic behavior on the polycrystalline metals. Recent simulations [35] show that hydrogen atoms have multiple effects of the dislocation–GB interactions. First of all, the segregated hydrogen atoms can develop stress field around the grain boundaries. These stress fields which stem from the misfit volumetric strain of the H atoms can attract/repel the dislocations. Thus, the average slip along the GBs can change [35]. This change promotes the accumulation of slip in local regions along the boundary that can lead to the formation of nano-cracks and voids.

Moreover, the presence of H atoms can not only significantly increase the critical shear stress needed for resolving the lattice dislocation in the grain boundaries, but it can also change the nature of the GB–dislocation interaction. The presence of H atoms can block the dissociation of the lattice
dislocations into GB-dislocation. Thus, the slip either remains along the grain boundary or is transited to the adjacent grain at significantly higher stresses. This leads to the formation of more populated pile-ups and eventually leads to intergranular fracture of the grain boundary surfaces. The dislocations that are present in the pile ups can attract hydrogen atoms and deliver it to the grain boundary. As shown in previous studies in nickel, these extra hydrogen atoms can reduce the fracture energy significantly [36] and make brittle fracture favourable. This intergranular fracture cannot be achieved by considering only the equilibrium segregation hydrogen atoms along the boundary [37]. However, clarification of the kinetic aspects of this process needs further investigation.

5. Conclusions

Within our attempt to find efficient and predictive models for hydrogen segregation based on ab initio data, we present an analytic composite model for dislocation RVEs. Due to the comparably homogeneous distribution of dislocations, the length scales of defect separation and defect extent are unproblematic for the representative volume approach for dislocations and we can introduce an effective binding energy that leads to good agreement in the efficient composite model and full field simulations. When extended to also include grain boundaries in an RVE spirit, also based on ab initio determined binding energies, we recognise a conceptual difficulty of the analytical model. This challenge originates from the strong separation of the length scales describing defect extent and defect distribution in the case of grain boundaries. A thorough approach to this problem would first demand a comprising analysis of the limitations of scale transfers between the description of grain boundaries on the ab initio scale and within the crystal plasticity picture, which models grain boundaries indirectly. Therefore, one of the key challenges is the vast combinatorical complexity of compositional and structural degrees of freedom in grain boundaries. On the one hand, the computational expense of state-of-the-art grain boundary calculations, which still exhibit substantial discrepancies to experimental measurements, is enormous. On the other hand, there are few approximative schemes available to interpolate or extrapolate data sets to differing grain boundaries, even if such data sets are available. Consequently, any comparability to experiments is limited to well defined model systems at the moment.

Apart from this methodological challenge, the simulations and theoretical considerations predict a strong hydrogen segregation in atomic distance from grain boundaries well in competition with dislocation based aggregation when local hydrogen occupation is elevated at the grain boundary. This competition between hydrogen segregation at dislocation and grain boundaries is also observed in the experimental measurements. In the low hydrogen concentration condition, the cleavage fracture indicates weak interaction between diffusive hydrogen and grain boundary, whereas the interaction becomes intensified with a higher amount of hydrogen. Therefore, there is still a challenge to quantitatively define the critical hydrogen contents leading to grain boundary decohesion for different material groups.
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