
High reliability and operations-critical applications demand fault
tolerant drive systems. This thesis investigates the benefits
of switched reluctance machines (SRMs) coupled with a dis-
tributed inverter (one inverter module per coil) for such appli-
cations. Three main SRM topics concerning fault tolerant opera-
tion are addressed.

Firstly, a streamlined implemented pulse width modulation
based direct instantaneous torque control (PWM-DITC) forms
the base requirement. Secondly, a machine design methodol-
ogy, to enable low torque ripple and fault tolerant control strate-
gies, is introduced. Finally, the challenge of minimizing the un-
balanced magnetic pull (UMP) caused during a single pole fail-
ure, which is the most common electrical fault found in SRMs,
while maintaining constant torque control is addressed.

Various radial force minimization controls (RFMCs) in conjunc-
tion with PWM-DITC are proposed, implemented and validated
on the test bench. The impact of each control on torque, radial
force, unbalanced magnetic pull and current loading is investi-
gated.

In simulation and experimental measurements the presented
RFMC algorithms can deliver the required output torque, while
reducing the UMP significantly. Therefore, by adding a dis-
tributed inverter to a SRM and incorporating the appropriate
fault tolerant control strategy enables fault-tolerant SRM oper-
ation during pole failure.
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1 Introduction

High reliability, safety- and operations-critical applications, where injury, environmental
hazard and financial loss has to be evaded requires fault tolerant drive systems [1, 2]. The
increasing number of more electric aircrafts and autonomous vehicles being developed
all set a high standard for the reliability of electric drives [3–5]. In such safety critical
applications, failure of the drive system usually results in fatal injuries, which has to be
avoided at all costs. In operations-critical applications, such as the medical and chemical
industry, failure of for example electric pumps can result in personal and environmen-
tal disaster. Also in the mining industry operation downtime, due to drive failure, is
extremely costly and thus, has to be avoided [6]. For such applications a reliable, fault
tolerant electrical drive, which can operate in harsh conditions is necessary. The switched
reluctance machine (SRM) may offer such a solution.

Even though the first basic concept of reluctance machines was introduced in 1839 by
W.H. Taylor [7], only with the advances in power electronics in the 1980’s the control
of this type of machine became feasible and its benefits could be harnessed [8]. Since
then SRMs have been investigated and proposed for many different applications. Their
simple and robust mechanical design, consisting only of a salient rotor and stator iron
sheet structure (double salient) with no rotor windings or magnets, makes the SRM
an inherently reliable machine. Its simplistic construction, furthermore, is interesting
for high-speed applications and applications operating in harsh environmental conditions
such as high temperatures as found in aircraft turbines [3, 9].

The SRM’s small short-circuit current and open-circuit voltage during fault condition adds
to its inherent fault tolerance by reducing the probability of an electrical induced fire in the
application [10]. The SRM’s generally low magnetic phase coupling and its electrically
independent phases strengthens its operability during fault [11, 12]. Furthermore, the
fairly independent control of tangential and radial force makes the SRM an appropriate
candidate to implement fault tolerant control (FTC) strategies [13, 14]. Especially, SRMs
with distributed inverters, i.e. connecting an inverter to each stator tooth coil, allow for
an individual radial pole force control to minimize the unbalanced magnetic pull (UMP)
existing during single pole faults.
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1 Introduction

1.1 Aim of This Work

This thesis addresses three main SRM topics concerning fault tolerant applications. Firstly,
a streamlined implemented direct instantaneous torque control is the base requirement.
Secondly, a holistic machine design, to enable low torque ripple and fault tolerant control
strategies, for the required operation range is necessary. Finally, an efficient control to
reduce unbalanced magnetic pull during fault condition has to be implemented.

The model dependency of direct instantaneous torque control (DITC) used during normal,
fault-free operation is investigated. The objective is to reduce the control complexity by
reducing the necessary number of lookup tables resembling the machine characteristics,
exploiting the parallel processing capability of the field programmable gate array (FPGA).
Therefore, a DITC control structure with only one lookup table (LUT) is proposed. The
saved memory space can then be used to add LUTs modeling mutual pole coupling and
radial pole forces, required for fault tolerant control strategies.

From a system level perspective, independent of whether fault-free or fault tolerant oper-
ation is used, the SRM should be designed with its application specific control in mind.
Thus, a generalized methodology for designing SRMs with a planned statistical approach,
known as design of experiments (DOE), is proposed. In contrast to previous approaches,
the control algorithm used for the machine is part of the design process. In addition, this
approach allows the engineer to understand interactions between the design variables and
decide on the trade-offs from contradicting optimization criteria found in machine design,
while immensely reducing and simplifying the overall process.

Fault tolerant SRM operation with a distributed inverter during single pole fault is in-
vestigated. This fault condition is the most probable cause in such a drive configuration.
Thereby, the goal is to minimize torque ripple during fault, while also to minimize the
radial unbalanced magnetic pull (UMP). Thus, a combination of DITC and a radial force
minimization control (RFMC) is proposed. Simulation and experimental results are pre-
sented for two implemented fault control strategies.

1.2 Outline

This thesis is organized in seven chapters, which are briefly introduced in this section.
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1.2 Outline

Chapter 2: Fundamentals

This chapter provides a compact overview on the operating principle and mathematical
equations describing the switched reluctance machine (SRM), followed by an introduction
on the concept of distributed inverters and their benefits. Thereafter, the basic SRM con-
trol algorithms, hysteresis current control (HCC), direct average torque control (DATC)
and direct instantaneous torque control (DITC) are presented. Finally, the different SRMs
investigated within the scope of this thesis are introduced.

Chapter 3: Modeling Switched Reluctance Machines

The third chapter presents different modeling approaches of SRMs depending on which ef-
fect should be incorporated in the system simulation. The difference between phase-based
modeling, which is commonly used for fault-free SRM operation, and models necessary
for fault operation are discussed.

Chapter 4: DITC Control Improvement - Fault-Free Operation

Chapter 4 investigates the model dependency of DITC on the control quality. Further-
more, a DITC control structure with only one LUT is proposed. The reduction of control
complexity enables online adaptive tuning algorithms to minimize torque ripple during
fault-free operation. A further method to reduce torque ripple is by machine design. A
machine design methodology, incorporating the used control strategy, based on design
of experiments (DOE) is proposed. An exemplary 1 kW three-phase machine design is
executed to demonstrate the effectiveness of this approach.

Chapter 5: Control of Distributed Inverters - Fault Tolerant Control

Chapter 5 introduces the possibilities given by a distributed inverter in respect to fault
tolerant control strategies. Different new radial force minimization controls (RFMCs) in
conjunction with direct instantaneous torque control (DITC) are proposed. The impact of
each control on torque, radial pole forces, unbalanced magnetic pull and current loading is
investigated. The operation boundaries for different SRM configurations are presented.

3



1 Introduction

Chapter 6: Experimental Results and Analysis: SRM-16/12

The experimental test-bench setup used and measurement results from a 1 kW laboratory
SRM are presented in chapter 6. Thereby, the previously proposed control strategies
are verified and analyzed. Effects of machine asymmetries and magnetic pole coupling
observed in the measurements are discussed.

Chapter 7: Conclusions and Outlook

The final chapter summarizes all key findings from the thesis and provides an outlook on
related future research topics.

4



2 Fundamentals

The following chapter introduces the fundamentals of switched reluctance machines as
well as showing an overview of the machine configurations investigated in this thesis. The
required inverter topologies and employed control techniques are introduced, followed by
the concept of distributed inverters.

2.1 Switched Reluctance Machines

This section presents the operating principle as well as the electrical and magnetic machine
equation representation of the SRM.

2.1.1 Operating Principle

In contrast to rotating field machines, such as the induction machine (IM) and permanent
magnet synchronous machine (PMSM), which produce their torque based on the Lorentz
principle, a switched reluctance machine’s (SRM) torque production is based on the re-
luctance force. Reluctance describes the magnetic resistance experienced by a magnetic
field in non-magnetic material such as electrical steel and air. Figure 2.1 shows an iron
core with a coil winding, an air gap and a movable iron bar. The coil winding is excited
by a current i flowing through the windings Nw resulting in an induced magnetic flux φ
which follows the path of least resistance as indicated in figure 2.1a.

The flux path causes an exerting reluctance force on the movable bar in the air gap. The
force indicated in figure 2.1a shows a tangential component Ftan and a radial component
Fr in reference to the air gap and resulting movement of the iron bar. Allowing the
movement of the iron bar between figure 2.1a and figure 2.1b, the effective air gap seen by
the flux is reduced and, therefore, the energy within the system is minimized. Figure 2.1b
shows the energetic stable condition, as in this position the air-gap length and, therefore,
the total reluctance is minimized resulting in only a remaining radial force on the iron
bar.

This principle of attracting forces between two components traversed by a magnetic flux
is used in the SRM. SRMs typically consist of a double salient geometry as shown for

5



2 Fundamentals

(a) Unstable condition (b) Stable condition

Figure 2.1: Coil winding with iron core exerting reluctance force

a 16/12 configuration in figure 2.2a, i.e. the machine consists of 16 stator and 12 rotor
teeth.

In figure 2.2a and figure 2.2b the unaligned and aligned rotor positions in respect to
phase 1 (pole 1.1) are illustrated. These two rotor positions are defined in terms of their
electrical rotor position θel as 0° and 180° respectively and are used throughout the thesis.
The naming convention for each stator tooth and, therefore, for each pole within a machine
is also shown in figure 2.2a. Thereby, a mathematically positive numbering direction is
used. The first number represents the phase number, while the second number is the pole
number. Thus, the shown machine has four phases with 16 poles. The pole numbers 1,
5, 9 and 13 belong to phase number 1.

The electrical angle is calculated from the mechanical rotor position θm using equa-
tion (2.1).

(a) Unaligned rotor position (b) Aligned rotor position (c) Co-energy loop

Figure 2.2: Characteristic SRM rotor positions in respect to phase 1 (pole 1.1) and its
respective co-energy loop

6



2.1 Switched Reluctance Machines

θel = Nr · θm (2.1)

The necessary stator number Ns and rotor number Nr defining the SRM’s configuration
depends on the phase number Nph and pole pair number p, and can be expressed by
equation (2.2) and equation (2.3).

Ns = 2 ·Nph · p (2.2)

Nr = 2 · (Nph − 1) (2.3)

The most commonly used configurations are listed in table 2.1. The configurations shown
in bold are used and investigated within this thesis and are introduced in section 2.4.

Table 2.1: Common SRM configurations (configurations in bold are used in this thesis)

No. of phases 2 3 4 5

No. of pole pairs 1 2 1 2 3 1 2 1 2
Configuration: Ns/Nr 4/2 8/4 6/4 12/8 18/12 8/6 16/12 10/8 20/16

2.1.2 Machine Equations

Electrical Description

An SRM’s electrical behavior is described by its stator voltage equation (2.4).

vph(t) = Rph · iph(t) +
dψph(t)

dt
(2.4)

In equation (2.4) vph is the phase voltage, Rph represents the total phase winding resis-
tance during operation, iph is the phase current and ψph is the phase flux linkage. The
flux linkage ψph can be expressed in terms of its phase inductance Lph and current iph.
Furthermore, the flux linkage and inductance are either time-variant or specifically for
SRMs the time variants are described as a dependence on phase current iph and rotor
position θ as shown in equation (2.5).

ψph(iph,θ) = Lph(iph,θ) · iph (2.5)

Expanding equation (2.4) with equation (2.5), the stator voltage equation is rewritten as
equation (2.6). Thus, the general machine equation consists of the applied voltage vph,
voltage drop across the windings, the phase- and incremental inductances and the speed

7



2 Fundamentals

(a) Inductance profile (b) Torque profile

Figure 2.3: Exemplary inductance and torque profile versus rotor position and current

dependent back electromotive force (EMF).

vph = Rph · iph︸ ︷︷ ︸
ohmic voltage drop

+

(
Lph(iph, θ) + iph

∂Lph(iph,θ)

∂iph

)
diph

dt︸ ︷︷ ︸
incremental inductance l(iph,θ)

+ iph
∂Lph(iph,θ)

∂θ

dθ

dt︸ ︷︷ ︸
back EMF

(2.6)

The introduced inductance in equation (2.5) represents a non-linear function of both
phase current iph and rotor position θ. The current dependency arises from the SRM’s
operation in material saturation to increase its energy conversion efficiency and, therefore,
reduce the power rating of the converter [8, 10, 15]. An exemplary inductance profile is
shown in figure 2.3a for various current values. As the current increases, the inductance
value at the aligned rotor position (θel = 180°) saturates and, therefore, decreases. A
corresponding static torque profile is shown in figure 2.3b. With increasing phase current
iph, the torque production increases. Furthermore, a SRM produces positive torque when
its phase is excited before θel < 180°, while negative torque is produced when the phase
is excited between 180° and 360° independent of the current’s direction in the coils.

Torque production, when the machine is not operated in saturation, can be expressed by
the phase current iph and phase inductance Lph as shown in equation (2.7)

T (iph,θ) =
1

2
i2ph

dLph

dθ
(2.7)

However, when considering saturation for the torque calculation, the co-energy Wco and
respective transferred mechanical energy Wmech have to be used. The co-energy is calcu-
lated from the integration over the flux linkage as in equation (2.8).

8



2.1 Switched Reluctance Machines

Wco =

ˆ
ψph(iph,θ)diph (2.8)

The mechanical energy Wmech is expressed by equation (2.9), which results from calculat-
ing the co-energy integration over an entire electrical period. The area enclosed by this
co-energy loop is shown exemplary in figure 2.2c as Wmech.

Wmech =

˛
ψph(iph,θ)diph (2.9)

The SRM torque is determined from the derivative of the co-energy as in equation (2.10).

T =
∂Wco

∂θ
(2.10)

The SRM’s average torque T avg is expressed by equation (2.11), which is calculated from
the mechanical energy Wmech during one electrical period multiplied by the number of
phases Nph and rotor teeth Nr.

T avg =
Nph ·Nr

2π
·Wmech (2.11)

Magnetic Description

In contrast to the electrical description, SRMs can be described as a magnetic circuit.
The coil shown in figure 2.1 is expressed as an equivalent source as in equation (2.12).

ΘMMF =

˛
Hdl = Nwi = Rmφ (2.12)

The path along the iron core is divided into steel reluctances Rfe
m and air-gap reluctances

Rag
m . The reluctance describes a flux tube using equation (2.13).

Rm =
l

µ0µrA
(2.13)

Thereby, l is the flux tube length, A corresponds to the cross-sectional area orthogonal
to the magnetic flux φ, µ0 = 4π · 10−7 H/m is the constant permeability in vacuum and
µr is the relative permeability of the material used. While in air µr = 1, for all other
materials µr depends on the magnetic saturation characteristic of the respective material.
Figure 2.4 depicts characteristic permeability µ values versus magnetic field strength H

9



2 Fundamentals

for common electrical steel. Furthermore, the relationship between the flux density B and
magnetic field strength H in electrical steel is shown in the figure. These two quantities
are coupled by the material permeability µ as in equation (2.14).

B = µH (2.14)

The magnetic flux φ in figure 2.1 can also be determined by the surface integral of the
normal component of the magnetic flux density B through the cross section A as in
equation (2.15).

φ =

ˆ
A

B · dA (2.15)

Figure 2.4: Exemplary permeability curves for common electrical steel materials

2.2 Distributed Inverters

In this section, the power electronics necessary to drive switched reluctance machines
are presented. Furthermore, the concept and benefit of installing distributed inverters is
discussed.

2.2.1 Topology

The two most common inverter topologies used for SRMs are either the full bridge topol-
ogy or the asymmetric half bridge topology. A discussion on further topologies has been
presented in [16, 17]. The full bridge is shown schematically for one machine phase in
figure 2.5a and is used for synchronous and induction machines. The phase current can
either be controlled in a positive or negative direction. In contrast to synchronous and
induction machines, switched reluctance machines only require current flow in one di-
rection to produce torque (see equation (2.7)), therefore, the inverter for SRMs can be

10



2.2 Distributed Inverters

S1

S2

S3

S4

D1

D2

D3

D4

(a) Full bridge

D3

D2

S1S1 D1

S4 D4

(b) Asymmetric half bridge

Figure 2.5: Inverter topologies used for switched reluctance machines (shown only for
one phase)

reduced in complexity and part count by using an asymmetric half bridge as is shown
in figure 2.5b. This is also the most common topology used for switched reluctance ma-
chines, even though currently not readily available on the market as off-the shelf modules.
A further benefit of the asymmetric half bridge is its inherent ability in case of a diode or
switch shoot-through not to short circuit the dc-link, thereby increasing its fault tolerance
capability.

To control the phase current iph the switching states shown in table 2.2 are selected by the
control algorithm. Thereby, the magnetization state results in the dc-link voltage reduced
by the voltage drop across the switches S1 and S4 to be applied to the machine phase
resulting in a positive current gradient (∆iph > 0) as long as the back EMF is lower than
the applied voltage. During the demagnetization state a negative dc-link voltage reduced
by the voltage drop across the diodes D2 and D3, is applied resulting in a negative current
gradient (∆iph < 0). The two remaining zero voltage states are referred to as free-wheeling
states. These two states apply a near zero voltage to the machine phase resulting in an
approximately constant current (∆iph ≈ 0) and, therefore, flux linkage. The phase current
iph reduces due to the back EMF, ohmic voltage drop and the voltage drop across one
switch and one diode. However, if the back EMF is larger than the losses, i.e. during
generating operation, the phase current iph increases instead of decreasing.

Table 2.2: Switching and conduction states for SRM inverters

S1 S4 D2 D3

Magnetisation ∆iph > 0 1 1 0 0
Demagnetisation ∆iph < 0 0 0 1 1
Free-wheeling 1 ∆iph ≈ 0 1 0 0 1
Free-wheeling 2 ∆iph ≈ 0 0 1 1 0
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2.2.2 Benefits of Distributed Inverters

Normally SRM inverters are built-up on a phase-based level. Each machine phase has one
controllable inverter half-bridge or at least each machine phase is individually controllable,
as also found in the shared-leg or Miller circuit topologies [18, 19]. However, to increase
redundancy and fault tolerant operation, the number of inverter modules per phase can
be increased, as has been proposed as a decoupled dual-channel SRM for aerospace in [3,
20]. The dual-channel SRM increases the overall drive reliability in respect to inverter
and machine phase faults. Ding et. al. propose a 12/8 SRM containing two separate
three-phase winding systems and two inverters operating the machine as two independent
6/4 SRMs. Thus, in case of a fault half of the machine can still be operated.

The number of inverter modules can further be increased until the current of each stator
tooth is individually controllable [21]. Such a concept, where the inverter module is
directly connected to the end-windings of the stator tooth, is presented and implemented
for SRM-20/16 in [14]. The focus has been on integrating a distributed inverter into
a direct-drive application to reduce overall drive volume and increase the drive’s fault
tolerance capability.

By adding intelligence (microelectronics) to the stator module the concepts of a smart
stator tooth becomes viable. The smart tooth, as implemented for a PMSM with con-
centrated windings in [22, 23], has the ability to self-sufficiently control its stator tooth
current even when communication to the central control digital signal processor (DSP)
unit is lost. Therefore, the decentralization of control in case of a fault allows each tooth
to operate autonomously and thus, ride through the fault.

Distributed inverters lead to three main advantages, namely, an optimal power electronics
integration into the overall drive train, a focus on modular design of the power stage
leading to economies of scale and an increased fault tolerant operability, resulting in control
freedom during drive faults.

Integration

The current trend throughout industry to increase drive system power density has led
to volume reduction of components by overall system integration. Thereby, considering
the entire electric drivetrain as one component from the design stage up to production
has led to overall system optimizations instead of individual component optimization.
Furthermore, integration reduces the overall volume by elimination of separate housing
and cooling for all components and connections between components.

The holistic design approach has further enabled system cost reduction and increased sys-
tem efficiency. Distributed inverters allow the distribution of the entire power amongst
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multiple smaller power devices and dc-link capacitors leading to a miniaturization of
individual components, while also resulting in a distribution of the heat producing com-
ponents [24, 25]. This miniaturization is further accelerated by wide-bandgap (WBG)
power semiconductor switches with their reduced losses and thus smaller housing and
cooling area. The close proximity of loss producing switching devices and the stator end-
windings necessitates a well-designed cooling concept, filter design and electromagnetic
noise suppression [26, 27].

For various PMSM configurations for electric vehicle applications different power elec-
tronic integration concepts are presented in literature [28–30].

Modular Design

In distributed inverter systems, each inverter module is identical resulting in a modular-
ization at the component level, leading to a reduction in system cost due to economies
of scale during manufacturing. A single control unit can, furthermore, be combined with
various power stages resulting in a customizability to a certain extent, while retaining the
benefits of mass production [2].

Fault Tolerant Operability and Control

A system is defined as fault tolerant (FT) if after a fault this system is still operational or
at least operational with reduced performance, also known as limp home capability. Fault
tolerant operability is usually achieved by incorporating redundancy in the system and
applying specific control strategies, which react to individual short-circuit or open-circuit
failures [2].

A distributed inverter, where each stator tooth has its dedicated power stage, increases
the operability of the drive during fault, as only one pole is rendered non-functional during
a fault and not the entire machine phase. Thus, an inherent limp home capability is given
by the hardware allowing fault tolerant control strategies.

2.2.3 Faults, Detection and Reliability

When discussing fault tolerant operability, it is also necessary to discuss inverter and ma-
chine faults, possibilities to detect these faults, as well as the reliability of the distributed
inverter system compared to a standard asymmetric half-bridge inverter.

Classifications of SRM faults, their effect on drive performance and possible remedies to
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avoid a complete failure of the drive has been discussed in literature [31]. This section is
a short overview of the most prominent faults in regard to using a distributed inverter.
A more detailed examination of faults and reliability of a distributed inverter is found in
[32]. The most common failures in inverters, besides the capacitor, are either short circuit
or open circuit of the switches [33]. The most common failures in the electrical machines,
besides bearing failure, are winding isolation short-circuit or open-circuit faults [34–36].

Short-circuit faults are usually more critical than open-circuit faults, especially in regard
to drive operation after a fault. Short-circuit failures often lead to high currents in the
inverter or machine, especially, when only a small number of turns in the machine coil
are shorted [37]. However, with adequate fault detection methods these high currents
can be suppressed or avoided by switching off the faulty inverter module [11]. Only a
short-circuit in the dc-link (e.g. capacitor) or in the machine coil can not be influenced
by actively switching off the pole module. In case of a shorted dc-link or capacitor the
entire drive has to be stopped, except if a redundant power supply is implemented [38].
A short-circuit in the machine windings causes induced currents in the windings, which
should be small enough not to cause a thermal overheating of the machine [11]. However,
the circulating currents will cause additional torque ripple and vibration. As long as
the machine stays thermally stable its operation can be continued, similar to an open-
circuit fault. An open-circuit fault in the distributed capacitor would cause a loss of 1/Ns

capacitance, which would only increase the voltage ripple during operation. In case of an
open-circuit fault in one of the switches the SRM can still be partly operated as suggested
for a phase-based inverter by [31], or as in this thesis, the entire pole is switched off and
not used during the fault operation. Similarly, an open-circuit fault in the machine coil
renders the entire pole unusable. If one of the diodes fails, no free-wheeling path for the
current exists forcing the current to zero resulting in a sharp increase in voltage, which
could destroy the corresponding switch in the inverter. The destroyed switch then again
would result in an open-circuit fault.

To actively switch off a faulty pole, either a fault detection method is implemented or a
fuse can be used. To realize fault tolerant control strategies, which can react to a fault,
the control algorithm needs to know which component of the pole is defective to react
appropriately [32]. Once the faulty component and, thus, the faulty inverter module
has been isolated, the faulty machine pole acts as an open-circuit fault to the control.
Therefore, the most probable fault case for a fault tolerant control (FTC) to react to is a
single pole open-circuit fault.

Even though a distributed inverter has more components than a standard asymmetrical
half-bridge inverter its reliability, in regard to the failure of a complete phase, is consid-
erably higher due to the largely increased redundancy of the individual switching compo-
nents. The increase in reliability for distributed inverters is presented for SRM-20/16 in
[32].
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2.3 Control Overview

The following section is a short summary on commonly used control algorithms for
switched reluctance machines. These algorithms are the fundamentals for the control
adaptations introduced in chapter 4 and chapter 5.

2.3.1 Hysteresis Current Control and Average Torque Control

The basic method to operate an SRM is by hysteresis current control (HCC). Thereby, a
positive voltage is applied to the machine phase at the turn-on angle θon and a negative
voltage is applied to the machine at the turn-off angle θoff . In between these two angles
the current is controlled to follow the reference current i∗ref within a hysteresis current
band ∆i by using the free-wheeling switching state, i.e. near zero voltage as shown in
figure 2.7a.

In figure 2.6 a schematic overview of the control structure for hysteresis current control
(HCC) is shown. To control machine torque with HCC a LUT is necessary where, for a
given machine, depending on torque T and speed n the optimal switching angles θon and
θoff as well as the reference current iref are stored. The switching frequency is variable
and determined by the width of the used hysteresis band ∆i. Investigations regarding
the influence of different switching angles on control, drive performance and acoustic
behaviour are found in [39–41].

The resulting torque waveform and co-energy loop for hysteresis current control is shown
in figure 2.7b and figure 2.7c. By applying correct turn-on θon and turn-off θoff angles
and by using the correct reference current iref for the hysteresis band, the average output

torque 
controller

current controller  
inverter

torque predictor

s

LUT

+

HCC

+

DATC

eq. (2.8)-(2.10)

-+

Figure 2.6: Schematic control overview of Hysteresis Current Control (HCC) and Direct
Average Torque Control (DATC)
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torque of the SRM is set.

(a) Phase current (b) Phase & total torque (c) Phase co-energy loop

Figure 2.7: Characteristic Hysteresis Current Control (HCC) waveforms during pulsed
operation of a four-phase machine

As the rotational speed of the machine increases, so does the back EMF, reducing the
effective voltage across the machine phase. This reduces the current gradient during
magnetizing state and can cause the phase current not to reach the desired reference
current i∗ref . During such an operation, the half-bridge inverter only switches once during
each electrical period resulting in a so-called single pulse operation. The resulting current,
torque and co-energy trajectories are displayed in figure 2.8. Single pulse operation allows
switched reluctance machines to operate in a vast speed range, which enables one of its
strength. Furthermore, the overall operational efficiency of the machine and especially of
its inverter is improved due to reduced switching. The trade-off, however, is no active
control over torque ripple. Therefore, during single pulse operation the torque ripple can
become excessive.

(a) Phase current (b) Phase & total torque (c) Phase co-energy loop

Figure 2.8: Characteristic Hysteresis Current Control (HCC) waveforms during single
pulse operation of a four-phase machine
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The HCC algorithm can be extended by an average torque predictor functioning as a
feedback loop and a PI-controller, as is the case in direct average torque control (DATC)
[42]. Figure 2.6 shows how DATC is added to the HCC algorithm. The torque predictor
is either realized by a Tph(iph,θel)-LUT or calculated from the terminal quantities using
equation (2.8) and equation (2.11). Thereby, the switched reluctance machine is operated
in average torque control over a wide operating range, with the drawback that the torque
ripple is not directly influenced in this control method. The choice of HCC parameters
(θon, θoff , iref), which lead to an efficient optimal torque production is normally done in
offline calculations. These parameters are then stored in torque and speed dependent
LUTs on the control hardware.

2.3.2 Direct Instantaneous Torque Control

To overcome torque ripple and to obtain a smooth output torque in SRMs, the DITC
algorithm was developed. This algorithm is based on an online calculation of the machine
flux linkage from measured phase quantities and using the non-linear machine characteris-
tics to estimate the current phase torque. The algorithm is either implemented hysteresis
based as originally introduced on analogue circuits [43, 44], or as used in this thesis, based
on pulse width modulation (PWM) [45, 46].

The structure of the pulse width modulation based predictive direct instantaneous torque
control (PWM-DITC) algorithm is schematically shown in figure 2.9. The input variables
are the reference torque T ∗ref to be set by the control and the maximum allowable machine
phase current imax. Furthermore, the electrical rotor position θel, phase current iph and
effective phase voltage vph are necessary to determine the actual flux linkage ψn and phase
torque Tn.

The electrical rotor position can either be determined from measuring the absolute me-
chanical rotor position θm with a resolver or by using sensorless position detection methods

torque sharing
algorithm

duty 
cycle

 
inverter

flux linkage estimatortorque predictor

s

¨

flux linkage allocation

Figure 2.9: Schematic overview of predictive PWM based DITC control structure
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as discussed in [47, 48]. The effective phase voltage vph is either measured from the ma-
chine terminals, or calculated according to equation (2.16) from the measured dc-link
voltage vdc and applied duty cycle dn. Thereby, the dc-link voltage vdc is measured while
the respective current dependent voltage drop across inverter switches vswitch(i) and diodes
vdiode(i) are subtracted to obtain an effective dc-link voltage vdc,eff .

vph = dn · vdc,eff = dn · (vdc − vswitch(i)− vdiode(i)) (2.16)

The current phase flux linkage ψn is either estimated from a ψ(i,θ)-LUT or by integrating
the voltage equation (2.4) as presented in discrete form in equation (2.17). This flux
linkage ψn+1 available in the machine is used to estimate the minimum and maximum
flux linkage values ψn+2 attainable in the following switching period. According to equa-
tion (2.18) these flux linkage values ψmin

n+2 and ψmax
n+2 are attained by applying a negative

−vdc,eff or positive vdc,eff voltage to the phase for an entire switching period respectively.

ψn+1 = ψn + (dn · vdc,eff −Rph · iph)∆t (2.17)

ψn+2 = ψn+1 ± (vdc,eff ∓Rph · iph)∆t (2.18)

These two values (ψmin
n+2 and ψmax

n+2) represent the boundary flux linkages, which are used by
the algorithm to allocate torque to each phase. The maximum allowed flux linkage ψmax

lim

is limited by the maximum allowed phase current given by the value imax. This prediction
algorithm is shown schematically in figure 4.6 whereby k has to be set to 2 to represent
the basic flux predictor used in DITC. The variable k, as introduced in section 4.1.2.2,
describes the number of different flux linkage values predicted for one phase. In its base
case only two flux linkages, the minimum and maximum, are predicted, i.e. k = 2.

The machine’s phase torque Tn+2,k is estimated by using the non-linear characteristics of
the SRM stored in a Tph(ψph,θel)-LUT. With rotor position and the boundary flux linkage
values, the minimum and maximum phase torque for the period n + 2 is determined.
Thereafter, the multiphase torque sharing algorithm creates a priority list (phase priority
stack) of all phases according to their torque producing capability and shares the reference
torque amongst all phases [49]. Thus, each phase is allocated a reference torque Tref,n+2.
The duty cycle dn set by the inverter is calculated from the reference flux linkage ψref,n+2,
which is determined by using a ψph(Tph,θel)-LUT. Thus, the PWM-DITC algorithm is
based on at least two lookup tables used as the inverse machine model.

Figure 2.10 shows exemplary waveforms of phase current, phase torque and the co-energy
loop when using the PWM-DITC algorithm. In comparison to the previously presented
control types, the value of current is not directly controlled, but is a result of the machine
dynamics (EMF) and the controlled flux linkage and torque reference.
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(a) Phase current (b) Phase & total torque (c) Phase co-energy loop

Figure 2.10: Characteristic PWM direct instantaneous torque control waveforms of a
four-phase machine

2.4 Investigated SRM Configurations

The discussion and analysis in this thesis is based on four different investigated switched
reluctance machines. The four machine cross sections are shown in figure 2.11 and are
referred to as SRM-12/8, SRM-18/12, SRM-16/12 and SRM-20/16 respectively (see ta-
ble 2.1).

Table 2.3 presents the machine data of the investigated SRMs. Thereby, the maximum
values of speed and power nmax and Pmax are short term maximum values for each machine,
while the nominal values nnom and P nom represent continuous operation for the design
control strategy. As the machines SRM-18/12 and SRM-16/12 are designed for HCC a
reduced speed and power range nnom

DITC and P nom
DITC respectively are given for operation with

DITC control. The reduced speed range is due to the necessary voltage reserve for DITC,
while derating in power is due to the change of current waveform and an inherent increase
in root mean square (RMS) current density.

SRM-12/8

SRM-12/8 is a 1 kW inner-rotor SRM with three phases and two pole pairs. The machine
is designed to operate with DITC at its nominal operating point of 1 kW at 1500 rpm and
a current density of 6.6 A/mm2 (air ventilated cooling). The design procedure for this
machine is presented in section 4.2. Especially the stator and rotor tooth geometry and
number of windings are designed for DITC operation.
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Table 2.3: Machine data of investigated SRMs

SRM-12/8 SRM-18/12 SRM-16/12 SRM-20/16

No. of phases Nph 3 3 4 5
No. of pole pairs p 2 3 2 2
Max. power Pmax 1 kW 70 kW 1 kW 67 kW
Max. speed nmax 1500 rpm 23 krpm 1500 rpm 700 rpm
Nom. power P nom - 35 kW 1 kW -
Nom. speed nnom - 6000 rpm 1000 rpm -
Nom. power (DITC) P nom

DITC 1 kW 27 kW 400 W 56 kW
Nom. speed (DITC) nnom

DITC 1500 rpm 6000 rpm 400 rpm 300 rpm
Max. MMF/pole ΘMMF,pl 750 AT 3000 AT 1400 AT 14 500 AT
Switching frequency fPWM 10 kHz 20/40 kHz 10/20 kHz 10 kHz
DC-link voltage vdc 48 V 345 V 60 V 400 V
Outer radius r3 62.5 mm 97 mm 60 mm 320 mm
Active stack length lstk 80 mm 120 mm 115 mm 150 mm
Air-gap length δag 0.35 mm 0.5 mm 0.25 mm 1.5 mm
No. of windings Nw 40 26 117 160
Wire diameter dcu 1.3 mm 1.6 mm 0.72 mm 1.5 mm
Current density JRMS 6.6 A/mm2 12.5 A/mm2 6.5 A/mm2 7 A/mm2

Designed control DITC HCC/DITC HCC DITC

SRM-18/12

SRM-18/12 is a three phase high-speed machine designed for a small electric vehicle
with a maximum power rating of 70 kW and a maximum speed of 23 krpm [50]. The
machine is designed to operate with hysteresis current control and single pulse operation
at high speeds, while at speeds below nnom

DITC = 6 krpm it can be operated with DITC. The
nominal operating power P nom

DITC of SRM-18/12 is 27 kW at the design current density JRMS

of 12.5 A/mm2. This machine has a water jacket cooling resulting in the higher allowable
current density compared to the other three machines [51]. This machine too, is the only
investigated machine with three pole pairs. Compared to the other machines, SRM-18/12
has a relatively low inductance to allow the high-speed operation. Therefore, to reduce
current and torque ripple while using DITC a high switching frequency is used.

SRM-16/12

SRM-16/12 is a 1 kW SRM with four phases and two pole pairs. This machine is designed
to operate with HCC up to nnom = 1000 rpm and with DITC up to 400 rpm. The machine
has self-ventilated cooling with a current density of 6.5 A/mm2. SRM-16/12 has the ability
to connect inverter modules to each stator tooth and is, therefore, used to investigate
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different fault tolerant control strategies on the test bench. The test bench is described
in section 6.1.

SRM-20/16

SRM-20/16 is an outer-rotor SRM direct drive for railway traction applications with a
nominal speed of 300 rpm and a torque of 1800 Nm. The machine is designed with focus
on fault tolerant operation, hence a five phase design with four poles per phase is chosen
[14, 32]. Furthermore, the drive is operated with DITC up to its nominal speed and power
level at a current density of 7 A/mm2 (air cooled).

(a) SRM-12/8 (b) SRM-18/12

(c) SRM-16/12 (d) SRM-20/16

Figure 2.11: Cross section of investigated switched reluctance machines
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3 Modeling Switched Reluctance Machines

The following chapter introduces different models used in this thesis. The models have
specific advantages depending on the effects to be simulated in the SRM. At first, a short
model overview is presented, followed by the introduction of the Symmetric Phase Model,
which is normally used in literature. The SRM is represented only by one phase assuming
electrical and electromagnetic symmetry on a phase level. Thereafter, an Asymmetric
Pole Model is presented, which is used when information of each SRM pole is necessary.
This is the case when rotor eccentricities should be accounted for. The asymmetric pole
model, however, does not consider electromagnetic coupling between phases or poles. To
consider mutual phase or pole coupling a Mutual Coupling Model is presented at the end
of the chapter. The final and most accurate model type is the finite element analysis
based FEA Coupled Model.

3.1 Overview

Machine models in simulation are necessary during the machine design and control algo-
rithm development process. Such models used in an overall system simulation are referred
to as offline models. The models are distinguished by their accuracy resembling the ma-
chine characteristics and their computational effort, i.e. execution speed. They range
from simple linear equations to complex finite element analysis (FEA) or multi-physics
based models.

Furthermore, machine models are used in control algorithms to operate the drive. These
models are referred to as online models. Thereby, the focus when creating such models
lies in their ability to be executed in real-time (within a switching period), while being
as accurate as possible. For direct instantaneous torque control (DITC) these online
models in their earliest form consisted of analog circuitry, followed by control algorithms
implemented in digital signal processors (DSP), i.e. sequential code execution as with
PWM-DITC. Today, ever more field programmable gate arrays (FPGA) with their fast
parallel execution capability are used.

SRM models are classified by their main state variable and are either flux-linkage or
inductance based. The common task of all machine models is to describe the relationship
between flux linkage or current in the machine and its produced output torque or radial
force.
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Figure 3.1: Overview of SRM modeling techniques

The models are either of a linear or non-linear type. The former, assumes a linear relation-
ship between flux linkage and current, which causes the flux linkage and phase inductance
to be only rotor position dependent, i.e. ψ(θ) and L(θ). The non-linear model addition-
ally considers effects such as magnetic saturation of the iron material. As modern SRMs
are usually operated in deep material saturation only non-linear models are of interest
here. This leads to the flux linkage ψph(iph,θel) and phase inductance Lph(iph,θel) being
dependent on rotor position θel and phase current iph.

In figure 3.1 an overview of different categories of models found in literature is shown. The
models are divided into four main categories, which are shortly described in the following.
A general overview of different modeling types and their advantages and disadvantages is
presented in [52, 53].

Analytical Approximation

The simplest SRM model is based on analytical equations, whereby the geometry of the
machine is used to describe the flux path in the machine and, thus, its characteristics
(inductance, torque profile, etc.) are determined [54–57]. A further method is by approx-
imating the iron material saturation or directly approximating the SRM characteristic
by polynomials or piecewise continuous functions [52, 58, 59]. The simplistic formulation
and reduced computational burden to solve the equations in real time are the main ben-
efit using analytical equations [60]. However, this comes at the risk of oversimplification,
which can lead to reduced accuracy. Therefore, in literature the models are often verified
by finite element analysis (FEA) based models and measurements.

As online models, the analytical approach is commonly used in form of a torque shar-
ing function (TSF) or current profiling to set continuous output torque. The TSF as
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such determines the flux linkage or current to be set at each rotor position. Thus, it
inherently encompasses the machine model and the control. The equation parameters for
the torque sharing function, which are normally calculated offline and stored in tables,
depend on each machine individually and, therefore, describe the machine’s own charac-
teristics. Thereby, different optimization goals such as torque ripple minimization [61–63]
or efficiency optimization [59, 64, 65] have been pursued.

Lookup Tables

The majority of SRM models depend on some kind of lookup table (LUT) due to its
ease and accuracy to model the different two-dimensional nonlinearities present in the
reluctance machine. The drawback of LUTs are their resource intensive implementation
in hardware compared to the analytical approach, and the necessity to simulate (by FEA)
or measure the tables. The fundamental models consist of LUTs directly describing the
machine’s flux linkage and torque characteristics [66]. Another method to store and model
SRM characteristics is by means of Miller’s gauge curves as introduced in [58, 67]. The
lookup tables are either generated from finite element analysis offline calculations [68] or
can be constructed from test bench measurements. Test bench measurements can further
be divided into locked rotor [66, 69] and rotating rotor measurement [70, 71]. In both
measurement types, the machine’s phase is excited with voltage pulses at various rotor
positions to construct the LUTs. In the first measurement type, the rotor is clamped
at fixed positions with a torque transducer to measure static torque, while in the second
measurement type the rotor is rotated at low speed.

Lumped Parameter Network

Instead of using analytical equations to describe the flux distribution, a magnetic lumped
parameter network (LPN) can be used [72]. Thereby, reluctances describe the main flux
paths in the machine in form of flux tubes according to equation (2.13) [73]. The reluc-
tance is dependent on the length l and relative permeability µr. The air-gap reluctance
Rag

m (θ), connecting stator and rotor teeth for example, is dependent on the rotor position
θel, because the distance between rotor and stator teeth varies with rotor position. Reluc-
tances representing the paths in iron sheet material Rfe

m(φ) are dependent on the change
in relative permeability µr(φ) due to available magnetic flux φ. Therefore, the saturation
effects present in SRMs is incorporated in this model [14]. These reluctances are combined
to a magnetic equivalent circuit (MEC) depicting the entire machine. Solutions are either
node or mesh based comparable to Kirchhoff’s current and voltage law [74]. The benefit
of such a LPN is the reproduction of phase and pole coupling when asymmetries in the
machine need to be accounted for [52, 75].

The LPN is a performant solution, especially for offline models. Its drawback is solving
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the non-linear matrices, which is currently still a challenge to do in real-time on a DSP
or field programmable gate array (FPGA) [76]. The increasing computational power of
microelectronics and more efficient solving algorithms will enable future LPN models to
run in real-time and then be effectively used in the machine control.

Artificial Intelligence

In contrast to analytical approximation, where an explicit mathematical equation is for-
mulated, artificial intelligence is based on a general model formulation which is trained
by appropriate data sets to represent the non-linear SRM flux linkage characteristic. This
type of modeling can achieve a high accuracy, however, the model training requires large
data sets and high computational capability if to be done online [53]. The model formu-
lations differ depending on the artificial technique used. Common SRM models found in
literature are based on artificial neural network (ANN) [21, 77] or fuzzy logic [78].

Another method is using self tuning models, whereby, flux linkage is expressed as a func-
tion of phase current, rotor position and a number of coefficients. In [79], a online (on the
DSP) linear recursive least-squares identification is used to determine the corresponding
coefficients according to current measurements taken from the operating machine. This
enables the machine model to be tuned according to the real machine.

3.2 Symmetric Phase Model

Lookup-table Model

Lookup-tables are the most common methods used to model switched reluctance ma-
chines. During the machine design stage FEA is used to predict the characteristics and
performance of the final machine. Therefore, the machine tables are known and can be
used to model the dynamic behavior of the SRM with its respective control and mechan-
ical system (load). The LUTs account for the SRM’s non-linear characteristics as shown
in figure 3.3. Thereby, both material saturation along the magnetizing axis (flux linkage
or current) and the rotor position dependent non-linear behavior are stored.

In figure 3.2 the fundamental flux linkage based phase model of an SRM according to its
voltage equation (2.4) is depicted. The input variables are the applied phase voltage vph

from the inverter and the electrical rotor position θel. The output variables are the phase
current iph, tangential force Ftan,ph (or torque Tph) per phase and if necessary radial force
per pole Frad,pl.

This model in its elementary form requires two lookup tables iph(ψph,θel) and Ftan(ψph,θel)
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Figure 3.2: Phase based SRM model

(or Tph(ψph,θel) for torque), which are shown for SRM-16/12 in figure 3.3a and figure 3.3b
as an example. In figure 3.3c the corresponding radial force LUT per stator tooth is
depicted. The fourth LUT ψph(Tph,θel) shown in figure 3.3d is necessary to determine the
reference flux linkage from reference torque in DITC as described in section 2.3.2.

The LUTs are either determined from FEA or from test bench measurements. During
FEA modeling it is essential to consider manufacturing and material tolerances so that
the calculated machine characteristics resemble those of the real machine.

From Measurement to FEA Characteristic

For SRM-16/12 test bench measurements (torque and flux linkage measurements with
locked rotor) are taken and compared to the FLUX�2D FEA model. Besides deviations
between the saturation characteristics of the FEA material and the real steel, modeling
the stray flux in the air gap has a large effect on the saturation characteristic. The goal
is to adapt the FEA model to minimize the error between the FEA characteristics and
the ones retrieved from measurements. This is necessary as the LUT tables from FEA
are used to develop the machine models and control algorithms.

The flux linkage trajectory as displayed in figure 3.4a at the aligned position (θel = 180°)
is predominantly dependent on the air-gap reluctance and saturation in the yoke and
tooth material. The difference in material saturation or the actual air-gap length in
the prototype (measurement) to the FEA simulation is clearly visible. In contrast, the
unaligned position (θel = 0°) is predominantly dependent on stray flux linkage between
the stator and rotor. The position in between consist of a mixture of the two effects.
Therefore, two arbitrary additional rotor positions 70° and 110° are shown.

A close up view of the corresponding FLUX�2D FEA model used for the simulation is
depicted in figure 3.5. The air-gap length is 0.25 mm as given by the manufacturer and
in machine data table 2.3.
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3 Modeling Switched Reluctance Machines

(a) iph(ψph,θel) (b) Tph(ψph,θel)

(c) Frad(ψph,θel) (d) ψph(Tph,θel)

Figure 3.3: Characteristic lookup tables representing switched reluctance machines

The flux linkage trajectory after adjusting the FEA model to fit the manufactured machine
is shown in figure 3.4b. The air-gap length is increased to 0.33 mm from 0.25 mm and a
material with a saturation characteristic better matching the prototype material (from
M330-35A to NO30) is chosen, to align the flux linkage curve at 180°. The second step is
to align the curves at 0° by increasing the distance between the coil winding and the air
gap to allow for more stray leakage flux between stator and rotor tooth tips.
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3.3 Asymmetric Pole Model

(a) Air-gap length: 0.25 mm, material:
M330-35A

(b) Air-gap length: 0.33 mm, material:
NO30 & reduced coil height

Figure 3.4: SRM-16/12: Comparison of measured and FEA simulated flux linkage tra-
jectories

(a) Air-gap length: 0.25 mm (b) Air-gap length: 0.33 mm & re-
duced coil height

Figure 3.5: SRM-16/12: Flux2D FEA cross sections with different coil modeling

3.3 Asymmetric Pole Model

The model from section 3.2 assumes all phases are symmetrical, however, if electrical or
geometric asymmetries are of interest, a pole-based model is necessary. Such a model
enables modeling of manufacturing asymmetries and resulting unbalanced magnetic pull
(UMP) acting on the bearings [36]. The term asymmetry in such machines describes the
fact that the air-gap length is not consistent along the rotor circumference. Either the
rotor itself has a geometric asymmetry, while the bearings are placed centric to the stator
(static eccentricity), or the bearings and, therefore, the entire rotor is not placed concentric
to the stator (dynamic or rotating eccentricity). A dynamic eccentricity rotates with the
rotor and, therefore, is periodic with the mechanical frequency. A static eccentricity
interacts with each rotor tooth and, therefore, is periodic with the electrical frequency
[80].
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3 Modeling Switched Reluctance Machines

In figure 3.6, a LUT based asymmetric machine modeling approach is displayed. In
contrast to the symmetric model presented in figure 3.2 each stator tooth is represented
by an individual lookup table and all state variables are pole based [81]. Therefore, the
number of LUTs required depends on the number of stator teeth Ns.

+ 1
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-

Figure 3.6: Pole based SRM model considering machine asymmetries

In a symmetric SRM the LUTs for each pole are identical. To model a static eccentricity,
each pole has its own LUT representing the machine asymmetry in respect to the stator
poles.

When a dynamic eccentricity is modeled the LUTs are shifted along the rotor circumfer-
ence from tooth to tooth according to the mechanical rotor position [82]. An additional
interpolation of values between the individual lookup tables along the position axis is used
to achieve a smooth transition between neighboring tables. Thus, in contrast to static
eccentricity where the LUTs are fixed to a stator tooth, during a dynamic eccentricity
simulation, the LUTs become fixed to the rotor and the values for each stator tooth are
calculated by cross LUT interpolation.

3.4 Mutual Coupling Model

The phases of SRMs are coupled electrically through the dc-link and electromagnetically
by the machine’s geometry and flux distribution. Furthermore, neighboring coil wind-
ings in a common slot are coupled through their individual changing electric fields when
switched on and off. In contrast to rotating field machines, the electromagnetic coupling
between phases in SRMs is relatively low and, therefore, the previously presented models
usually suffice.

However, if the SRM is not operated in normal (healthy) condition and phase or pole faults
are to be considered, a model is necessary, which considers asymmetric flux distribution
and coupling between phases and poles.

In SRMs there are two possible coil arrangements, which are displayed in figure 3.7. The
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3.4 Mutual Coupling Model

(a) Alternating phases (b) Non-alternating phases

Figure 3.7: Cross section of SRM-16/12 with two coil arrangements possible in SRMs
shown by the arrows indicating the flux directions in each stator pole

coils are either connected as alternating phases (anti-parallel flux orientation) where each
neighboring phase direction is opposite to the previous one, as in figure 3.7a, or the coils
are connected as non-alternating phases (parallel flux orientation) resulting in a block
wise connection in one direction as in figure 3.7b.

In machines with an odd number of phases, an alternating coil arrangement can be chosen
resulting in all phases to couple in an alternating way. In even phase number machines,
however, always both types of coupling will be present. This can be seen for SRM-16/12
in figure 3.7a and figure 3.7b where between poles 1.1 and 2.2 an alternating and be-
tween pole 1.1 and 4.16 a non-alternating flux direction is present independent of the coil
arrangement.

During phase commutation, two consecutive phases are active, i.e. carrying current and
producing flux in their phases. Non-alternating flux direction (parallel) in neighboring
teeth usually causes a subtractive phase coupling reducing the overall flux, as the flux
direction of both teeth oppose each other. In contrast alternating (anti-parallel) phase
neighbors cause an additive flux, as both coupled teeth flux directions are the same. The
influence of rotor position on the flux linkage for both coil arrangements and coupling
influence due to phase excitation for SRM-16/12 and SRM-20/16 is shown in figure 3.8.

In figure 3.8 the self flux linkage ψself represents the trajectory when no coupling between
neighboring phases is regarded. The flux linkages considering coupling between neighbor-
ing coils are ψalternating for alternating coupled flux and ψnon−alt. for the non-alternating
coil arrangement. The non-alternating (parallel) coil arrangement causes the flux linkage
ψnon−alt. to experience a subtractive coupling effect, whereby the flux linkage is always
lower than the self flux linkage ψself . All ψnon−alt. trajectories in figure 3.8 are lower than
ψself . It can be observed how with increased phase current excitation the coupling effect
increases resulting in a larger difference between the self flux and the non-alternating flux
trajectory.
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3 Modeling Switched Reluctance Machines

(a) SRM-16/12: Influence of rotor position
on flux linkage [83]

(b) SRM-20/16: Influence of rotor position
on flux linkage

(c) SRM-16/12: Influence of phase current
on flux linkage [83]

(d) SRM-20/16: Influence of phase current
on flux linkage

Figure 3.8: Influence of coil arrangement on flux linkage for SRM-16/12 and SRM-20/16

Alternating (anti-parallel) flux direction causes an additive coupling increasing the flux
linkage in the respective stator tooth. In figure 3.8c the trajectory for 0° shows higher
values for ψalternating compared to ψself . For θ = 90° and current values smaller than
10 A ψalternating is larger than the self flux ψself . However, at higher current values or in
figure 3.8a for iph = 22.4 A and 70° < θel < 200° the alternating flux linkage trajectory
reduces below that of the self flux linkage. This is contrary to the general theory. This
effect can be accounted to excessive stator yoke saturation in SRM-16/12 as the yoke pro-
file is relatively thin compared to the stator tooth width, resulting in an early saturation.
The yoke saturation causes a negative subtractive effect on the overall flux linkage. In
contrast, this excessive saturation effect is not as visible in figure 3.8b because the stator
yoke of SRM-20/16 is large compared to the stator teeth, reducing the influence of yoke
saturation. The larger phase overlap due to the higher number of phases in SRM-20/16
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3.4 Mutual Coupling Model

compared to SRM-16/12 is also visible in figure 3.8b.

Figure 3.9 shows the influence of coupling on the static torque profile. The superposition
of phase 1 and 2 without coupling (superposition phase 1&2) is similar to the alternating
coupled phase torque (coupled alternating). Non-alternating neighboring phases, how-
ever, deviate from the torque superposition. Therefore, when alternating coupled phases
are present and a symmetric machine is modeled, as has been done here, simple torque
superposition can be sufficient in predicting the torque. Thus, torque in machines with
odd number of phases and only an alternating coil arrangement is sufficiently modeled by
torque superposition of both commutating phases.

(a) SRM-16/12: Torque coupling at iph,1 = 14.3 A and iph,2 = 14.3 A [83]

(b) SRM-20/16: Torque coupling at iph,1 = 148 A and iph,2 = 63 A

Figure 3.9: Influence of coil arrangement on static torque production

An overview of the LUT-based model is shown only for phase 1 in figure 3.10 even though
the whole model consists of two input phases 1 and 2. The modeling approach is similar
to models presented in literature, where such models have effectively been used [43, 83–
85].

In contrast to the models introduced in the previous sections, always both active phases
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Figure 3.10: LUT based SRM model considering mutual coupling [83]

during phase commutation have to be represented in the SRM model because the coupling
effect always influences both, the incoming and outgoing phase. The necessary LUTs are
determined by simulating the machine in FEA for both phase currents i1 and i2 over the
entire rotor position θel = [0°, 360 °].

From FEA the tables ψ12(i1,i2,θel) and ψ21(i1,i2,θel) for the coupling flux linkage from both
currents are generated. Thereby, ψ12 represents the flux linkage influence from phase 2
onto phase 1, whereby ψ21 represents the opposite coupling flux linkage. In figure 3.11a an
example graph for a fixed rotor position of phase 1 (θel = 126°) is shown. For clarity only
a few phase 1 current values are shown. At current values iph,1 < 6.2 A the flux linkage
ψ12 increases with increasing phase 2 current, while at higher phase 1 currents, the flux

(a) ψ12(i1,i2,θel): Influence of phase 2 on phase
1 at position θel,ph1 = 126°

(b) Ftan(ψ1,ψ2,θel): Influence of phase 2 on
phase 1 at flux linkage ψ2 = 0.23 Vs

Figure 3.11: Characteristic lookup tables representing mutual phase coupling
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3.5 FEA Coupled Model

linkage decreases ψ12 due to increased saturation in the machine from both active phases.
The change of flux linkage ψ12 is given as a percentage in the figure. Furthermore, LUTs
for tangential force Ftan(ψ1,ψ2,θel), shown in figure 3.11b, and radial force Frad(ψ1,ψ2,θel)
have to be generated.

The LUT-based model in figure 3.10 can also be used to model mutual pole coupling
during SRM single pole fault. Thereby, the LUTs are based on the participating and
interacting poles as is discussed in detail in the experimental section in section 6.4.1.

3.5 FEA Coupled Model

An accurate and time consuming modeling method is the coupled FEA simulation. Thereby,
the electric machine is represented by a 2-dimensional (2-D) or 3-dimensional (3-D) FEA
model, while the machine control and inverter is modeled in another software such as
MATLAB/Simulink. As the number of FEA solutions calculated is high, due to small time
steps, the computational time to simulate a few periods is extensive, however, the benefit
is that influences such as iron loss and eddy currents in the machine can be extracted [68,
86].

Figure 3.12 shows a simplified coupled modeling type. Thereby, MATLAB/Simulink is
used to model the entire drive system including control, inverter, machine and load.
To verify the correctness of the machine model, the current trajectories are taken from
MATLAB/Simulink and passed to the FEA machine model. The flux linkage distribution,
produced torque and radial forces are exported and compared to the MATLAB-system
simulation model. This method allows a validation that the MATLAB/Simulink SRM
model corresponds to the FEA model [87].

Matlab/ Simulink

SRMInverterControl

FEA (Flux2D)

Figure 3.12: FEA coupled model
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4 DITC Control Improvement - Fault-Free
Operation

To minimize the inherent torque ripple present in switched reluctance machines, direct
instantaneous torque algorithms are implemented. These are, independent of whether
current profiling, torque sharing functions or DITC are used, highly dependent on the
machine characteristic and machine modeling approaches, especially in regard to the used
lookup tables. A DITC control structure with only one lookup table resembling the
machine characteristic is proposed. The reduction of control complexity enables online
adaptive tuning algorithms to minimize torque ripple during fault-free operation, as well
as additional radial force LUTs required for fault tolerant control strategies which are
introduced in chapter 5. Another method to reduce torque ripple is by machine design.
A generalized methodology for designing switched reluctance machines with design of
experiments (DOE) is presented. Thereby, the control algorithm used for the machine is
considered during the design process.

4.1 Control Dependency on Machine Model

As SRMs are operated in high material saturation, their machine characteristics are highly
non-linear. Independent of the SRM control an inverse machine model is necessary to
determine the desired machine flux linkage and thus, the volt-second area to be applied
by the inverter. This is the case with DATC for average torque control [42], DITC for
instantaneous shaft torque [43, 45, 46], acoustic control such as DIFC for Mode-0 reduction
[88, 89] or radial and tangential force control (DIT&FC) [13].

Especially in SRMs, the control quality essentially depends on the machine model quality
as SRMs are operated by feed forward control algorithms [90]. Therefore, an overall goal
when selecting and designing control algorithms has to be the model quality. Reducing
either the dependence of the control algorithm on the model or the error between machine
model and machine parameters is important. Furthermore, an overall attempt to minimize
the hardware resources of the implemented control should be made.

In the following, the influence of LUT resolution used for PWM-DITC is analyzed with
regard to the output torque ripple. Thereafter, different flux linkage allocation methods
which can be used in DITC are proposed. The overall goal is to reduce the number of
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4 DITC Control Improvement - Fault-Free Operation

lookup tables necessary by the control.

4.1.1 Lookup Table Resolution Reduction

The influence of lookup table resolution on the control quality is investigated for SRM-16/12,
SRM-18/12 and SRM-20/16. These completely different machines show an equally dif-
ferent influence which the resolution of Tph(ψph,θel) has on the resulting torque ripple.
The following investigations have been done by a Simulink system simulation, whereby
the SRM machine is modeled as a phase model (see section 3.2) with all characteristic
lookup tables calculated from a finite element simulation (FLUX�2D) with an axis reso-
lution stored using 8 bit, i.e. 256 values per axis while interpolation between all values is
used. The resolution of the lookup tables used by the control algorithm varies in size.

In the following the control lookup table resolution is defined by a four-digit number
describing the amount of bits used to represent each axis: current, rotor position, flux
linkage and torque. For example, the number 6867 represents a control where the LUT
axis current and flux linkage is represented by 26 = 64 values, while the rotor position
has a resolution of 28 = 256 values between 0° and 180° and torque is represented by
128 values. In this section the rotor position is defined up to 180° because a symmetrical
machine is assumed allowing the assumption of symmetry for all the characteristics.

As a quantity of control quality the torque ripple is used. Thereby, the torque ripple is
determined by the rise and fall of torque during each switching period and is directly
dependent on the torque gradient due to the physical drive parameters (inductance and
dc-link voltage) and switching frequency of the inverter. Furthermore, the torque ripple
is also dependent on the quality of phase commutation between two phases, i.e. how well
the torque reference is shared amongst the conducting phases. Especially in low resolution
tables, the phase commutation can determine the overall torque ripple.

The effects of the LUT resolution on torque with DITC is visible for SRM-18/12 in
figure 4.1, for SRM-16/12 in figure 4.2 and for SRM-20/16 in figure 4.3.

For these results either linear interpolation (wInt) or no interpolation (nInt), i.e. nearest
value is used in the Tph(ψph,θel)-LUT for the torque prediction lookup from the flux
linkage estimator. For flux linkage allocation a high resolution (8 bit) ψph(Tph,θel) table
with interpolation is used. The lowest torque ripple values visible in figure 4.1 to figure 4.3
are for simulations using interpolation 8888wInt and 5555wInt at the highest frequency.
Thus, when using interpolation in Tph(ψph,θel) the error produced in the control is largely
independent of the resolution used. When comparing figure 4.1a and figure 4.1b the main
effect visible is due to the change in switching frequency, while the resolution as such does
not have a significant influence. The resolution only causes a small variation between the
results for the different resolutions. Furthermore, the constant decrease of torque ripple
from 40 Nm upwards, results from a constant torque ripple independent of the produced

38



4.1 Control Dependency on Machine Model

(a) n = 1000 rpm and fPWM = 20 kHz (b) n = 1000 rpm and fPWM = 40 kHz [90]

Figure 4.1: SRM-18/12: Comparison of Tph(ψph,θel)-LUT resolutions with interpolation
(wInt) and without interpolation (nInt)

torque. This constant ripple is produced during the phase commutation and suggests a
torque sharing mismatch due to the predicted torque and flux values. The reduction in
ripple due to resolution increase when no interpolation (nInt) is used is clearly visible at
the higher torque values in figure 4.1b. An overall higher dependency of the torque ripple
on LUT resolution at the higher switching frequencies is visible.

When comparing the 5555 bit torque ripple at fPWM = 10 kHz in figure 4.2a and at
fPWM = 20 kHz in figure 4.2b an increase is visible, which at first is not expected. In
all other simulations at higher LUT resolution, the torque ripple decrease with increasing
switching frequency. In figure 4.2c the torque ripple results of a simulation at T = 5 Nm
and n = 100 rpm for different LUT resolutions is shown. It is visible that the 6 bit and
7 bit trajectories are as expected and decrease with increasing switching frequency. The
erratic trajectory of the 5 bit simulation is caused by too small changes in the flux linkage
between switching period as an input to Tph(ψph,θel) resulting in wrong or no new update
of the torque range and, therefore, reference torque. Thus, if the resolution is too low,
PWM-DITC is not able to control the torque anymore and does not function. This only
happens at extremely low resolutions. In the shown case of SRM-16/12 the 5 bit resolution
results in a 6.2 mVs flux linkage resolution in Tph(ψph,θel) (equivalent to 1 Nm steps in
ψph(Tph,θel)), while 6 bit results in a 3 mVs and flux linkage step between lookup values.

In figure 4.2 and figure 4.3 the difference in torque ripple between 6666nInt and 7777nInt
is due to quantization errors in the LUT. The torque ripple in these cases is caused by
torque dips during phase commutation. The smaller resolution causes inaccuracy during
torque estimation, which causes the torque sharing to cause steps instead of a smooth
phase transition. In both machines SRM-16/12 and SRM-20/16 when 7 bit resolution is
used, these steps are reduced to such an extent that resolution does not determine the
torque ripple anymore.
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(a) n = 100 rpm and fPWM = 10 kHz (b) n = 100 rpm and fPWM = 20 kHz [90]

(c) Comparison of LUT resolution and fPWM at T = 5 Nm

Figure 4.2: SRM-16/12: Comparison of Tph(ψph,θel)-LUT resolutions with interpolation
(wInt) and without interpolation (nInt)

When no interpolation is used the smallest torque ripple is influenced by quantization
errors from the resolution used. This is visible for 6666nInt and 7777nInt in figure 4.2b
and figure 4.3b. Both simulations reach their own minimum values; however, these are
higher than the values reached with interpolation. The quantization error is directly
proportional to the table resolution. As an example to achieve similar results to the
interpolated values, SRM-16/12 needs a 7 bit table (7777nInt) when no interpolation is
used compared to a 5 bit table necessary when using interpolation (5555wInt). Similar,
SRM-20/16 at fPWM = 16 kHz needs a 8 bit table (8888nInt) when no interpolation is
used compared to a 5 bit table necessary when using interpolation (5555wInt).

As Tph(ψph,θel) depends on ψ and θel. their resolution sensitivity is of considerable interest.
In figure 4.2 when comparing 6766nInt and 6666nInt it is clearly visible that increasing
the resolution of the rotor position the overall error can be reduced while only doubling
the size of memory necessary for the LUT. A similar reduction can be observed when only
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(a) n = 100 rpm and fPWM = 10 kHz (b) n = 100 rpm and fPWM = 16 kHz

Figure 4.3: SRM-20/16: Comparison of Tph(ψph,θel)-LUT resolutions with interpolation
(wInt) and without interpolation (nInt)

reducing the resolution of the flux linkage axis in 6676nInt. As the control sensitivity for
the rotor position is higher, it is preferred to use the highest feasible resolution for the rotor
position. The figures, furthermore, show how using interpolation in the Tph(ψph,θel) lookup
substantially reduces the necessary memory space on the FPGA as lower resolution are
still adequate depending on the machine setup. Reducing the space needed for individual
LUTs allows the introduction of more complex machine models considering mutual phase
coupling [83, 85], rotor eccentricities [81, 82] or additional radial force characteristics for
acoustic control [13, 89] or fault tolerant operation as introduced in chapter 5. Therefore,
if the machine LUT values represent the actual physical machine then a relatively small
resolution is sufficient to achieve a good control quality.

4.1.2 Omitting Torque-to-Flux Linkage Lookup Table

Figure 4.4 shows the overall predictive pulse width modulation (PWM) based DITC
control structure, which in this thesis is executed on a FPGA. Different flux linkage allo-
cation methods are discussed by introducing torque and flux linkage tuples (Tn+2,k|ψn+2,k)
as state variables of the control. Thereby, n represents the current execution time step
during which current measurement is taken and k the number of discrete flux linkage and
torque states used by the control.

The common method in PWM-DITC for flux linkage allocation uses a ψph(Tph,θel)-lookup
table (figure 4.5a), as is presented in the fundamentals chapter (see section 2.3.2 and
figure 2.9). The ψph(Tph,θel)-LUT is determined from the Tph(iph,θel) and ψph(iph,θel)
tables, which can be retrieved by simulation or measurement. Due to the generation
of the inverse and steep gradients in the LUT, a relatively high resolution is necessary
for ψph(Tph,θel) [89]. The ψph(Tph,θel)-LUT is the inverse of the table Tph(ψph,θel), which
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Figure 4.4: Schematic overview of predictive PWM based DITC control structure with
flux linkage and torque state predictor [90]

already is used in DITC to predict the machine torque. It is proposed to store the
corresponding flux linkage and torque values as (Tn+2,k|ψn+2,k) tuples from the Tph(ψph,θel)
torque prediction as shown in figure 4.6. This correlation and the FPGA’s strength in
parallel processing is used by implementing a parallel lookup of multiple flux linkage values
between the estimated minimum ψn+2,1 and maximum ψn+2,k value. The tuples are stored
for the backwards calculation from the torque reference Tref,n+2 back to the flux linkage
reference ψref,n+2 in the flux linkage allocation block in figure 4.4. For the Tn+2,k|ψn+2,k

tuples method there are three different approaches which can be used.

The first method shown in figure 4.5b uses only the predicted phase flux linkage range
for the next period, i.e. minimum ψn+2,1 and maximum ψn+2,2 flux linkage values when
a negative or positive duty cycle is applied to the entire switching period. The reference
flux linkage is determined by interpolating between these two boundary values. This

(a) ψph(Tph,θel) lookup table (b) 2 flux linkage states: interpolation

¨

(c) k discrete flux linkage states: nearest

¨

(d) k discrete flux linkage states: FLA in-
terpolation

Figure 4.5: Different methods to implement flux linkage allocation in PWM-DITC [90]
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¨

¨¨

flux linkage estimator

torque predictor

Figure 4.6: PWM based DITC flux linkage estimator and torque state predictor

allocation method approximates the trajectory between the minimum and maximum flux
linkage values as a linear function. This method is discussed in section 4.1.2.1.

The second and third method visible in figure 4.5c and figure 4.5d, calculates multiple
discrete flux linkage states from corresponding torque states. During the torque prediction
in DITC not only the minimum and maximum values of each phase for the next period are
determined, as in figure 4.5b, but an arbitrary number of k states between the minimum
and maximum flux linkage predictions are calculated. The flux linkage allocation back
calculation can either use the nearest solution as in figure 4.5c or an interpolation function
is applied between the nearest tuples as in figure 4.5d. The interpolation allows a reduction
in the amount of k states to be looked up, which is presented in section 4.1.2.2.

4.1.2.1 Two Flux Linkage and Torque States: Linear Interpolation

In this section the flux linkage allocation shown in figure 4.5b, where the amount of
discrete lookup states k equals 2 is discussed. The linear approximation between the two
boundary values, Tn+2,1 and Tn+2,2 causes an error between the actual flux linkage and the
calculated flux linkage. The size of the interval between the boundary values is dependent
on the applied volt-second area during each switching period. This results in a dependence
on the inverter switching frequency, rotor position dependent phase inductance, machine
speed (back emf) and dc-link voltage. In the following the accuracy of the flux linkage
reference value ψref,n+2 is used as a merit to determine the quality of the control. The
reference ψref,n+2 is compared to a reference determined by using a high resolution 8 bit
ψph(Tph,θel) lookup table.

Figure 4.7a and figure 4.7b show the absolute and relative flux linkage error respectively
for SRM-16/12 when using linear interpolation. The figures are plotted over arbitrary
switching frequencies and three voltage levels surrounding the nominal machine design
dc-link voltage of 60 V. Furthermore, two different operating points have been chosen,
one at low torque level 2 Nm and 200 rpm and one operating point at a higher torque level
5 Nm and 200 rpm.
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Figure 4.7: SRM-16/12: Comparison of various dc-link voltages, torque levels and
switching frequencies on the flux linkage reference

In both figures the flux linkage error shows a strong dependency on the switching fre-
quency, while only a small dependency on the different dc-link voltage and torque values.
Figure 4.7b shows how the relative error increases at switching frequencies below 5 kHz
and especially at the lower torque of 2 Nm. The graphs show that there is a switching
frequency below which using a ψph(Tph,θel)-LUT is the better choice compared to the
linear interpolation. For SRM-16/12, between 5 kHz and 2 kHz the relative flux linkage
error increases from 5 % to well over 15 %. For switching frequencies above 10 kHz the flux
linkage error becomes negligible and independent of the operating point. Thus, using in-
terpolation between minimum and maximum flux linkage, instead of a ψph(Tph,θel)-LUT,
is viable. To make the flux linkage allocation less dependent on the switching frequency
of the machine the number of flux linkage and torque samples can be increased, which is
investigated in the next section.

4.1.2.2 Discrete Flux Linkage and Torque States

By using the fast parallel calculation capability of FPGAs, multiple k discrete flux linkage
states are computed simultaneously. Instead of using only two lookup values for the
flux linkage allocation now k flux linkage and torque tuples are used (figure 4.5c). The
maximum number of k flux linkage and torque tuples, which can be calculated in one
switching period is determined by the computational capability of the FPGA used. The
number of useful k states is limited by the given drive system, the resolution of the
Tph(ψph,θel) due to quantization errors and if interpolation is used or not as displayed in
figure 4.8.
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4.1 Control Dependency on Machine Model

(a) Tph(ψph,θel) no interpolation: nearest (b) Tph(ψph,θel) with interpolation

Figure 4.8: Torque predictor Tph(ψph,θel) lookup either without interpolation (a) or with
interpolation (b)

Without Tph(ψph,θel) Interpolation

Figure 4.9 displays the torque states available during phase commutation of SRM-16/12
at 7 Nm and 100 rpm using an exemplary k = 10 states. Figure 4.9a shows a detailed view
of phase commutation using a Tph(ψph,θel)-LUT with 6666 bit resolution (see section 4.1.1)
and no interpolation when generating the (T |ψ)-tuples, but the nearest value is used. The
number of available different states during each PWM period is not constant at k = 10
states. The actual number of different torque states is reduced due to quantization in the
5 bit LUT. Figure 4.9b shows a detailed view of the same phase commutation using linear
interpolation in Tph(ψph,θel)-LUT when generating the (T |ψ)-tuples. Therefore, during
each PWM period there are exactly k = 10 possible states DITC can choose from. Tref

in both figures is the reference phase torque selected by the torque sharing algorithm.

Not only the number of discrete states, but also the resolution of Tph(ψph,θel) determines
the effective usable states and resulting torque reference. Figure 4.9c compares different
Tph(ψph,θel)-LUT resolutions and the resulting effective torque state distribution. Thus,
if at the given operating point all 10 states should be usable a Tph(ψph,θel) resolution of
at least 8 bit is necessary, otherwise the number of effective flux linkage and torque states
will be lower than expected. From figure 4.9c it is visible that with 6666 bit resolution
85 % of the time 5 states can be used (see figure 4.9a), while with a 7777 bit-LUT 80 %
of the time 9 different states can be used by the controller.

From the simulation results shown for SRM-20/16 in figure 4.11c it is visible that for
5 bit resolution (figure 4.11a), fewer than 8 states can effectively be used. At 6 bit res-
olution mostly 9 - 15 states are available. Figure 4.12a shows a result where 20 states
should be used, however, due to the resolution of 6 bit at most 15 states are available (see
figure 4.11c). A similar result is shown in figure 4.12b with 7 bit and 20 states. From
the state distribution in figure 4.11c it is visible that with 7 bit mostly 18 -25 states are
available. Therefore, when choosing 20 states and a 7 bit-LUT these 20 states will nearly
always be available to the control and not be limited by the LUT resolution.

In figure 4.10 a result for SRM-18/12 with a LUT resolution of 5555 bit and 20 states is
shown. From the state distribution in figure 4.10c it is visible that for LUT resolutions
of 5 bit mainly 14 states can be used. For this machine LUT resolutions higher than 6 bit
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(a) 6666 bit resolution Tph(ψph,θel) without
interpolation

(b) 6666 bit resolution Tph(ψph,θel) with in-
terpolation
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(c) Distribution of usable torque states de-
pending on Tph(ψph,θel) resolution (4 to 8
bit) when no interpolation is used

Figure 4.9: SRM-16/12: Phase com-
mutation with 10 torque
states at 7 Nm, 100 rpm
and fPWM = 10 kHz

(a) 5555 bit resolution Tph(ψph,θel) with-
out interpolation

(b) 5555 bit resolution Tph(ψph,θel) with
interpolation
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(c) Distribution of usable torque states de-
pending on Tph(ψph,θel) resolution (4 to 8
bit) when no interpolation is used

Figure 4.10: SRM-18/12: Phase com-
mutation with 20 torque
states at 100 Nm, 1 krpm
and fPWM = 20 kHz [90]
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(a) 5555 bit resolution Tph(ψph,θel) with-
out interpolation

(b) 5555 bit resolution Tph(ψph,θel) with
interpolation

8888 7777 6666 5555 4444

(c) Distribution of usable torque states depending on Tph(ψph,θel) resolution (4 to 8 bit) when no
interpolation is used

Figure 4.11: SRM-20/16: Phase commutation with 10 torque states at
1800 Nm, 300 rpm and fPWM = 10 kHz

result in nearly always 20 available states.

The number of available states depends on the effective applied volt-second area applied
by the inverter, i.e dependent on switching frequency, dc-link voltage and machine speed,
and the machine characteristics (inductance and flux linkage).

The maximum number of torque states available can be approximated by the given switch-
ing frequency fPWM and effective phase voltage vph as in equation (4.1).

Nstates =
2 · vph

fPWM · dLUT,resolution

(4.1)

Thereby, dLUT,resolution represents the minimum distance between two consecutive flux
linkage values in Tph(ψph,θel) lookup table. The minimum distance is dependent on the
maximum machine flux linkage depicted in the LUT and which resolution is used for its
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(a) 6666 bit resolution Tph(ψph,θel) without
interpolation

(b) 7777 bit resolution Tph(ψph,θel) without
interpolation

Figure 4.12: SRM-20/16: Phase commutation with 20 torque states at
1800 Nm, 300 rpm and fPWM = 10 kHz

representation.

In figure 4.13, figure 4.14 and figure 4.15 simulation results for SRM-16/12, SRM-18/12
and SRM-20/16 are shown. The results are for two different switching frequencies and
have been carried out without interpolation (nInt) in Tph(ψph,θel) for various LUT resolu-
tions. It is clearly visible that the torque ripple reduction is dependent on the number of
states used by the control. However, the LUT resolution also is determinate, suggesting
that quantization error is the limiting factor. This is especially visible for SRM-16/12
in figure 4.13a, where the torque ripple does not significantly change when more than 10
states are used, however, the quantization influence of the resolution is strongly visible
when changing from 5 bit to 6 bit, or from 6 bit to 8 bit. Similarly, this can be seen for

(a) At fPWM = 10 kHz, 10 Nm and 100 rpm (b) At fPWM = 20 kHz, 10 Nm and 100 rpm

Figure 4.13: SRM-16/12: Torque ripple versus number of torque states with interpola-
tion (wInt) and without interpolation using nearest values (nInt) during
Tph(ψph,θel) lookup, flux linkage allocation uses nearest state value
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(a) At fPWM = 20 kHz, 100 Nm and 1000 rpm (b) At fPWM = 40 kHz, 100 Nm and 1000 rpm

Figure 4.14: SRM-18/12: Torque ripple versus number of torque states with interpola-
tion (wInt) and without interpolation using nearest values (nInt) during
Tph(ψph,θel) lookup, flux linkage allocation uses nearest state value

(a) At fPWM = 10 kHz, 1800 Nm and 300 rpm (b) At fPWM = 16 kHz, 1800 Nm and 300 rpm

Figure 4.15: SRM-20/16: Torque ripple versus number of torque states with interpola-
tion (wInt) and without interpolation using nearest values (nInt) during
Tph(ψph,θel) lookup, flux linkage allocation uses nearest state value

SRM-20/16 in figure 4.15. In contrast for SRM-18/12 (figure 4.14a) a higher number of
torque states causes the torque ripple to reduce further. With SRM-18/12 even at 50
states a reduction in ripple is observed while not reaching a lower boundary. Concluding,
if no interpolation in Tph(ψph,θel) is used, the number of implemented discrete states k
has to be selected in accordance to the LUT resolution implemented in the control.

With Tph(ψph,θel) Interpolation

By adding interpolation in Tph(ψph,θel) the usable (different) flux linkage and torque states
are constant and defined by the number k. Thereby, the number of usable states is
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independent of the Tph(ψph,θel) table resolution, which causes the overall control quality
to be less dependent on resolution. In figure 4.13, figure 4.14 and figure 4.15 simulation
results with interpolation (wInt) are shown. It is visible that the control quality increases
drastically especially when low resolutions (4 bit & 5 bit) are used. Therefore, adding a
simple linear interpolation can be sufficient to reduce the necessary LUT resolution and
therefore, the hardware memory requirement.

Torque ripple can further be decreased by increasing the number of used states, as before.
The minimum ripple reached is again defined by the drive system. Similar as found with-
out interpolation for SRM-16/12 and SRM-20/16 the simulated torque ripple decreases
the most within the first 10 - 20 states. For these drive systems around 10 states are suf-
ficient to achieve a good control quality. In contrast, again, SRM-18/12 shows a decrease
in ripple even when 50 states are used. Therefore, in this drive system the more states
are used the better. However, increasing the calculated states may become unreasonable
as the hardware resources for all (T |ψ)-tuple calculations and storing for back calculation
within one switching period may become too large. To overcome this large amount of
necessary states, a linear interpolation algorithm is added to the flux linkage allocation
calculation.

With Interpolation during Flux Linkage Allocation

To achieve the same control quality with largely reduced number of flux linkage states and
therefore, with fewer parallel lookups, an interpolation is introduced during flux linkage
allocation as shown in figure 4.5d. The reduction in necessary flux linkage states is visible

(a) SRM-18/12: 100 Nm,
1000 rpm, 20 kHz and
40 kHz (transparent)

(b) SRM-16/12: 10 Nm,
100 rpm, 20 kHz

(c) SRM-20/16: 1800 Nm,
300 rpm, 10 kHz and
16 kHz (transparent)

Figure 4.16: Comparison of torque ripple versus number of torque states with interpo-
lation in Tph(ψph,θel) and FLA interpolation
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4.1 Control Dependency on Machine Model

when comparing the results of figure 4.13 and figure 4.16b for SRM-16/12 and, figure 4.15
and figure 4.16c for SRM-20/16. The small machine SRM-16/12 shows that with its
high switching frequency it is sufficient to use three flux linkage states, i.e. minimum,
maximum and a center point (free-wheeling) of predicted flux linkage and then interpolate
between these values during flux linkage allocation to achieve the same results as with
a higher number of flux linkage states. However, the results for the larger two machines
SRM-18/12 and SRM-20/16 show a distinct dependency of torque ripple on number of
states for values smaller than five states.

For SRM-18/12 and SRM-20/16 thus using five states with interpolation during flux
linkage allocation results in the same maximum DITC accuracy as when no interpolation
and 20-50 states are used.

4.1.2.3 Outlook on Adaptive Tph(ψph,θel) Tuning

The task of an adaptive Tph(ψph,θel) tuning algorithm is to adapt the machine character-
istics Tph(ψph,θel) from measurements during machine operation. The reason for incorrect
LUT values in the control may be due to manufacturing inaccuracies or aging of the
machine causing a change of the physical machine quantities. Furthermore, in series
production not all individual machine characteristics are measured, but a generalized
Tph(ψph,θel) characteristic may be used for the control of the entire series. Therefore, it
can be advantageous to either use an identification run at start-up or an online adaption
algorithm during operation to increase the control accuracy [48].

The previous section has shown that reducing the SRM characteristics for the control
to only one LUT is a viable option. For an adaptive algorithm this results in only one
characteristics which has to be tuned. Figure 4.17 presents a possible schematic overview
for an adaptive algorithm. Thereby, the common PWM-DITC control structure from
figure 4.4 is supplemented by a Tph(ψph,θel)-LUT tuning algorithm, which is divided into
three parts, the inductance estimator, the torque estimator and the Tph(ψph,θel) table
update.

The tuning algorithm is based on the difference in measured/ estimated inductance com-
pared to an inductance LUT Lph(ψph,θel) in the control. The first step is to estimate the
instantaneous inductance, which can be done by using the flux linkage as this is already
calculated for DITC by the flux linkage estimator. The instantaneous phase inductance is
calculated by rearranging equation (2.5) and dividing the flux linkage ψph by the measured
current iph. As this method requires a current value greater than zero, it can only estimate
the inductance in an active phase. However, similar to methods found for sensorless SRM
control, an algorithm for inactive phases could also be implemented [47].

Estimating the correct instantaneous torque in SRMs is a topic of ongoing research.
Neural networks, analytical equations based on the SRM torque equation (2.7) or recursive
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Figure 4.17: Schematic overview of predictive PWM based DITC control structure with
adaptive Tph(ψph,θel) tuning algorithm

least squares (RLS) algorithms have been suggested in literature [91, 92]. The two tasks of
the torque estimator is to identify torque inaccuracies compared to the stored Tph(ψph,θel)-
LUT and then to compensate for them. Once the correct instantaneous torque has been
determined it is updated with a learning factor to the Tph(ψph,θel) table at the location
corresponding to the current flux linkage ψn+1 and rotor position θn+1. To ensure a
continuous smooth LUT surface, when updating individual entries, the surrounding entries
in the table should also be updated accordingly.

The singular Tph(ψph,θel)-LUT in the control model allows for simple expansion of the
PWM-DITC control structure, by either implementing new and improved tuning methods
benefiting the fault-free operation quality of the SRM, or by adding control strategies for
fault operation as introduced in chapter 5.

4.1.3 Conclusions

In section 4.1.1 it is shown that reducing the Tph(ψph,θel)-LUT resolution for PWM-DITC
is a viable option when interpolation within this table is used. For the investigated
machines SRM-16/12, SRM-18/12 and SRM-20/16 a 5 bit resolution is already sufficient,
resulting in the minimum torque ripple for each considered drive, i.e. the LUT resolution
does not add control inaccuracies during DITC. In comparison, when no interpolation is
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4.2 Machine Design Methodology Considering Control

used, the LUT resolution has to increase from 5 bit to 7 - 8 bit for similar torque ripple
results.

The high resolution ψph(Tph,θel)-LUT previously necessary for PWM-DITC can be omitted
by creating flux linkage and torque tuples (Tn+2,k|ψn+2,k) from the Tph(ψph,θel) lookup.
By using only two states (minimum and maximum predicted flux linkage) and using
interpolation between these states during flux linkage allocation shows flux linkage errors
of less than 2 % at high switching frequencies compared to using the ψph(Tph,θel)-LUT.
For SRM-16/12 a switching frequency larger than 10 kHz means the LUT can be omitted,
while for switching frequencies less than 5 kHz the flux linkage error rises above 15 % and
thus, using ψph(Tph,θel) remains the better option.

To reduce the effect of switching frequency on the flux linkage error and thus, on the
output torque ripple, the number of flux linkage states are increased. Using 2 to 5 states
shows an improvement in all three investigated machines by halving the output torque
ripple, while again halving the torque ripple when further increasing the number of states
to 10 as shown in figure 4.13 to figure 4.15.

Finally, linear interpolation is added to the flux linkage allocation. Thereby, the number
of necessary flux linkage states can be reduced down to 3 up to 5 for all investigated
machines, as then the physical minimum torque ripple for each machine is reached.

To use discrete flux linkage states within PWM-DITC effectively, a FPGA with the com-
putational capability of calculating at least 5 reference lookup values and interpolating
the result during flux linkage allocation within each switching period is necessary.

4.2 Machine Design Methodology Considering Control

Machine design has taken on various facets over the last few decades driven by ever
changing demands in new applications and an ever increasing knowledge from experimen-
tal prototypes and computational capability [93]. As the applications change so does the
focus regarding which criteria to optimize (e.g. efficiency, torque ripple, torque density,
etc.). The idea of an optimal machine, regardless of the application, is replaced by the un-
derstanding that an optimum machine design is strictly linked to the requirements of an
application with respect to the trade-offs given by the application. The increase in com-
putational capacity enabling sophisticated machine models (complex multi-physics FEA)
and modern optimization algorithms, allow for a much more competent approach towards
the machine design process and its multi-objective optimization problem. However, the
majority of SRM design literature focuses on the geometric machine cross-section, without
incorporating the control used in the final application [56, 94, 95].

The geometric cross-section and electrical design of a SRM defines its characteristic be-
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havior, especially in regard to its control performance. Therefore, it is essential to consider
the control method used in the application already during the machine design process.
The final machine geometry usually is an optimum consisting of often opposing multiple
optimization criteria. Thus, a design method is helpful which enables the machine de-
signer to optimize the machine cross-section according to his goals, while also enabling
the designer to understand how trade-offs between different optimization criteria interact
and how trade-offs are coupled to the design parameters. For this reason a machine design
method based on the concept of design of experiments (DOE) is proposed [96–98].

4.2.1 Design of Experiments

Designing an electrical machine always incorporates multiple interacting input variables,
which determine the final cross-section and electrical parameters. Optimizing all these
variables simultaneously has brought about many different design approaches. To reduce
the design complexity the amount of design variables are reduced, or only one optimiza-
tion criteria is considered, for example, the machine efficiency, torque density or torque
ripple. However, often the optimal machine for an application consists of a trade-off
between the different optimization criteria. Population based iterative optimization algo-
rithms searching for a pareto front depending on the optimization goals is one method
to reduce the time to find an optimum [98]. Another is by using a cost function with
appropriate weighting factors for the different optimization goals [94]. However, choosing
the weighting factors is not always trivial and can cause the design to become a single
solution optimization according to the selected weighting factors.

Finding the different pareto fronts for the machine optimization usually requires many
thousands of calculations. The worst case is the one factor at a time (OFAT) variation,
whereby all possible parameter combinations of the input variables are varied, one at a
time, requiring an extreme number of calculations. Genetic algorithms or neural networks
have been developed, which find an optimum solution with a lower amount of iterations
and calculations [77]. The DOE approach reduces the necessary amount of machine-design
calculations to a minimum, while handling the multi-parametric optimization.

The overall goal of DOE is to determine the cause and effect of parameters in a general
system by providing a planned statistical methodology [96]. The number of calculations
necessary are reduced mainly due to the fact that multiple parameters in the system are
varied simultaneously, while still being able to determine the correct cause and effect
relationship of each variable, to a certain extent. Thereby, the experiments as such are
planned as full- or fractional factorial designs with two or more levels. Each level describes
the amount of values used for each parameter. In a two level design only the minimum
and maximum values (range) of the parameter is used, while in a three-level design an
additional center point value between the minimum and maximum value is added [96].
A full factorial design enables an unambiguous prediction of cause and effect of each
variable, consequently the amount of experiments necessary is large (e.g. 10 variables at
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3 levels need 310 = 59049 experiments). To reduce the amount of experiments, a fractional
factorial design is used, whereby aliasing occurs, which one has to be aware of. If for given
input variables a to e, the combination of the variables abcd and ae cause the same effect,
it is assumed, that the main contributor for this effect is ae and not the combination of
the four variables abcd. If such an assumption is valid for a given system for 10 input
variables, only 158 experiments are necessary.

For the DOE approach to work effectively it is imperative to minimize the side-effects
by choosing input variables (design parameters), which are independent of each other
(orthogonal to each other). Thus, choosing the appropriate input variables is important
for this design process. This is especially true if the geometric design necessitates many
variables as is the case when designing synchronous reluctance machines [97]. With syn-
chronous reluctance machines there are about 37 input variables influencing the machine
design. In such a case multiple DOE executions with various combinations of the in-
put variables are executed. In contrast, for switched reluctance machines the number of
geometric variables is considerably lower, making the choice of design parameters more
simple. The reduced number of design variables, furthermore, allows the incorporation of
control variables in the machine design process, which is the focus of the next section.

4.2.2 Design Approach

For the machine design process all variables are divided into either geometric, categor-
ical or electrical variables. Geometric variables are, for example, the rotor radius r1 or
the stator tooth angle βs shown in figure 4.18. The different machine configurations, de-
pending on number of stator and rotor teeth, are categorical variables, while the number
of windings Nw is an example for an electrical variable. The categorical variables are
not varied in this thesis. Categorical variables are factors, which are fixed into discrete
values, e.g. the material used for the machine is fixed and can not be a combination of
different materials, as is the number of stator and rotor teeth, which should adhere to
equation (2.2) and equation (2.3). The design process with DOE is divided into three
steps as visualized in figure 4.19.

Figure 4.18: Geometric SRM parameters used for the machine design process
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Figure 4.19: Overview of the design of experiments (DOE) design process with multiple
simulation models

The three steps are discussed in the following in general, followed in section 4.2.3 by an
exemplary execution of the design process for a 1 kW 12/8 SRM.

Step 1: Draft design and DOE setup

In the first step, a rough design (initial design) of the machine is taken to create a screening
of all design variables. The main effect variables are identified and their individual effect
on the overall result is determined. Once the main effect variables are established, these
are formulated in a DOE experiment. Depending on the amount of variables to investigate
simultaneously and which factorial design is chosen, the number of experiment executions
necessary is determined. The experiment formulation is done in the software Minitab®

[99], but can also be done in other software such as MATLAB. The result of step 1 is
a DOE-matrix containing all variable variations, which represent the experiments, or in
this case, simulations calculated in step 2.

56



4.2 Machine Design Methodology Considering Control

Step 2: Experiment / Simulation Execution

Step 2 consists of the execution of the experiments (or simulations) to determine the
responses for the given parameter variations. The pre-process simulation prepares the
simulation by taking the variables from the DOE-matrix from the previous step and
applies it to the system simulation and machine model. Thereafter, the simulation is exe-
cuted followed by the post-processing. The results are passed from MATLAB to Minitab®

for the statistical analysis, i.e. step 3.

The various aspects of machine design (electromagnetic, electrical, control, loss and ther-
mal) are accounted for by executing the DOE simulations with its respective model and
evaluating each response during the regression analysis. Thus, different models and sim-
ulation software is used to cover all the different aspects. The electromagnetic model
represents the most basic model necessary for the machine design process, as it contains
the geometric cross-section of the machine and predicts the flux linkage distribution and
torque production. In its simplest form, an analytical machine design software such as
PC-SRD from SPEED is used. Thereby, the geometric and electrical main-effect variables
(p1 to p10) from the DOE experiment are passed to PC-SRD. In PC-SRD the machine is
simulated using hysteresis current control. Following the machine simulation, the output
parameters necessary for the optimization and design boundary conditions are passed
back to the DOE via a MATLAB-script.

PC-SRD not only incorporates the electromagnetic model, but also the electrical model,
which is used to determine the number of windings Nw, the phase resistance Rph, machine
current iph, as well as the current density JRMS. The active machine mass mactive consisting
of the active rotor mrotor, stator mstator and copper coil mass mCu are also calculated for
each machine.

To add the thermal limits to the design procedure a loss model and thermal model is
required. The loss model is either taken from PC-SRD, or is implemented in the system
simulation [86]. As a thermal model Motor-CAD is used [100]. The geometry and calcu-
lated losses from PC-SRD are linked to Motor-CAD. Motor-CAD executes its model and
calculates the corresponding steady state hot-spot Tw,max and average winding tempera-
tures Tw,avg, which are handed back to PC-SRD. The updated temperature values are again
used to execute the electromagnetic model in PC-SRD. This process is executed iteratively
until a steady state operating point (e.g. no change in copper losses PCu or temperature
Tw,max occur) is reached. The thermal model considers the application specific cooling and
therefore, the losses which can be dissipated. The results (output variables) are handed
to Minitab® for the statistical analysis.

The control model given in PC-SRD is limited to hysteresis current control. Therefore,
designing a machine explicitly for other control types, for example DITC (section 2.3.2),
requires a different modeling approach.
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Figure 4.20 shows the proposed system simulation approach used for control types other
than HCC. The electromagnetic model consists of a FEA model, which is generated via a
MATLAB-script from the DOE-matrix. FEA generates the characteristic Tph(iph,θel)- and
ψph(iph,θel)-LUTs. These tables then are used in a MATLAB/Simulink system simulation as
introduced in section 2.3 (see figure 2.6 and figure 2.9). The system simulation consists of
the SRM machine, represented as a phase-based LUT model (see section 3.2), an inverter
and machine control. In this thesis PC-SRD is additionally used to determine the phase
resistance Rph and active machine mass (mactive). The loss model is implemented in the
system simulation and iteratively executes the Motor-CAD thermal model to determine
the stable operating condition.

output 
variables

input 
variables

FEA-model (JMAG) System simulation (Matlab)

SRMInverterControl

Analytical model (SPEED) Thermal model (Motor-CAD)

Figure 4.20: System simulation for the machine design process

Step 3: Statistical Analysis

In step 3 all experiment results including the responses are gathered and analyzed. At first
a regression equation is generated from the responses. The regression equation describes
the predicted response (e.g. torque, torque ripple, efficiency, temperature, mass, etc.) in
terms of the input variables (p1 - p10) as defined in 4.3. These equations are combined
to a response surface method (RSM), which allows the machine designer to view the
interactions and trade-offs between the design variables and all predicted responses of
interest.

The residual of the regression equation describes the discrepancy between the predicted
response by the equation and the actual response value from the experiment. A small
residual increases the confidence with which the designer can predict and optimize the
machine. A large residual usually indicates input variables, which are not independent of
each other. In such a case the used input variables should be reconsidered.

The benefit of using DOE is in the possibility to change the optimization goals during
the final design stage (step 3), without repeating the time-consuming experiments (simu-
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lations). The RSM, therefore, enables the designer to understand how optimization goals
interact with each other and how best to choose the input parameters to accomplish the
desired overall goal.

4.2.3 Exemplary Machine Design: SRM-12/8

To illustrate the proposed design methodology, a three phase 12/8 1 kW SRM is used in
this section. This SRM is similar to the final design of SRM-12/8.

At first, the generalized design parameter definitions and boundary conditions for SRM
design are introduced. Thereafter, guidelines to create an initial machine design (first
draft design) from the machine specifications and boundary conditions are presented. The
DOE design process according to figure 4.19 is executed next. The execution is using the
analytical SRM model (PC-SRD) with HCC control. The resulting machine designs for
three differing optimization goals, maximum efficiency SRMeff , minimum torque ripple
SRMrpl and maximum torque per mass SRMmas are presented. In all simulations the
SRM model is coupled with a thermal model (Motor-CAD) and iteratively executed to
adapt the winding temperatures Twdg and phase resistance Rph respectively as displayed
in figure 4.20.

4.2.3.1 Design Parameter Definition & Boundary Conditions

In the presented three-level DOE design process with center point, 10 independent design
variables (p1 - p10) are varied simultaneously resulting in 158 experiments that need to
be executed. The specifications for the machine design, given by the application, are
summarized in table 4.1. The goal is to design a three-phase machine with an output
power Pdesign = 1 kW, at a speed of ndesign = 1500 rpm supplied by a vdesign = 48 V inverter.
A machine with 12 stator and 8 rotor teeth is designed. The machine configuration is
either defined by the application or determined by a pre-design process as described in
[101].

Additionally to the design parameters and machine specifications, a number of boundary
conditions are defined. Table 4.2 contains the geometric-, electrical- and application
parameters fixed during the DOE process. The shaft radius rsh and outer stator radius
r3 are usually defined by the application. The minimum air-gap length δag and maximum
copper slot-fill factor Sfill is defined by the motor manufacturer and the type of production
techniques used. The slot-fill factor Sfill is defined by the type of coil winding used, i.e.
needle winding, bobbins or pressed coils [102]. As a general slot-fill factor Sfill for SRMs
in industry a value between 30 % and 55 % is found [94]. The manufacturer used by the
author defined a maximum slot-fill factor of 45 %. The slot-fill factor in this thesis is
defined as the coil copper area divided by the entire slot area including all isolation and
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Table 4.1: Machine design specifications

Description Values

Pdesign Power rating 1 kW

ndesign Speed rating 1500 rpm

Tdesign Torque rating 6.36 Nm

vdesign Voltage rating 48 V

Nph Phase number 3

Steel material M330-35A

spacers. For the design, an isolation material for temperature class F is chosen. According
to EN60034-1 this allows a hot-spot temperature of 155 °C and a maximum temperature
rise of ∆Tmax of 105 °C assuming an ambient temperature of Tamb = 40 °C. The maximum
winding design temperature results in Tw,max = 145 °C.

Table 4.2: Geometric-, electrical- and application parameters fixed during DOE as
boundary conditions

Description Values

rsh b1 Rotor-shaft radius 11 mm

r3 b2 Outer stator radius 62.5 mm

δag b3 Air-gap length 0.35 mm

Sfill b4 Slot-fill factor 6 45 %

Tw,max b5 Max. winding temp. 6 145 °C

Tamb b6 Ambient temp. 40 °C

From parameter screenings and design literature [94, 95, 103] the main effect contribution
geometric design parameters (p1 - p6), electrical and control parameters (p7 - p10) varied
during the DOE process are determined and displayed in table 4.3. The table contains
the range (minimum and maximum values) used. These ranges are defined around an
initial machine design SRMini, which is introduced in the following section.

4.2.3.2 Initial SRM Design

The initial design relies on generic assumptions and experiences, which have proven suc-
cessful in the past by a number of machine designers [56, 95, 97, 102, 104, 105]. What
initial machine design is chosen does not influence the DOE design process, however, the
following guidelines result in a good starting point for the design methodology.

All geometric parameters varied are shown in the SRM cross section in figure 4.18. From

60



4.2 Machine Design Methodology Considering Control

Table 4.3: Geometric- and electrical parameters varied in DOE with the initial SRMini

machine design parameters

Description unit DOE SRMini

r0 p1 Rotor-yoke radius mm 20− 29 28.4

r1 p2 Air-gap radius mm 32− 43 37.5

r2 p3 Stator-yoke radius mm 50−57 55.0

lstk p4 Stack length mm 60− 90 76.0

βr p5 Rotor-tooth arc ° 14− 18 16

βs p6 Stator-tooth arc ° 13− 17 15

Nw p7 No. of turns 30−55 40

θon p8 Turn-on angle ° −10− 50 10

θoff p9 Turn-off angle ° 120− 170 145

ipk p10 Peak current A 40− 90 70

the stator tooth number Ns, the stator-tooth arc βs is determined as in equation (4.2).
The factor karc,s is usually between 0.85 and 1, depending on the optimization criteria, i.e.
either if machine efficiency or power density is more important [102, 104]. For the initial
design karc,s = 1 is chosen, because for the initial machine no optimization preference is
required.

βs =
360°

2 ·Ns

· karc,s =
360°

2 · 12
· 1 = 15° (4.2)

In most applications the rotor-tooth arc βr is equal or larger than the stator-tooth arc βs.
A rotor tooth adjustment factor karc,r shown in equation (4.3) is added to the calculation
of βr as shown in equation (4.4). Increasing βr reduces an overly saturated rotor tooth and
thus losses, while also allowing more time for the current to demagnetize in the aligned
position before producing negative torque [56, 95]. For the initial design karc,r = 1 would
suffice, even though karc,r = 1.07 is chosen in the example so that βr = 16°.

1 < karc,r < 1.1 (4.3)

βr = βs · karc,r = 15° · 1.07 = 16° (4.4)

In [95] an air-gap radius r1 between 40 % and 70 % of the outer stator radius r3 is suggested.
In equation (4.5) a value of r1/r3 = 60 % is selected for the initial design. The range of r1

for the DOE process shown in table 4.3 equates to 50 % and 70 % of r3. The maximum
air-gap radius r1 is limited by the slot area necessary for the windings Nw and resulting
maximum current density Jmax

RMS, which in turn determines the thermal loading (maximum
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winding temperature Tw,max) of the machine. Machines with a lower electrical loading
(lower current densities allowed) will generally have a smaller ratio between r1/r3.

r1 = 60 % · r3 = 37.5 mm (4.5)

In machines with long flux path coil configurations the magnetic flux φ through a stator
tooth divides into the stator yoke to the left and right of said tooth. To reduce the influence
of saturation the stator-yoke width ws,yoke is overdimensioned in relation to half the stator-
tooth width ws,tooth by the factor kw,sy = ws,yoke/ws,tooth as shown in equation (4.6) [95, 104].
Increasing the value of kw,sy beyond 50 % is done when dominant yoke saturation due to
multi-phase excitation in high phase number machines is expected, or to influence the
mechanical stability and thus, the acoustic behavior (vibrational noise) of the machine
by intentionally increasing the yoke thickness [40, 89, 105, 106]. For the initial design
kw,sy = 50 % is chosen resulting in a stator-yoke radius r2 according to equation (4.7).
Lower values of kw,sy are used when torque density is of highest priority.

20 % < kw,sy < 50 % (4.6)

r2 = r3 −
(

sin(
βs

2
) · (r1 + δag) · (1 + kw,sy)

)
= 55.0 mm (4.7)

The rotor-yoke radius r0 is calculated from the rotor-tooth height htooth,r. To minimize
stray flux between the stator teeth and rotor yoke, a minimum height for the rotor teeth
is determined. The maximum distance between the stator- and rotor tooth tips dgap,rs at
the unaligned rotor position is defined in equation (4.8). The rotor-tooth height htooth,r

should be a factor larger than the distance dgap,rs to reduce stray flux between the stator
and rotor yoke. The relationship htooth,r/dgap,rs is defined and investigated in [106, 107].
Radun and Anwar et.al. determine that a rotor-tooth height htooth,r of at least 1.5, or
more conservative 2 to 2.5 times the length of dgap,rs as in equation (4.9) is necessary. At
such heights the unaligned inductance does not increase any more due to stray flux, and
therefore, torque production in the machine is not compromised.

dgap,rs =
2π · r1

360°

·
[(

360°

2 ·Nr

− βr

2

)
−
(

1 +
δag

r1

)
· βs

2

]
= 4.53 mm (4.8)

1.5 <
htooth,r

dgap,rs

< 2.5 (4.9)

With equation (4.8) and the factor from equation (4.9) of htooth,r/dgap,rs = 2, the rotor-yoke
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radius r0 for the initial design is calculated in equation (4.10).

r0 = r1 − htooth,r = 28.4 mm (4.10)

The machine stack length lstk is either estimated from the rotor volume consisting of
the rotor area Aag,rotor (equation (4.11)) and stack length lstk, and application torque
Tdesign if a fitting thrust factor σ for the used cooling and machine size is known as in
equation (4.12).

Aag,rotor = π · r2
1 = 0.0044 m2 (4.11)

lstk =
Tdesign

σ · Aag,rotor

(4.12)

Without a thrust factor σ the machine length lstk, as well as the magneto motive force
ΘMMF necessary for the machine to produce roughly the desired torque has to be de-
termined from a first machine simulation. As a starting point for the turn-on θon and
turn-off angle θoff the values 10° and 145° are selected respectively, which are commonly
used switching angles for switched operation using HCC. The ΘMMF is divided into num-
ber of windings Nw and a peak current ipk (maximum current given by inverter rating to
be used) used by the control. In the example lstk = 76.0 mm, Nw = 40 and ipk = 70 A.
These starting values should roughly produce the required torque at the given voltage
vdesign and speed ndesign. The final desired torque and control values (θon, θoff , ipk) will be
selected once the DOE is completed and the regression equations are evaluated.

The cross section of the initial machine design SRMini is shown in figure 4.21a.

4.2.3.3 Machine Design with Hysteresis Current Control

In this design execution a machine model and hysteresis current control from PC-SRD
is used. The machine is designed with a self-ventilated cooling, which is considered in
the Motor-CAD model. Three design optimization criteria, maximum efficiency SRMeff ,
minimized torque ripple SRMrpl and maximum torque per mass SRMmas are pursued.
The main benefit of the DOE approach is that the shift between the different design
optimizations is possible after the time consuming experiments (simulations) are done.
Therefore, the optimization in regard to the different trade-offs is possible during the final
analysis (step 3).

The ranges of all ten design variables p1 - p10 varied simultaneously in DOE are given in
table 4.3. All DOE responses and machine results for the different optimization criteria,
SRMeff , SRMrpl and SRMmas are summarized in table 4.4. The corresponding machine
cross sections are shown in figure 4.21. To maximize the efficiency, the losses have to be
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Table 4.4: SRM design results and DOE responses for various optimization criteria
(SRMeff , SRMrpl and SRMmas)

Description unit SRMini SRMeff SRMrpl SRMmas

r0 p1 Rotor-yoke radius mm 28.4 25.0 21.0 20.5

r1 p2 Air-gap radius mm 37.5 33.8 32.0 43

r2 p3 Stator-yoke radius mm 55.0 55.9 57.0 56

lstk p4 Stack length mm 76.0 75.0 75.0 74.0

βr p5 Rotor-tooth arc ° 16 16.9 17 16.5

βs p6 Stator-tooth arc ° 15 16 16 14

Nw p7 No. of turns 40 55 44 39

θon p8 Turn-on angle ° 10 14 6 30

θoff p9 Turn.off angle ° 145 120 170 120

ipk p10 Peak current A 70 66 71 80

ηeff Efficiency % 79.1 83.1 76.7 77.9

Trpl Torque ripple % 101 146 45 182
T/wt Torque per mass Nm/kg 1.25 1.28 1.27 1.33

Tnom Torque Nm 6.87 6.86 6.66 6.38

mactive Active total mass kg 5.49 5.36 5.23 4.8

mFe Iron mass kg 4.45 3.94 3.59 3.88

mCu Copper coil mass kg 1.04 1.42 1.64 0.92

JRMS Current density kg 8.2 6.1 6.3 8.2

Tw,max Max. winding temp. °C 145.8 116.3 144.4 145.4

Tw,avg Avg. winding temp. °C 137.2 112.5 141.0 136.6

minimized for the given power rating of 1 kW. In the low speed SRM, copper loss PCu is
dominating, therefore, the copper cross sectional area is maximized by increasing the slot
area by maximizing the stator-yoke radius r2, while keeping the stator teeth relatively wide
at βs = 16° for torque production. Reducing the current density JRMS from 8.2 A/mm2 in
the initial design SRMini to 6.1 A/mm2 results in the highest efficiency and corresponding
in the lowest overall operating temperature at Tw,max = 116.3 °C.

From the maximum winding temperatures Tw,max of the other machine designs (SRMini,
SRMrpl, SRMmas) it can be concluded that the chosen power (1 kW) and given machine
volume is limited by the cooling. The machines can not be designed completely freely,
but the copper losses in all the designs have to be reduced to fit the winding temperature
boundary condition of 145 °C. In figure 4.22 the torque and current waveforms from PC-
SRD simulations for the machines SRMeff , SRMrpl and SRMmas are presented. The control
for efficiency optimization results in a single pulse current trajectory, producing the most
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torque for the lowest RMS current. The single pulse results from the maximum possible
windings (Nw = 55) in the DOE.

The torque ripple optimized SRM has a similar cross section compared to SRMeff . For low
torque ripple in a three phase machine a certain phase overlap is necessary, possible by
wide stator (βs = 16°) and rotor teeth (βr = 17°). Furthermore, in contrast to SRMeff , the
low current density and therefore, efficiency is traded for a current waveform (i.e. turn-on
angle θon, turn-off angle θoff , peak current ipk), which produces a constant output torque.
The current waveform iph,rpl in figure 4.22b is such, that the phase overlap produces a
constant torque with only 45 % torque ripple, visible for Trpl in figure 4.22a.

Optimizing a SRM for minimum mass, results in the smallest stator (βs = 14°) and rotor
teeth (βr = 16.5°) possible in the DOE experiment. For the given machine the teeth
would ideally be even smaller, but are limited by the range chosen for the DOE setup. In
such a case a second DOE run should be done, adjusting the boundaries of the main effect
variables. For a mass optimized machine smaller teeth arcs between 12° and 14° should be
used. However, if only such small teeth would have been varied, no SRM with constant
torque would have been in the solution. This shows, that depending on the design criteria

(a) SRMini: initial design (b) SRMrpl: torque ripple

(c) SRMeff : efficiency (d) SRMmas: torque per mass

Figure 4.21: Cross sections depending on different optimization criteria

65



4 DITC Control Improvement - Fault-Free Operation

(a) Torque waveforms (b) Current waveforms

Figure 4.22: Torque and current trajectories for various optimization criteria simulated
in PC-SRD

a second DOE execution, extending the variable range used in a first DOE execution, can
be necessary.

DOE presents an iterative approach to find the target solution, however, the convergence
to the best result is very efficient and thus, fast. In the example of the 12/8 machine
shown, the optimization criteria are only applied once the DOE experiment is done and
the regression equations have been determined. The impact, changes in the optimization
criteria have, can directly be linked to changes in the geometry, electrical or control
setup.

An additional benefit in the proposed machine design methodology is that the optimal
control parameters for hysteresis current control (HCC) are determined along with the
geometric and electrical parameters. The waveforms of torque and current shown in
figure 4.22 represent the optimal control parameters for each machine SRMrpl, SRMeff

and SRMmas. The parameters resulting in these waveforms are displayed in table 4.4
The different winding number Nw and turn-on θon, turn-off angle θoff and reference peak
current ipk depending on the optimization is clearly visible.

From the torque waveforms in figure 4.22a it is visible that not all machine designs are
capable of producing a constant torque with low torque ripple. Due to their limited phase
overlap not all three phase machine designs are capable of producing low torque ripple
operation independent of whether HCC or DITC is used. In three phase machines the
phase overlap has to be large enough by means of geometric design [108]. In this example
only SRMeff can effectively be operated with DITC resulting in an even lower torque ripple
compared to the HCC results shown in figure 4.22a. In higher phase number machines
(Nph > 4) a minimum phase overlap is inherently present making them intrinsically able
to produce torque with low ripple when using DITC.
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4.2.4 Conclusions

The DOE approach enables a streamlined design process incorporating the control. The
exemplary design clearly shows how the different contradicting optimization criteria re-
sult in different machine cross sections (figure 4.21) and torque trajectories (figure 4.22).
With only one DOE execution with 158 experiments, the interactions between the design
variables are visible and made understandable for the design engineer.

The time-saving design process with the introduced system simulation in figure 4.20 com-
bining an electromagnetic FEA machine model, temperature model in Motor-CAD and an
arbitrary control (HCC, DITC or fault tolerant strategies) in MATLAB, allows a holistic
design approach for future drive system (machine and control) developments.

4.3 Excursion: PWM-DITC Considering Mutual Coupling

The different influences and effects mutual coupling, due to coil orientation of the indi-
vidual phases have on each other, has been shown in section 3.4. In this short excursion a
method for incorporating the coupling effect in DITC is presented and simulation results
for alternating and non-alternating coil arrangement for SRM-16/12 are discussed.

Control Approach

The main difference to conventional DITC is that the interaction between the two active
phases is considered during torque estimation, torque sharing algorithm and flux linkage
allocation. Figure 4.23 shows the schematic overview of a LUT-based control approach,
which considers phase coupling.

The flux linkage estimation (minimum and maximum flux linkage possible in the next
switching period) is determined for each phase individually from the applied duty cycle
dn, phase voltage vph and measured phase current iph. The torque is estimated by using
the lookup table T (ψ1,ψ2,θel). The machine characteristics and influence due to coil
arrangement is incorporated within this one LUT, as it is dependent on the flux linkage
of both active phases and represents one coil arrangement. In case of even phase machines,
where both alternating and non-alternating phase neighbors are present, two T (ψ1,ψ2,θel)
tables are necessary. One for each coil arrangement. Furthermore, as three input variables
ψ1, ψ2 and θel are required, implementing this LUT in hardware becomes computationally
expensive. However, as the back calculation from torque reference to flux linkage reference
is done with torque samples, as introduced in section 4.1.2, only the torque lookup table
is necessary for the entire control algorithm. The arbitrary number of torque states used
during the lookup and allocation process is marked by the index k, i.e. Tk, ψ1,k, and ψ2,k.
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duty 
cycle

 
inverter

flux linkage estimator

torque sharing & flux linkage allocation

s

predictor: flux-/ torque states

Figure 4.23: Schematic overview of predictive PWM based DITC control structure con-
sidering mutual phase coupling [83]

The torque sharing algorithm usually is done by a phase priority stack [49]. This is
changed to a two dimensional nearest fit problem [13]. As depicted in figure 4.23 the
possible torque values Tk, due to the flux linkage range of incoming phase 1 (ψ1) and
outgoing phase 2 (ψ2) for the next switching period, spans a two dimensional matrix
(Tk,ψ1,k,ψ2,k). According to the reference torque T ∗ref the nearest torque value from Tk is
selected. Similar to the priority stack, the incoming phase (phase 1) has priority to ensure
adequate magnetization of the phase. This leads to an additional control condition that
the torque value from Tk is selected, where flux linkage of phase 1 ψ1 is maximized. The
reference flux linkage for both active phases is calculated from the tuples Tk,ψ1,k,ψ2,k.

Simulative Results

PWM-DITC with mutual coupling is implemented in MATLAB Simulink. The machine
model used is presented in section 3.4 and results thereof are denoted in the simulation
graphs by Simulink, while the reference values from the control are denoted by Control ref.
The MATLAB results are compared to the results from a coupled FEA model presented
in section 3.5. The FEA results are denoted as FEA SRM model.

The simulation results are performed for SRM-16/12 at an operation of 5 Nm and 400 rpm
with an alternating coil arrangement (see figure 3.7a) and non-alternating coil arrange-
ment (see figure 3.7b). As SRM-16/12 is a four phase machine there are always both
types of phase commutations (parallel and anti-parallel) present, independent of the coil
arrangement chosen.

The first results discussed are for the non-alternating coil arrangement in figure 4.24
when no phase coupling is considered in the control and in figure 4.25 when phase cou-
pling is considered. Without phase coupling the control is implemented as presented in
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section 2.3.2, where all phases are considered individually. The torque waveforms in fig-
ure 4.24a show that the controlled torque is constant. However, the output torque from
the LUT-based coupled SRM model (Simulink SRM model) and the coupled FEA torque
(FEA SRM model) is not as flat, the influences of the parallel and anti-parallel phase com-
mutation are visible. The harmonic torque components are displayed in figure 4.24b, the
corresponding current and flux linkage waveforms for each phase are shown in figure 4.24c
and figure 4.24d respectively.

The torque results demonstrate that even though the absolute values of phase coupling
are very small (< 6 %), the different coupling effects present can clearly be identified in
the high harmonic content visible in figure 4.24b. In SRM-16/12 only the 16th harmonic is
expected due to the 16 stator teeth, which also is present when coupling is considered (see
figure 4.25b). The high 4th harmonic, representing the high singular peak in figure 4.24a
at 5 ms, is due to anti-parallel coil coupling of phase 1 and phase 2. During the anti-
parallel coupling, the flux linkage of the two phases act additive, increasing the overall
output torque. In contrast, the subsequent next three phase commutations (2 → 3,
3→ 4, 4→ 1) are coupled parallel as the flux linkage is orientated in the same direction,
resulting in subtractive coupling and, thus, reducing the output torque. The parallel
coupling results in the 12th harmonic, visible in the fast fourier transform (FFT) of the
torque (figure 4.24b). Per mechanical revolution thus 4 high instantaneous peaks occur
due to anti-parallel coupling and 12 low dips due to anti-parallel coupling. In between
these dips there are smaller peaks which cause the visible 8th harmonic.

The torque waveforms when the DITC algorithm considers phase coupling are shown in
figure 4.25a. All three torque waveforms are similar and virtually independent of phase
coupling, which is reflected in the low harmonic content in figure 4.25b. Both results
show that the LUT-based modeling approach matches very well with the coupled FEA
results. This is especially visible from the matching coupled flux linkage trajectories in
figure 4.25d. In figure 4.25d, negative values for phase flux linkage show that not only
the self-flux linkage of the corresponding phase induces flux into the phase, but also the
mutual flux of neighboring phases. The negative value for flux linkage resemble coupled
flux linkage induced into the opposite direction, i.e. parallel connection. Only the flux
linkage of phase 1 during 6.5 ms < t < 9 ms shows a positive flux linkage value during
phase coupling with phase 2. All other phases show a small negative flux linkage value
due to parallel phase coupling.

The results for SRM-16/12 with alternating coil arrangement are shown in figure 4.26
when control does not consider phase coupling and in figure 4.27 when coupling is con-
sidered. In contrast to the previous torque waveform figure 4.26a shows the torque ripple
with three anti-parallel and one parallel phase coupling torque peak.
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(a) Total torque

(b) FFT of output torque

(c) Phase current

(d) Flux linkage

Figure 4.24: SRM-16/12: Simula-
tion results for non-
alternating excitation
without considering
mutual coupling in the
control [83]

(a) Total torque

(b) FFT of output torque

(c) Phase current

(d) Flux linkage

Figure 4.25: SRM-16/12: Simula-
tion results for non-
alternating excitation
considering mutual cou-
pling in the control
[83]
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(a) Total torque

(b) FFT of output torque

(c) Phase current

(d) Flux linkage

Figure 4.26: SRM-16/12: Simulation
results for alternating ex-
citation without consid-
ering mutual coupling in
the control

(a) Total torque

(b) FFT of output torque

(c) Phase current

(d) Flux linkage

Figure 4.27: SRM-16/12: Simulation
results for alternating ex-
citation considering mu-
tual coupling in the con-
trol
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Conclusions

In the simulated SRM-16/12 an additional torque ripple due to mutual coupling of 6 %
is observed, which is comparable to a discussion presented in [109], where a torque ripple
of 5 % is accounted for by mutual coupling.

In SRMs with an odd number of phases and alternating coil arrangement only the spatial
harmonics of the stator teeth are present. This is due to the fact that the harmonics due to
coupling co-inside with the phase commutation harmonics. A control considering mutual
coupling would, however, reduce the absolute value of the stator tooth harmonic. When
using a non-alternating coil arrangement, additional lower harmonics are introduced as
again both parallel and anti-parallel neighboring phase commutations are present, which
cause different torque coupling.
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5 Control of Distributed Inverters - Fault
Tolerant Control

In this chapter, radial force minimization controls (RFMCs) in conjunction with direct
instantaneous torque control (DITC) are proposed. The main goal remains minimizing
torque ripple during fault, while also minimizing the radial unbalanced magnetic pull
(UMP).

At first only DITC is used in fault-free and single pole fault operation. An elementary
fault control is introduced, whereby, the stator pole opposite the fault pole is switched off
to avoid unbalanced magnetic pull. The resulting limits are investigated, followed by a
proposal of the RFMC control strategy. A simplified radial force minimization control for
single pole fault (S-RFMC) is proposed, which is implemented on the FPGA of the used
rapid prototyping hardware. Especially, the thermal ramifications of the fault tolerant
control strategies in respect to different SRM configurations are investigated.

5.1 Unbalanced Magnetic Pull During Single Pole Fault

The torque sharing algorithm (see figure 4.4) is principally responsible for a smooth torque
output of the SRM. The algorithm controls the torque ripple and the average output
torque. The reference torque T ∗ref is divided amongst all active phases. In case of a
distributed inverter the torque is, furthermore, distributed amongst all active pole modules
of one phase. During fault-free operation the torque is distributed equally resulting in a
symmetrical flux distribution. The symmetrical flux causes equal symmetric radial pole
forces in opposing directions, resulting in a balanced condition, as displayed in figure 5.1a
for phase 1 of SRM-16/12.

Distributed inverters cause each stator tooth to be electrically independent from each
other even in case of a fault. A fault in a pole inverter module or stator tooth coil does
not cause the complete failure of the machine’s phase, but only one inverter module, i.e.
stator tooth, is rendered non-functional. The remaining poles in the faulty phase are still
operational and can be used to produce torque.

In figure 5.1b pole 1.1 is faulty, resulting in three remaining active poles (1.5, 1.9 and
1.13). The opposite poles 1.5 and 1.13 create a balanced condition in the horizontal axis,
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(a) Fault free: balanced pole force condi-
tion

(b) Fault pole 1.1: UMP caused by pole 1.9

Figure 5.1: Unbalanced magnetic pull (UMP) due to fault in pole 1.1 and resulting force
caused by critical pole 1.9 (F9)

however, pole 1.9 causes an unbalanced radial force F9. This force is called critical pole
force, as it causes an unbalanced magnetic pull (UMP) on the bearing during operation.

In figure 5.2 a simulation result for SRM-16/12 is shown at the operating point 5 Nm and
400 rpm. The first half of the result shows fault-free DITC operation, while the second
half shows the operation during a single pole fault of pole 1.1. If the fault is not detected
by the control a torque dip of 1.25 Nm in the overall torque T no

sum becomes visible, as phase
1 is only producing 75 % of the reference torque.

If the pole fault is detected by the control, DITC can react to the torque dip by distributing
the reference torque T ∗ref amongst all three remaining healthy poles, as long as the power
limit of the machine and the pole inverters are not reached. From figure 5.2b it is visible
that the increased current in the healthy poles, required to compensate for the missing
torque, increases the UMP from 350 N to 430 N. The per pole RMS current thereby,
changes from 1.98 A to 2.19 A.

Requirements for Fault Tolerant Switched Reluctance Drives

For a switched reluctance drive to be operable during single pole fault, the drive system
has to fulfill a few requirements. The first is that the machine used has at least two pole
pairs. This allows control flexibility compensating the UMP during fault. Furthermore,
the machine requires a similar phase overlap as found in DITC. In DITC the phase overlap

74



5.1 Unbalanced Magnetic Pull During Single Pole Fault

is necessary for a smooth and continuous torque production during phase commutation.
Similar, in the following sections it will be shown that for fault control, a certain phase
overlap is necessary for radial force compensation.

For the control to be able to react to a fault, the fault has to be detected by appropriate
sensing and isolated from the functioning drive system as mentioned in section 2.2.3.
Furthermore, in the following sections it will become evident, that the fault tolerant
control strategy requires voltage reserve. This again is similar to the requirements of
DITC to ensure flexibility controlling the current trajectory.

In the following sections different fault tolerant control (FTC) algorithms are proposed
with the task to keep the output torque stable, while reducing the amount of UMP on
the bearings.
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(a) Total torque and per phase torque

(b) Net radial force (UMP)

(c) Radial force per pole

(d) Current per pole

Figure 5.2: SRM-16/12: Simulation result of UMP switching from fault-free to single
pole fault during PWM-DITC operation at 5 Nm and 400 rpm with (Twi

sum)
and without (T no

sum) fault detection in the control
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5.2 Elementary Fault Control - Critical Pole Turn off

In machines with more than two pole pairs an elementary fault control (EFC) can be
implemented. Thereby, during single pole fault, the critical pole producing the UMP is
switched off, leaving the remaining poles of that phase to produce the reference torque.
Once the pole fault is detected, the torque sharing algorithm distributes the torque
amongst the remaining poles. This creates a symmetrical excitation and equal radial
forces of all opposite poles. This elementary control method is very effective in reducing
UMP [32], however, with the limitation that the healthy poles of only the faulty phase
compensate the missing torque by increasing their current loading.

5.2.1 DITC Approach: From Healthy Phase to Fault

During fault-free operation all poles of a phase are excited symmetrically resulting in
an even flux distribution, named 4polesA (4A), as shown for SRM-16/12 in figure 5.3a.
Always two opposite poles have the same coil orientation causing four flux loops in a SRM
with two pole pairs. During a single pole fault, as previously introduced, an asymmetric
current excitation and flux distribution occurs in the machine resulting in UMP. The
simplest method to avoid UMP is to switch off the pole producing the UMP, i.e. the
pole opposite to the faulty pole. Switching off the critical pole minimizes the UMP, but
also creates stray flux through the faulty and switched off poles as visible in figure 5.3b.
This two pole excitation, named 2polesA (2A), is not common as both remaining coils
produce a flux in the same direction, which then is forced through the inactive poles. In
contrast, figure 5.3c shows the flux distribution of a common two pole excitation (2polesB,
2B), where both poles produce flux in opposite directions, in respect to rotor and stator,
resulting in only two flux loops. However, this coil orientation is only possible if one of

(a) Fault-free: 4polesA (b) EFC: 2polesA (c) 2polesB

Figure 5.3: SRM-16/12: Magnetic flux distribution from different coil excitation during
fault-free (a) and fault (b) & (c) condition
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the pole inverters can operate its current in the opposite direction, i.e. if the pole inverter
were a full-bridge inverter and could produce positive and negative current.

The stray flux, which arises in 2polesA when the critical pole is turned off, results in a
change of the torque characteristic of the machine [20]. In figure 5.4 the measured static
torque profile for SRM-16/12 with different coil excitation conditions is shown. Thereby,
the torque per pole and current per pole values are used to make all configurations com-
parable. It is evident that the fault-free condition 4polesA and the common two pole
excitation 2polesB are very similar in their per tooth torque capability. The torque pro-
duced by the 2polesA configuration is considerably lower, especially at rotor position θel

values larger than 60°.

Figure 5.4: SRM-16/12: Pole torque measurements of the different coil excitation pos-
sibilities during fault-free and fault (EFC) conditions

Therefore, using the fault-free DITC Tph(ψph,θel)-LUT during EFC may not be sufficient
to control a smooth torque. For EFC to have the same instantaneous torque output as
fault-free DITC, a second Tph(ψph,θel)-LUT containing values for the 2polesA excitation
is necessary.

5.2.2 Simulation and Thermal Implications

In figure 5.5 the simulation result for SRM-16/12 at 5 Nm and 400 rpm during single pole
fault and EFC is shown. The superscripts 4A and 2A, in the figures, represent the use
of a Tph(ψph,θel)-LUT, either of the normal 4polesA from DITC or a 2polesA-LUT in the
EFC control.

The results clearly show the effectiveness of EFC in reducing the UMP (figure 5.5b).
The torque waveform in figure 5.5a shows a dip from 5 Nm to 4.5 Nm for T 4A

sum, when the
4polesA LUT is used. This dip is caused by the change in torque characteristics mentioned
previously due to the flux distribution in the SRM. The torque dip is compensated if EFC
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(a) Total torque and per phase torque

(b) Net radial force (UMP)

(c) Radial force per pole

(d) Current per pole

Figure 5.5: SRM-16/12: Simulation results during single pole fault switching to EFC
operation at 5 Nm and 400 rpm with 4polesA and 2polesA control models
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uses the Tph(ψph,θel) table for the 2polesA excitation and thereby, considering the change
of flux distribution in the machine.

The increase in pole current of the remaining healthy poles 1.5 and 1.13 in the faulty
phase (phase 1) is visible in figure 5.5d. Using the 4polesA table the RMS pole current
increases from i1,x = 2.19 A to i4A

1.5/1.13 = 2.84 A, while with the correct 2polesA tables

the current increases to i2A
1.5/1.13 = 2.98 A. The healthy pole current of the faulty phase

therefore, increases by 36 % resulting in an 85 % increase of the copper losses due to the
change in current trajectory.

Table 5.1: Change in per pole RMS current and ohmic DC-losses when switching from
DITC to EFC operating at 5 Nm and 400 rpm

Control method Poles Fr,ump Fr,i ∆Tpole iRMS ∆iRMS ∆PCu

DITC no fault 4/4 ∼ 0 N 340 N 100 % 1.98 A 100.0 % 100.0 %

DITC with fault 3/4 430 N 430 N 133 % 2.19 A 110.6 % 122.3 %

EFC 4A 2/4 ∼ 0 N 540 N 200 % 2.84 A 143.4 % 205.7 %

EFC 2A 2/4 ∼ 0 N 575 N 200 % 2.98 A 150.5 % 226.5 %

Table 5.1 displays the change in current and radial pole force Fr,i during a single pole
fault and when EFC is used. As the active poles decrease from four to only two in EFC
the RMS current necessary increases to 150.5 % from the fault-free DITC operation. The
corresponding copper loss increases to 226.5 %, which corresponds to the required increase
in per pole torque of 200 %. The copper losses increase slightly more than is expected
from the per pole torque production when using EFC. Therefore, considering the healthy
state thermal loading of the machine, the RMS current and therefore, also the torque
production per pole has to be limited to not only 50 %, but to 44 %. EFC is a viable
option to reduce the UMP when operating the machine in partial load. To increase the
torque operation area during fault, all three healthy poles of the faulty phase have to be
used. In the next section a fault control strategy is introduced, which uses all healthy
poles to maximize the output torque during fault condition.

5.3 Radial Force Minimization with Least Square

The challenge of UMP during fault operation in electrical machines can be formulated as
a vector sum problem of all forces acting on the rotor. Thereby, the sum of radial forces,
i.e. net radial force should be minimized, while the sum of tangential forces should add
up to the reference torque necessary for the drive’s operating point. This minimization
problem and its effect on radial and tangential forces for different machine configurations
and their thermal behavior is discussed in this section.
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5.3.1 Theory and Control Scheme

The formulation of the vector sum problem is shown in equation (5.1) comprising of the
linear equations to be solved using a least square algorithm [110]. Thereby, C ([3 × Ns])
represents the input matrix consisting of the estimated radial and tangential forces, d is
the target vector, x is the solution vector. The lower and upper boundary conditions
for the solution x are depicted by lb and ub, respectively. Thus, the matrix size and,
therefore, the computational complexity depends on the SRM’s number of stator teeth
Ns.

min
x
‖Cx− d‖2 for lb ≤ x ≤ ub (5.1)

The radial forces Frad,i of each stator tooth i are necessary by the control as in equa-
tion (5.5). The forces are determined from the estimated flux linkage ψn+1 and rotor
position θel by using the Frad(ψ,θel)-LUT as shown in the control scheme in figure 5.10.
The radial tooth forces are transformed from polar coordinates into a stator fixed cartesian
coordinate system with equations (5.2) - (5.4).

FX
rad,i,n+1 = Frad,i,n+1 · cosϕi (5.2)

FY
rad,i,n+1 = Frad,i,n+1 · sinϕi (5.3)

ϕi = (i− 1)
2π

Ns

for i ∈ [1, Ns] (5.4)

In C the first two rows comprise of the radial tooth forces at time t = n + 1 separated
in their x and y component FX

rad,i and FY
rad,i respectively. The last row consists of the

tangential forces produced by each pole. The tangential force too is obtained from the
estimated flux linkage and rotor position and Ftan(ψ,θel)-LUT (or Tph(ψph,θel)-LUT), as
also necessary for PWM-DITC.

The vector d ([3 × 1]), shown in equation (5.6), defines the optimization target. The first
two rows represent the net radial force in x and y direction respectively. The radial forces
should be minimized, therefore, zero is chosen. The third row represents the tangential
force reference Ftan,ref to be set. The tangential reference force is calculated from torque
reference T ∗ref and air-gap radius rag as in equation (5.7).
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C =

FX
rad,1,n+1 FX

rad,2,n+1 · · · FX
rad,Ns,n+1

FY
rad,1,n+1 FY

rad,2,n+1 · · · FY
rad,Ns,n+1

Ftan,1,n+1 Ftan,2,n+1 · · · Ftan,Ns,n+1

 (5.5)

d =

 0
0

Ftan,ref

 (5.6)

F ∗tan,ref =
T ∗ref

rag

(5.7)

The algorithm generates a best fit vector x (5.8), which minimizes the sum of radial forces
shown in equation (5.9). Furthermore, the x-vector solution tries to produce the desired
reference torque as stated in equation (5.10).

x =


x1

x2
...
xNs

 (5.8)

Ns∑
i=1

xiF
X
rad,i,n+1 = 0 and

Ns∑
i=1

xiF
Y
rad,i,n+1 = 0 (5.9)

Ns∑
i=1

xiFtan,i,n+1 = F ∗tan,ref (5.10)

Similar to PWM-DITC where torque can only change at a certain rate during one switch-
ing period when minimum and maximum duty cycle is applied (see section 2.3.2), the
radial tooth force too, can only change at a given rate. The least square algorithm ad-
heres to this limited rate change by defining boundary conditions when finding the solution
x. The boundaries are defined by the ratio of minimum and maximum radial force, which
can be reached at t = n + 2 to the value of currently estimated radial force at t = n + 1
as in equation (5.11).

lb =
Fmin

rad,i,n+2

Frad,i,n+1

and ub =
Fmax

rad,i,n+2

Frad,i,n+1

(5.11)
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The matrix C consists of both radial and tangential forces. Therefore, the boundary
conditions also have to be applicable to the tangential forces to be effective in the algo-
rithm.

Boundary Condition 1: Linearization of Radial and Tangential Force

In the following the validity of the boundary conditions for both radial and tangential
forces are presented. As both radial and tangential force characteristics are usually sym-
metrical around θel = 180°, the following results are limited to the rotor positions between
θel ∈ [0°, 180°]. The boundary conditions are calculated for each sampling period during
which the rotor position θel remains constant. Therefore, a linearization of the radial and
tangential force along the flux linkage axis for an equal and constant rotor position is
investigated. In figure 5.6 the change in radial and tangential force with respect to flux
linkage at a constant rotor position θel = 72° is displayed. The non-linear relationship of
both forces is clearly visible. However, the calculation of boundary conditions is confined
to a limited flux linkage range depending on the volt-second area, which can be applied
during one switching period, i.e. the switching frequency the drive is operated at. In the
shown case, SRM-16/12 is operated at fPWM = 10 kHz and a dc-link voltage of vdc = 60 V
results in a maximum flux linkage change ∆ψ = 0.006 Vs.

vdc = 60 V

Ts = 0.1 ms

∆ · ψ = vdc · Ts = 0.006 Vs

As an example, an arbitrary flux linkage ψn+1 = 0.3 Vs is chosen and displayed as a
close-up in figure 5.6 (right). For this operating point the boundary values are given in
equation (5.12) with a calculated error between the radial and tangential force lineariza-
tion of εub = 1.34 %.

ubtan =
Fmax

tan,n+2

Ftan,n+1

=
49.2 N

47.1 N
= 1.044

ubrad =
Fmax

rad,n+2

Frad,n+1

=
163.2 N

158.4 N
= 1.030 (5.12)

εub = 1− ubrad

ubtan

= 1.34 % (5.13)

The error εub is calculated for all four SRMs and the results are presented in figure 5.7.
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Figure 5.6: Linearization of Frad(ψ,θel) and Ftan(ψ,θel) characteristics of SRM-16/12 at
θel = 72°, shown over the entire flux linkage range (left) and zoomed in at
ψ = 0.3 Vs (right)

The relatively high error visible for SRM-18/12 suggests that this drive is not as suitable
to operate with radial force minimization control (RFMC) at fPWM = 20 kHz. In figure 4.1
the torque ripple simulation results for fault-free PWM-DITC already show that only at
fPWM = 40 kHz the torque ripple reduces to below 10 %. Therefore, if operation with
RFMC is desired, SRM-18/12 has to be operated at higher switching frequencies as is
visible in figure 5.8b. This figure displays the frequency dependency of the maximum
error εub. The results for the other three machines are presented in figure 5.8a.

(a) SRM-12/8: fPWM = 10 kHz (b) SRM-18/12: fPWM = 20 kHz

(c) SRM-16/12: fPWM = 10 kHz (d) SRM-20/16: fPWM = 10 kHz

Figure 5.7: Boundary error εub from the ratio of ubrad/ubtan in percent
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(a) SRM-12/8, SRM-16/12, SRM-20/16 (b) SRM-18/12

Figure 5.8: Boundary error εub in percent versus switching frequency

A generalization of the defined upper and lower boundaries as in equation (5.11) is valid
for the radial and tangential forces. As long as the flux linkage stays within the given
boundaries ψ ∈ [ψmin

n+2, ψ
max
n+2 ], a linear relative relation can be assumed and thus, be

formulated as a similarity statement as in equation (5.14).

∆Frad

Frad

∣∣∣∣
∆ψ, θel=const.

≈ ∆Ftan

Ftan

∣∣∣∣
∆ψ, θel=const.

=⇒ Frad = m1ψ
Ftan = m2ψ

for ψ ∈ [ψmin
n+2, ψ

max
n+2 ]

(5.14)

Limits of Linearization: Masking at θel = 180°

Near the aligned rotor position θel = 180°, the introduced boundary condition stated
in equation (5.14) is not sufficient anymore. Near the aligned rotor position the values
for torque (tangential force Ftan) are near zero, while the radial force values are at their
maximum. The near zero value causes an extreme of the ratio, which is not usable.
Therefore, the ratio between radial force and torque necessary for S-RFMC is limited to
values lower than 180° by adding a masking. At rotor positions between θel ∈ [178°, 182°]
the ratio values from θel = 178° is used.

Boundary Condition 2: Limiting Maximum Pole Current

In regular PWM-DITC the inverter peak current and thus, the maximum possible flux
linkage and torque for the next period is limited by imax

inv as displayed in figure 5.10. The
control algorithm predicts machine torque values, while remaining within the physical
temperature boundary of the inverter. The machine temperature itself usually is not
directly limited by the peak current imax

inv , but rather by the losses caused during operation.
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At lower speeds, where PWM-DITC and RFMC are active, the RMS current density
Jmax

RMS over time predominantly determines the machine’s temperature and limits machine
operation.

Maximum current density Jmax
RMS is determined by the cooling and winding diameter used,

and the current waveform (losses) during operation. Therefore, the machine design and
intended control strategy determine the maximum operating temperature and maximum
RMS current rating of a machine. For fault control this is especially visible for the ma-
chines, which have been designed with HCC in mind. The current trajectory of HCC and
RFMC differ considerably, resulting in a higher current density during fault control. How-
ever, the current trajectory of PWM-DITC and RFMC differ only marginally, resulting
in a similar thermal loading of the machine. To keep the thermal loading on a machine
within its bounds, the RMS current density during fault control should be similar to the
current density the machine was designed for.

In RFMC, the maximum allowed pole current imax
RFMC changes how the forces are distributed

amongst all poles and, therefore, also each current trajectory as is shown for the faulty
phase (phase 1) of SRM-16/12 in figure 5.9. It is visible in figure 5.9a that the control
maximizes current of the two opposite healthy poles 1.5 and 1.13 of the faulty phase
to the given current limit imax

pl . This produces the maximum torque while not creating
additional unbalanced radial forces. The corresponding current change in pole 1.9, which
predominantly creates the unbalanced critical force is shown in figure 5.9b.

(a) Current trajectories of pole 1.5 and 1.13 (b) Current trajectory of pole 1.9

Figure 5.9: SRM-16/12: Current trajectories for different pole current limits imax
RFMC op-

erating at 7 Nm and 400 rpm

As the pole current limit imax
RFMC is decreased from 10 A to 5 A so does the current peak in

the healthy poles 1.5 and 1.13, which in turn reduces the RMS current density JRMS of
these poles. At 5 A the current trajectory again is similar to the current trajectory seen
when operating SRM-16/12 in DITC control (see figure 2.10a). Therefore, the thermal
stress of the healthy poles during the fault tolerant control is reduced by limiting the peak
current.

In contrast to poles 1.5 and 1.13 the peak current value of pole 1.9 changes in the opposite
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direction for rotor positions θel > 100°. The decrease of current limit reduces the amount
of torque to be produced by poles 1.5 and 1.13, which has to be compensated by the
critical pole 1.9, until at imax

RFMC = 5 A the critical pole too reaches its pole current limit.
As an initial peak current limit imax

RFMC, a peak current limit similar to imax
inv found in PWM-

DITC should be used. For nominal DITC operation at T = 9.5 Nm and n = 400 rpm
of SRM-16/12, a peak current imax

inv = 5 A is required, while for RFMC imax
RFMC = 5.2 A is

necessary. A further benefit of the current limit, while using the least squares algorithm,
is a more symmetrical current density distribution across the three healthy poles of phase
1 as is discussed in detail in section 5.3.3.

Combining DITC and RFMC

The schematic overview of the control used for fault tolerant control (FTC) based on least
squares is displayed in figure 5.10. A combination of common PWM-DITC and the radial
force control RFMC is suggested. Thereby, when a fault occurs the control switches to
RFMC at θRFMC

on during the faulty phase conduction. Once the faulty phase has passed,
at θRFMC

off , the control switches back to direct instantaneous torque control.

As the control is implemented as a PWM-based control, the structure for torque and
radial force control is similar. The estimated flux linkage ψn+2 and rotor position θn+2 is

torque sharing
algorithm

duty
cycle inverter

flux linkage estimator

¨

radial force
control

control
select

¨

RFMC

DITC

Figure 5.10: Schematic overview of fault tolerant control structure combining direct
instantaneous torque control (DITC) and radial force minimization control
(RFMC)
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used in the Frad(ψ,θel)-LUT, representing the radial force characteristics of the machine,
to determine the present unbalanced pole force during fault condition. Following the
radial force control algorithm the force reference for each pole Fr,ref,n+2 is passed to the
flux linkage allocation block. This is either implemented as a ψ(Fr,θel)-LUT or analogous
to the previously presented samples-based flux linkage allocation, before calculating each
pole’s duty cycle for the distributed inverter.

5.3.2 Simulative Investigation

The predominant goal of RFMC is to reduce the UMP during a single pole fault. There-
fore, in the following simulation results the first half shows the machine control with only
PWM-DITC, while in the second half the control uses a combination of PWM-DITC and
RFMC.

In figure 5.11 the simulation result for SRM-16/12 operating at 5 Nm and 400 rpm is
shown. The torque can be produced continuously for both control types, however, the net
radial force in figure 5.11b shows the difference in UMP. The critical pole F9 produces
around 500 N radial pole force, which has to be compensated. RFMC reduces this force
to about 45 N. The force compensation is achieved by individual control of the poles as
seen for the forces in figure 5.11c and pole currents in figure 5.11d. RFMC causes the
poles of the preceding phase (phase 2) to be excited asymmetrically. Especially, poles 2.2
and 2.14 are excited strongly compared to poles 2.6 and 2.10.

The least square optimization causes opposite poles 1.5 and 1.13 of phase 1 to be excited
symmetrically and more strongly compared to pole 1.9, thus producing the majority of
torque. During RFMC the radial force F9 is reduced from 500 N during PWM-DITC to
around 320 N resulting in the maximum of critical force, which is compensated by the
preceding phase (phase 2). The force compensation furthermore, causes the preceding
phase to be excited longer compared to common PWM-DITC (θel > 180°) resulting in
negative torque between 15.6 ms < t < 18.7 ms. The negative torque in figure 5.11a is
in turn compensated by the faulty phase (phase 1) and by the phase following the faulty
phase (phase 4). This results in a higher overlap of the current waveforms and an increase
in thermal strain also for the following phase. The ramifications regarding the thermal
strain on the machine is presented in section 5.3.3. In figure 5.11b two remaining peaks
can be observed in the UMP. The first net radial force peak is limited by the turn-on angle
θRFMC

on , where the control changes from PWM-DITC to RFMC (t = 14.6 ms). At this point
the control reduces the UMP to zero. As is explained in more detail in the next section,
to minimize the thermal loading on the machine during RFMC the control switches back
to PWM-DITC as soon as possible. Once the radial forces are not directly controlled
anymore (t = 17.1 ms) a residual force peak occurs. This is due to the pole currents of
the preceding phase (2.2 and 2.14) and pole 1.9 being demagnetized, causing the pole
forces not to be identical anymore and thus, resulting in a small force misalignment and
UMP.
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(a) Total torque and per phase torque

(b) Net radial force (UMP)

(c) Radial force per pole

(d) Current per pole

Figure 5.11: SRM-16/12: Simulation results with single pole fault during PWM-DITC
and RFMC operation at 5 Nm and 400 rpm
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(a) Total torque and per phase torque

(b) Net radial force (UMP)

(c) Radial force per pole

(d) Current per pole

Figure 5.12: SRM-20/16: Simulation results with single pole fault during PWM-DITC
and RFMC operation at 1800 Nm and 300 rpm
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(a) Total torque and per phase torque

(b) Net radial force (UMP)

(c) Radial force per pole

(d) Current per pole

Figure 5.13: SRM-12/8: Simulation results with single pole fault during PWM-DITC
and RFMC operation at 4 Nm and 1500 rpm
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In figure 5.12 a simulation result of SRM-20/16 operating at 1800 Nm and 300 rpm, and
in figure 5.13 a result for SRM-12/8 operating at 4 Nm and 1500 rpm is shown.

For SRM-20/16 it is noticeable that in single pole fault PWM-DITC is not able to produce
the nominal torque with the inverter pole current limit of imax

inv = 80 A and its remaining
three healthy poles. During RFMC nominal torque can be produced while reducing the
UMP from 7000 N to around 240 N (figure 5.12b). The healthy poles of the faulty phase
(poles 1.6, 1.11 and 1.16) are nearly completely excited to the given inverter current limit
of 80 A the entire conduction period (figure 5.12d). Even though phase 1 is maximally
excited, the phase torque Tph1 produced is much lower compared to the other phases. The
missing torque causes a torque dip during PWM-DITC operation, but can be compensated
during RFMC. As SRM-20/16 is a five phase machine a large phase overlap is present.
The benefit of such an overlap is clearly visible in figure 5.12a where the following phase
(phase 5) can completely compensate the missing torque of the faulty phase (phase 1) and
the negative torque being produced by the preceding phase (phase 2). In the five phase
machine the unbalanced radial force is compensated by the preceding (phase 2) and the
following phase (phase 5). However, it is noticeable that, as with the other two SRMs,
the majority of UMP is compensated by the preceding phase (phase 2).

The least squares algorithm causes a late magnetization of the healthy poles of phase
1 in SRM-20/16 resulting in a low torque production of phase 1 and therefore, causing
a long conduction period and high current density for the poles of the preceding phase
(phase 2). The least squares does not naturally prioritize the healthy poles of the faulty
phase. In the later introduced simplified radial force minimization control (section 5.4)
the prioritization, as in DITC with multi-phase torque sharing, is used resulting in the
use of all healthy poles of the faulty phase to produce torque. This reduces the additional
thermal stress on the preceding phase, which can be extensive as seen for SRM-20/16.

In contrast SRM-12/8 has three phases, which results in only a small overlap between
phases. The negative torque caused by phase 2, therefore, has to solely be compensated
by the faulty phase (phase 1). In contrast to the four phase SRM-16/12 and five phase
SRM-20/16, the following phase (phase 3) in three phase machines is not able to com-
pensate the faulty phase’s missing torque production. This is a considerable drawback
to the fault tolerant capability of three phase machines resulting in only a small partial
load region where UMP can be compensated while producing a constant torque. In three
phase machines during single pole fault a torque dip is present already at an early stage
due to the limited phase overlap. In case of SRM-12/8 the torque dip is already present
at 4 Nm (61 % of nominal torque Tnom).

The results of the different machine configurations show that RFMC with least square
optimization is capable of considerably reducing the UMP largely independent of the
machine configuration.
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5.3.3 Operating Limits and Thermal Influence

The operating range during fault is limited in each machine by the maximum possible
radial force compensation, while still being able to produce torque. As has been stated
in the previous section, the preceding phase (phase 2) compensates the radial force, i.e.
reduces the UMP. At higher torque levels (SRM-16/12: T ∗ref > 6.5 Nm), the preceding
phase (phase 2) has to compensate higher radial forces and, therefore, is still active at
rotor position values θel > 180° resulting in negative torque (figure 5.11a). This negative
torque has to be compensated by the faulty phase. Thus, there is a limit up to what value
the radial force and torque can be controlled without introducing a torque dip.

For SRM-16/12 simulation results of various reference torque values and speeds are shown
in figure 5.14. For 5 Nm and 6.5 Nm no relevant torque dip can be seen, independently
from the operation speed. However, at higher reference torque values (T ∗ref = 8 Nm and

(a) T ∗
ref = 5 Nm (b) T ∗

ref = 6.5 Nm

(c) T ∗
ref = 8 Nm (d) T ∗

ref = 9.5 Nm

Figure 5.14: SRM-16/12: Simulation results of the torque dip and UMP occurring dur-
ing RFMC at various operating points
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T ∗ref = 9.5 Nm), a torque dip appears, which increases in amplitude along with the ref-
erence torque value. Furthermore, an influence of speed starts to be clearly visible. At
higher speeds larger torque dips are present, while generally also the UMP increases. At
higher speeds, the current causing the negative torque and, thus, the torque dip is only
demagnetized at a slower rate. This slower rate is caused from an increase in back-EMF,
which increases the time of the negative torque production, and results in a larger torque
dip. Similar, the smaller current gradient when RFMC switches back to PWM-DITC
causes a longer period of misalignment between the radial forces (F1.5/13, F1.9, F2.2 and
F2.14) resulting in a longer and higher UMP.

In figure 5.15 the average torque and torque dip in percent versus the per unit torque are
displayed. Thus, during single pole fault the average torque of SRM-16/12 at 400 rpm
decreases to around 95.5 % of the nominal torque (9.07 Nm), while the instantaneous
torque dip increases to around 30 % − 37 % of nominal torque. These results represent
a theoretical achievable operating region without considering the actual thermal loading
on the machine. The achievable average torque of a three phase machine will be lower
than the presented result due to lower phase overlap and therefore, a lower rate of torque
compensation from the faulty phase, while for a five phase machine with its phase overlap
there will be no dip at all, as is seen for SRM-20/16 using RFMC in figure 5.12.

Figure 5.15: SRM-16/12: Average torque reduction and increase in torque dip versus
increasing reference torque while using RFMC

As the previous section has shown, RFMC causes higher current peaks and prolonged
conduction periods for the preceding, faulty and following phases. Consequently, higher
RMS current densities and, thus, operating temperatures are observed.

A machine’s thermal operating limit is defined by its design, i.e. through the choice
of insulation material (thermal classification) and the amount of losses, which can be
dissipated by the cooling method used. The temperature rise is directly proportional
to the losses occurring during operation. Copper (ohmic) losses can directly be linked
to the RMS current density in the windings, while the iron losses are dependent on the
actual current trajectory. The main loss component influenced by RFMC compared to
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PWM-DITC are the copper loss components. Thus, the thermal limit of the algorithm is
defined by using the RMS current density. Similar to PWM-DITC, RFMC is used at low
operational speeds, which reduces the influence iron loss compared to copper loss has on
the machine temperature.

In figure 5.16 the pole current density distribution of SRM-16/12 at nominal operation
and RFMC (9.5 Nm, 400 rpm) is displayed. In a four phase machine, phase 3 does not take
part in force compensation of phase 1, resulting in the DITC current trajectory and, thus,
design current density Jmax

RMS = 6.5 A/mm2. During fault-free DITC all poles of all four
phases would have the same current density Jmax

RMS = 6.5 A/mm2 as phase 3 in figure 5.16.
The increase in current density of the individual poles due to radial force compensation is
clearly visible. Especially, for the preceding phase (phase 2) pole 2.2 and 2.14 the current
density increases from 6.5 A/mm2 to 9.28 A/mm2 and 8.51 A/mm2 respectively. The
remaining two poles of phase 2 increase to around 7.5 A/mm2. This increase results from
the prolonged conduction period of the preceding phase into the phase 1 conduction region
to compensate the UMP. The standard RFMC algorithm thus, considerably increases the
thermal loading, especially causing a hot-spot winding temperature in pole 2.2.

Figure 5.16: SRM-16/12: Pole RMS current densities during RFMC operating at
9.5 Nm and 400 rpm (all values shown in table 5.2)

The thermal loading of the machine can be reduced by redistributing the pole current
density more equally by optimizing the angles, when the control switches between PWM-
DITC and RFMC.

In figure 5.17 net radial force is shown for different torque and speed values within the
DITC operation region. The higher the allowed UMP, the later the control can switch
from torque control (DITC) to radial force control (RFMC). It is recognizable that the
turn-on angle θRFMC

on is largely independent of the operating point for this machine. Gen-
erally, the highest flux linkage value, which results from the highest regarded reference
torque (9.5 Nm) causes the largest radial force at the earliest rotor position. Therefore,
θRFMC

on is defined by the maximal acceptable net radial force Fr,max, which can directly be
determined from the SRM’s radial force characteristic Frad(ψ,θel) and the magnetization
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of the critical pole. In figure 5.17 an exemplary acceptable net radial force of 100 N is
taken, which results in a turn-on angle θRFMC

on of 62° for SRM-16/12.

The turn-off angle θRFMC
off when to switch back to PWM-DITC, is not only dependent on

the faulty phase magnetization, but on the interaction of all active poles during UMP
compensation. SRM-16/12 is simulated for various operating points and the resulting
UMP is shown in figure 5.18. Thereby, the minimum turn-off angle θRFMC

off is again defined
by the net radial force of 100 N. From the results it is determined that the highest
torque value at the lowest operational speed determines the highest turn-off angle valid
for all operation points and the given Fr,max limit of 100 N. Therefore, θRFMC

off = 139.4° is
chosen for the thermal investigation as it is valid for all DITC operation speed and torque
values.

In figure 5.19 the RMS pole current densities of SRM-16/12 determined for θRFMC
on between

(a) Net radial force for different reference
torque values at 400 rpm

(b) Net radial force for different operating
speeds at T ∗

ref = 9.5 Nm

Figure 5.17: SRM-16/12: Net radial force (UMP) at different torque and speed values

(a) Net radial force for different reference
torque values at 400 rpm

(b) Net radial force for different operating
speeds at T ∗

ref = 9.5 Nm

Figure 5.18: SRM-16/12: Net radial force peak (UMP) for different torque and speed
values
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[40°,62°] and θRFMC
off between [139.4°,180°] are shown. The minimum values are shown in

red. In figure 5.19a the values for poles 1.5 and 1.13 and in figure 5.19b the values for
the critical pole 1.9 are shown. The pole values for the preceding phase (phase 2) are
displayed in figure 5.19c, figure 5.19d, figure 5.19e and figure 5.19f, while for the following
phase (phase 4) are given in figure 5.19g. As the stationary operating temperature is
minimized also during fault condition, the average RMS current density of all poles are
given in figure 5.19h. From the results it can be seen that the current density decreases
for all the poles when the turn-off angle θRFMC

off is its minimum value. Using a lower
turn-off angle θRFMC

off means that the control switches back to PWM-DITC earlier. This
substantiates that reverting to DITC, when force compensation is not required, results in
a more thermally viable and balanced current profile. Using a higher turn-on value θRFMC

on

reduces the conduction period of the preceding phase (phase 2) and therefore, a reduction
in RMS current density is observed. For the preceding phase the turn-on angle θRFMC

on has
a considerably higher effect than the turn-off angle θRFMC

off . The overall minimum current
density is observed at the maximum turn-on and minimum turn-off angle.

In case of the following phase (phase 4), shown in figure 5.19g, the main parameter
responsible for reducing the RMS current density is the turn-off angle θRFMC

off . Varying
the turn-on angle only shows an insignificant change in the current density. The poles
of the following phase (phase 4) are excited once the preceding phase (phase 2) produces
negative torque and therefore, are independent of the turn-on angle θRFMC

on . However, the
point at which the preceding phase (phase 2) reduces its negative torque and therefore,
the point at which the negative torque compensation by the following phase (phase 4)
decreases, is determined by the turn-off angle θRFMC

on . Consequently, the lowest RMS
current density of the following phase (phase 4) is observed at the smallest turn-off angle
θRFMC

off .

For SRM-16/12 the optimum combination of turn-on and turn-off angle for the nominal
operating point is θRFMC

on = 62° and θRFMC
off = 139.4°. It should be noted that the lowest

pole current densities of the preceding phase (figure 5.19c to figure 5.19f) correspond to the
lowest average current density in figure 5.19h. The result demonstrates that the optimal
combination of turn-on and turn-off angle is strongly influenced by the preceding phase
(phase 2). This is attributed to the fact that the preceding phase experiences the longest
period of conduction amongst all phases. Therefore, the pole current densities are higher
compared to all other poles, visible in figure 5.16. The overall minimum current density
is thus, directly linked to the minimum of the poles of the preceding phase (phase 2). The
change in RMS current density for all poles of SRM-16/12 due to turn-on θRFMC

on and turn-
off θRFMC

off angle optimization is shown in table 5.2. An operating point of T ∗ref = 9.5 Nm
(T avg = 9.07 Nm) and n = 400 rpm is simulated. Without angle optimization the poles
2.2 and 2.14 have considerably higher values compared to the other poles. It can clearly
be observed that with an optimum combination of angles, the current density of poles
belonging to phase 2 and 4 are reduced. In case of the faulty phase (phase 1) the load
is shared more uniformly amongst the three healthy poles and thus, the current density
of the critical pole 1.9 increases, while those of poles 1.5 and 1.13 decreases. Phase 3 is
independent of RFMC resulting in no change of the current density values.
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(a) Pole 1.5 and 1.13 (b) Pole 1.9

(c) Pole 2.2 (d) Pole 2.6

(e) Pole 2.10 (f) Pole 2.14

(g) Pole 4.x (h) Average JRMS of all poles

Figure 5.19: SRM-16/12: RMS current density for various turn-on θRFMC
on and turn-off

θRFMC
off angles operating with RFMC at 9.5 Nm and 400 rpm
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Even though the current densities can be reduced, the absolute tolerable values have
to be defined for a given application. What maximum hot-spot temperatures and what
average machine temperature are allowable are highly dependent on where the motor is
operated. For RFMC operation the maximum average temperature of each pole is of
interest, so as to define the maximum current density during fault operation. Increasing
the allowed temperature and thus, current density shortens the overall lifetime of the
winding insulation in correlation to the Arrhenius equation, i.e. an increase of 10 °C
halves the lifetime [111]. The absolute temperature and resulting pole current density
determines the overall operating range of the fault tolerant control.

From thermal measurements and simulations in Motor-CAD presented in section A.1,
a current density of 7.3 A/mm2 results in a hot spot temperature Twdg = 155 °C, which
SRM-16/12 can operate at continously. Therefore, at a current density lower to 7.3 A/mm2

the machine is able to operate continuously even during single pole fault. Considering
the machine’s thermals T avg = 9.07 Nm can not be produced continuously with RFMC as
the optimized pole current density of 2.2 is 8.0 A/mm2. In table 5.3 the current density
distribution of all poles, with a maximum of Jmax

RMS = 7.3 A/mm2, is displayed. Thus,
SRM-16/12 can continuously operate at T avg = 6.15 Nm with EFC and T avg = 7.58 Nm
with RFMC, while having a single pole fault. The thermally limiting pole for RFMC is
pole 2.2 from the preceding phase, which has to be reduced from a current density value of
8.00 A/mm2 to 7.3 A/mm2. Using RFMC increases the possible operating torque by 23 %
compared to EFC operation. The fault operation operating range without torque loss of
SRM-16/12 can only be increased by allowing a higher machine temperature during fault
operation.

Switching between the two control algorithms is either done at fixed angles defined for
each machine at the highest operating torque and at low speed, or is dynamically changed

Table 5.2: SRM-16/12: RMS pole current
density JRMS in A/mm2 operat-
ing at RFMC

Pole no. Not optimized Optimized

1.5 7.97 7.35
1.9 6.62 6.94
1.13 8.01 7.25
2.2 9.28 8.00
2.6 7.77 7.00
2.10 7.38 6.84
2.14 8.51 7.41
3.x 6.51 6.51
4.x 7.33 7.08

Avg. JRMS 7.40 7.02
Avg. torque 9.07 Nm 9.07 Nm

Table 5.3: SRM-16/12: JRMS in A/mm2

with Jmax
RMS = 7.3 A/mm2 oper-

ating at RFMC and EFC

Pole no. RFMC (opt.) EFC

1.5 7.21 7.30
1.9 6.72 0
1.13 7.05 7.30
2.2 7.30 5.44
2.6 6.12 5.44
2.10 6.02 5.44
2.14 6.55 5.44
3.x 5.85 5.29
4.x 6.44 5.23

Avg. JRMS 6.41 5.61
Avg. torque 7.58 Nm 6.15 Nm
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depending on the operating point. Calculating the UMP online and adjusting the turn-
on θRFMC

on and turn-off θRFMC
off angles dynamically further reduces the machine’s thermal

stress as for each operating point the minimal conduction period is determined. The
UMP is already calculated in the FPGA for the radial force compensation algorithm and,
therefore, can also be used to tune the turn-on θRFMC

on and turn-off θRFMC
off angle during

operation.

Similar to the RFMC thermal influence investigation for SRM-16/12, the turn-on θRFMC
on

and turn-off θRFMC
off angles are investigated for SRM-12/8 and SRM-20/16. For conciseness

only the averaged RMS current density graphs are shown in figure 5.20. In table 5.4 and
table 5.5 the respective RMS current density values for the nominal operating point of
each machine is displayed. The tables show the change in current density JRMS when
optimizing the turn-on θRFMC

on and turn-off θRFMC
off angle.

For the three phase machine SRM-12/8 the selected angles are θRFMC
on = [30°, 52°] and

θRFMC
off = [150°, 180°], resulting from an exemplary maximum UMP of 100 N. Increasing

the allowed net radial force reduces the range when operating with RFMC and increases
the DITC operation. As already seen with SRM-16/12 the optimized angles to be used
are the largest possible turn-on angle θRFMC

on and smallest turn-off angle θRFMC
off . By using

these angles the average current density is reduced from 7.49 A/mm2 to 7.15 A/mm2.
Changing the turn-off angle θRFMC

off effectively changes the current density for three and
four phase SRMs. In these machines the second residual force peak, which is directly
dependent on the turn-off angle results from a minor misalignment of the radial forces
of the still active preceding phase and the faulty phase. As visible in figure 5.11 and
figure 5.13 for SRM-16/12 and SRM-12/8 respectively, the radial forces of the following
phase (phase 4 for SRM-16/12 and phase 3 for SRM-12/8) only marginally overlap with
the forces of the faulty phase. Therefore, the residual force peak is largely independent
of the radial forces of the following phase.

(a) SRM-12/8: Average JRMS of all poles (b) SRM-20/16: Average JRMS of all
poles

Figure 5.20: Average RMS pole current densities of SRM-12/8 and SRM-20/16 for var-
ious turn-on θRFMC

on and turn-off θRFMC
off angles
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Table 5.4: SRM-12/8: RMS pole current
density JRMS in A/mm2 operat-
ing with RFMC at 5.9 Nm and
1500 rpm

Pole no. Not optimized Optimized

1.4 7.94 7.53
1.7 5.97 6.37
1.10 7.98 7.54
2.2 8.48 7.69
2.5 7.39 6.82
2.8 7.28 6.77
2.11 8.02 7.31
3.x 7.5 5.15

Avg. JRMS 7.49 7.15

Table 5.5: SRM-20/16: RMS pole current
density JRMS in A/mm2 operat-
ing with RFMC at 1800 Nm and
300 rpm

Pole no. Not optimized Optimized

1.6 9.18 9.18
1.11 6.55 6.55
1.16 9.22 9.22
2.2 11.20 11.20
2.7 9.65 9.07
2.12 8.05 7.47
2.17 10.54 10.54
3.x 6.46 6.46
4.x 6.56 6.56
5.5 6.78 6.78
5.10 5.72 5.70
5.15 6.85 6.61
5.20 7.79 7.46

Avg. JRMS 7.56 7.47

However, in five phase SRMs this changes due to the higher phase number and thus,
larger phase overlap. The benefit of the increased overlap is a better force compensation
as already seen in figure 5.12, where RFMC can compensate for a single pole fault up
to SRM-20/16 designed nominal operating point of 1800 Nm and 300 rpm. The high
phase overlap allows the following phase (phase 5) to compensate the negative torque
produced by the preceding phase (phase 2) as seen in figure 5.12a. However, this also
causes the second radial force peak to be dependent on the preceding phase (phase 2)
and the following phase (phase 5). Simulation results of SRM-20/16 showing the residual
radial force peak for different speed and torque values are presented in figure 5.21. It
is visible that the net radial force value does not reduce consequently with increasing
turn-off θRFMC

off angle as is the case for the three and four phase machine (SRM-16/12: see
figure 5.18). For SRM-20/16 it is not possible to optimize the current density by reducing
the turn-off angle θRFMC

off without creating a large residual radial force peak. Furthermore,
the residual force peak increases when decreasing the torque reference. The individual
radial forces for two operating points T ∗ref = 900 Nm and T ∗ref = 1800 Nm are presented
in figure 5.22. The small residual force peak visible in figure 5.22b is caused by a slight
misalignment of the forces F5.5, F5.10, F5.15 and F5.20 from the following phase (phase
5) when the control switches from RFMC to PWM-DITC. In contrast for lower torque
values the radial forces are not aligned when the control switches back to PWM-DITC as
exemplary presented for 900 Nm in figure 5.22a. The radial forces of phase 5 are not equal
(aligned) at θRFMC

off , especially between the opposing radial forces F5.10 and F5.20 there is
a large difference, resulting in a UMP of Fr,ump > 800 N.

As this residual force peak is not directly controlled anymore when switching to PWM-
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(a) Force peak for different reference torque
values at 300 rpm

(b) Force peak for different operating
speeds at T ∗

ref = 1800 Nm

Figure 5.21: SRM-20/16: Residual radial force peak (UMP) for different torque and
speed values versus rotor position, which are largely independent of the
turn-off angle θRFMC

off for five phase machines

(a) T ∗
ref = 900 Nm and n = 300 rpm (b) T ∗

ref = 1800 Nm and n = 300 rpm

Figure 5.22: SRM-20/16: Simulation result of the residual radial force peak at different
torque values showing difference in UMP because of non-aligned radial pole
forces when switching back to PWM-DITC at θRFMC

off
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DITC, no turn-off angle θRFMC
off can be used. For five phase SRMs, RFMC has to be used

for the entire period of the faulty phase to ensure a controlled and defined UMP. Therefore,
the current density and thermal loading during fault tolerant control is determined by
the control algorithm RFMC and is not influenced by the turn-off angle, as is possible
with three and four phase machines. The turn-on angle θRFMC

on always has the same effect
independent of the phase number and thus, can also be used for the five phase machine.

As an example for the nominal operating point 1800 Nm and 300 rpm, the turn-on angle
θRFMC

on is varied between [27°, 37°] and turn-off angle θRFMC
off is fixed to 180°. The minimal

change in current density due to the turn-on angle is visible in figure 5.20b and table 5.5.
Five phase machines are well suited for fault tolerant control, however, there exists an
extensive thermal loading of individual poles during the fault control. The operational
limit of SRM-20/16 during single pole fault is directly coupled to the allowed thermal
limits and respective maximum current density per pole Jmax

RMS.

In figure 5.23 simulation results of the maximum RMS pole current density in SRM-20/16
for different torque values at n = 300 rpm are presented. The two different control types
EFC and RFMC are used. It is visible that up to 1245 Nm and a current density of
JRMS = 9.6 A/mm2 EFC is the more effective fault tolerant control strategy concerning
the thermal loading of a single pole. Up to this operating point, dividing the missing
torque amongst the two remaining healthy poles, is more effective than increasing the
conduction period of the preceding phase (phase 5) to compensate for the critical pole,
as is done in RFMC. However, at torque values higher than 1245 Nm it is more effective
to compensate the UMP and distribute the missing torque amongst all poles and thus,
use the proposed RFMC control algorithm. Therefore, if during a single pole fault a
short-time current density Jmax

RMS ≈ 11.2 A/mm2 is allowed in the application, SRM-20/16
can be operated in its entire operating range also with a fault. Otherwise, the operating
region has to be reduced according to the allowable fault-case current density.

Figure 5.23: SRM-20/16: Comparison of JRMS during RFMC and EFC operation at
various torque values and n = 300 rpm
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5.4 Simplified Radial Force Minimization for Single Pole
Fault

The generalized radial force minimization control from the previous section revolves
around solving the linear least square equation (5.1). This main algorithm is based on an
iterative solution, which leads to multiple matrix multiplications with a high computa-
tional burden [112]. Therefore, solving this problem on a FPGA becomes computationally
intensive, requiring a different, simplified approach to the algorithm.

The discussion in the previous section has shown that irrespective of the machine config-
uration only the preceding and following phase in regard to the faulty phase are necessary
to compensate the radial and tangential forces during a single pole fault. Therefore, the
control algorithm for implementation on a FPGA can be reduced in complexity. This sec-
tion proposes a simplified radial force minimization control (S-RFMC) explicitly for single
pole fault followed by a comparison of this algorithm with the general RFMC algorithm.
Experimental test bench results using S-RFMC are presented in chapter 6.

5.4.1 Approach and FPGA Implementation

During single pole fault the radial force compensation produced by RFMC is shown for
SRM-16/12 in figure 5.24. It is visible that the compensation forces are predominantly
active during the period 40° < θph1

el < 150°. The two main forces responsible for compen-
sation of UMP are Frad,2 and Frad,14 corresponding to the poles 2.2 and 2.14 respectively.
This selective excitation is due to the spatial distribution of the poles in the machine in
relation to the faulty pole 1.9.

Figure 5.25 shows the spatial pole distribution due to the geometry and configuration of
SRM-16/12. During a fault of pole 1.1 the critical pole force to be compensated is Frad,9

Figure 5.24: SRM-16/12: Radial forces produced by poles during RFMC
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of pole 1.9. The force directions of the preceding phase (phase 2) clearly shows that Frad,9

is mainly compensated by Frad,2 and Frad,14. The two remaining pole forces from the
preceding phase Frad,6 and Frad,10 are orientated in the same direction as the critical force
Frad,9 increasing the UMP. Therefore, the magnetization of these two poles are reduced
to a minimum.

To neutralize the critical pole force Frad,9 both equations (5.15) and (5.16), describing
the geometric spatial force distribution, have to be satisfied. These equations are used to
define the simplified version of the least square radial force compensation algorithm. The
radial force prediction for S-RFMC is done, as previously in RFMC, with the help of the
Frad(ψ,θel)-LUT.

Frad,2 = Frad,9 cosϕ+ Frad,10 (5.15)

Frad,14 = Frad,9 sinϕ+ Frad,6 (5.16)

ϕ =
2π

Ns

(5.17)

From the general equations (5.15) and (5.16) more specific equations (5.18) and (5.19)
corresponding to the PWM control structure are formulated. Thereby, the goal is to
formulate the reference values for Frad,2 and Frad,14. The forces Frad,6 and Frad,10 are kept

(a) Sine and cosine component of critical
pole F9

(b) Force compensation of cosine compo-
nent of critical pole F9

Figure 5.25: SRM-16/12: Radial force produced by critical pole (1.9) in red and com-
pensation poles of the preceding phase 2 (counter clockwise rotor rotation),
the green arrows show the main compensating forces of poles 2.2 and 2.14,
the orange arrows are sine- & cosine components of the critical force F9
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at a minimum value irrespective of the value of the critical pole Frad,9. Similar to RFMC
the minimum and maximum values of Frad,2 and Frad,14 for the next period are limited by
the boundary condition of a duty cycle dn between -1 and 1.

Frad,2,n+2 = Frad,9,n+1 cosϕ+ Fmin
rad,10,n+2 for Frad,2,n+2 ∈ [Fmin

rad,2,n+2, F
max
rad,2,n+2] (5.18)

Frad,14,n+2 = Frad,9,n+1 sinϕ+ Fmin
rad,6,n+2 for Frad,14,n+2 ∈ [Fmin

rad,14,n+2, F
max
rad,14,n+2] (5.19)

To fulfill these two equations three possible cases for each equation are possible in the
control. For equation (5.18) the following cases are possible:

Case 1: Frad,9,n+1 cosϕ > Fmax
rad,2,n+2 − Fmin

rad,10,n+2

For the first case the unbalanced magnetic pull Frad,9,n+1 cosϕ along the axis of Frad,2 is
larger than the maximum value of the compensation force. Thus, the control can not
excite pole 2.2 enough to compensate the entire unbalanced force. Therefore, the control
sets the maximum duty cycle for pole 2.2 by setting the reference force value Frad,2,ref to
the maximum radial force Fmax

rad,2,n+2 as given in equation (5.20). The force Frad,10,ref in the
opposite direction is set to its minimum as in equation (5.21).

Frad,2,ref = Fmax
rad,2,n+2 =⇒ T2,ref = Tmax

2,n+2 (5.20)

Frad,10,ref = Fmin
rad,10,n+2 =⇒ T10,ref = Tmin

10,n+2 (5.21)

The minimum and maximum radial force values are realized by applying the minimum
and maximum duty cycle. Consequently, the reference torque values are analogous the
minimum and maximum torque values.

Case 2: Fmax
rad,2,n+2 − Fmin

rad,10,n+2 > Frad,9,n+1 cosϕ > Fmin
rad,2,n+2 − Fmin

rad,10,n+2

The second case resembles the situation, where the critical pole force is between the min-
imum and maximum of the compensation force. Therefore, the unbalanced magnetic pull
can be compensated by the compensation force Frad,2 and is determined by equation (5.22)
and equation (5.23).

Frad,2,ref = Fmin
rad,2,n+2 + ∆F2 with ∆F2 = Frad,9,n+1 cosϕ− (Fmin

rad,2,n+2 − Fmin
rad,10,n+2) (5.22)

Frad,10,ref = Fmin
rad,10,n+2 (5.23)
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In section 5.3.1 (see equation (5.14)) it is shown that even though the radial force and
torque in SRMs are non-linear, a linearization between both components can be used
within a switching period. The reference radial force is used to calculate the reference
torque by using the scaling factor ki as defined in equation (5.24), whereby rag is the
air-gap radius.

ki =
Fmax

tan,i,n+2 − Fmin
tan,i,n+2

Fmax
rad,i,n+2 − Fmin

rad,i,n+2

· rag for i ∈ [1, Ns] (5.24)

Thus, the change in radial force ∆Fi and the scaling factor ki is used to calculate the
change in torque (equation (5.25)) resulting in the reference torque T2,ref definition as in
equation (5.26).

∆Ti = ∆Fi · ki (5.25)

T2,ref = Tmin
2,n+2 + (∆F2 · k2) (5.26)

For stator pole 10 the reference torque remains at its minimum:

T10,ref = Tmin
10,n+2 (5.27)

Case 3: Frad,9,n+1 cosϕ < Fmin
rad,2,n+2 − Fmin

rad,10,n+2

In the last case, the critical pole force is smaller than the minimum value of the com-
pensation force. Therefore, the minimum value of compensation force is set as reference
Frad,2,ref and the minimum value is set for pole force Frad,10,ref as in equation (5.28) and
equation (5.29) respectively.

Frad,2,ref = Fmin
rad,2,n+2 =⇒ T2,ref = Tmin

2,n+2 (5.28)

Frad,10,ref = Fmin
rad,10,n+2 =⇒ T10,ref = Tmin

10,n+2 (5.29)

Analogue to the presented three cases for the cosine force component Frad,9,n+1 cosϕ an-
other three cases for the sine component Frad,9,n+1 sinϕ are defined:

Case 4: Frad,9,n+1 sinϕ > Fmax
rad,14,n+2 − Fmin

rad,6,n+2
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T14,ref = Tmax
14,n+2 (5.30)

T6,ref = Tmin
6,n+2 (5.31)

Case 5: Fmax
rad,14,n+2 − Fmin

rad,6,n+2 > Frad,9,n+1 sinϕ > Fmin
rad,14,n+2 − Fmin

rad,6,n+2

Frad,14,ref = Fmin
rad,14,n+2+∆F14 with ∆F14 = Frad,9,n+1 sinϕ−(Fmin

rad,14,n+2−Fmin
rad,6,n+2) (5.32)

T14,ref = Tmin
14,n+2 + (∆F14 · k14) (5.33)

Frad,6,ref = Fmin
rad,6,n+2 =⇒ T6,ref = Tmin

6,n+2 (5.34)

Case 6: Frad,9,n+1 sinϕ < Fmin
rad,14,n+2 − Fmin

rad,6,n+2

T14,ref = Tmin
14,n+2 (5.35)

T6,ref = Tmin
6,n+2 (5.36)

For S-RFMC a modified version of the torque sharing algorithm is implemented. During
DITC the torque sharing is done as described in section 2.3.2 and the minimum produced
torque of all phases is subtracted from the reference torque T ∗ref , according to their priority,
to determine the remaining torque Trem, which has to be produced. During the time S-
RFMC is active the preceding phase (phase 2) is excluded from the torque sharing process,
as the reference values for this phase are determined according to the fault compensation
in equation (5.18) and equation (5.19). The torque set by these reference values are
subtracted from T ∗ref to calculate the remaining torque Trem according to equation (5.37),
which has to be produced by the remaining healthy phases.

Trem =


T ∗ref −

Ns∑
i6=2,6,10,14

Tmin
i,n+2 −

∑
j=2,6,10,14

Tj,ref for θph1
el ∈ [θS−RFMC

on , θS−RFMC
off ]

T ∗ref −
Ns∑
i=1

Tmin
i,n+2 for θph1

el /∈ [θS−RFMC
on , θS−RFMC

off ]

(5.37)

Similar to RFMC there exists an optimal turn-on and turn-off angle for the fault compen-
sation control in regard to RMS current minimization while still reducing the UMP. As
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the operation and, therefore, the current trajectories of S-RFMC and RFMC are similar,
the influence of the operation angles and thus also the thermal ramifications are the same.
Therefore, the same turn-on (θS−RFMC

on = 62°) and turn-off (θS−RFMC
off = 139.4°) angles are

taken for the nominal operating point of SRM-16/12 as defined in section 5.3.3.

As with PWM-DITC the remaining torque is distributed amongst the other phases not
taking part in the fault compensation. In the pole-based control the torque of a healthy
phase is evenly distributed amongst all the poles of that phase. From the reference torque
values the corresponding flux linkage references and duty cycles are determined.

The schematic overview of the implemented S-RFMC is shown in figure 5.26. It is visible
that, in contrast to RFMC, the torque and radial force prediction is done in parallel,
while the torque sharing algorithm is executed after the radial force control, i.e. S-
RFMC is done. In RFMC the algorithm for torque control during healthy operation
and the fault tolerant radial force control are executed independently of each other. In
RFMC the control switches between either DITC or RFMC, while in S-RFMC a cascaded
combination of the radial force control and DITC is used.

torque sharing
algorithm

duty 
cycle

 
inverter

flux linkage estimator

radial force 
control

¨

flux linkage
allocation

¨

DITC S-RFMC

Figure 5.26: Schematic overview of fault tolerant control structure combining direct
instantaneous torque control (DITC) and implemented simplified radial
force minimization control (S-RFMC)

5.4.2 Comparison of S-RFMC to RFMC with Least Square

In figure 5.27 a simulation result of SRM-16/12 during single pole fault with S-RFMC
operating at 5 Nm and 400 rpm is presented. The first half of the simulation result shows
the operation with only PWM-DITC and a resulting UMP of 420 N. The second half
of the simulation shows the reduction of the UMP to 78 N with the use of S-RFMC. In
figure 5.27a the negative torque produced by the preceding phase (phase 2) due to its
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increased conduction period is visible. The negative torque is compensated by the faulty
phase (phase 1) and partially by the following phase (phase 4). In figure 5.27b the first
force peak reduces as soon as the FTC switches to S-RFMC. When S-RFMC is switched
on, the pole currents of the preceding phase diverge from their DITC trajectory visible
in figure 5.27d. Pole currents i2.2 and i2.14 increase at time t = 14.8 ms to produce the
corresponding compensating pole forces Frad,2.2 and Frad,2.14 shown in figure 5.27c. The
critical force to be compensated is Frad,1.9. The remaining pole currents of the preceding
phase 2.6 and 2.10 continue to be demagnetized as they are minimized by the S-RFMC
algorithm. Furthermore, the main compensation force opposing Frad,1.9 is Frad,2.2, while
Frad,2.14 is used to balance the forces spatially.

In figure 5.28 simulation results for RFMC and S-RFMC are presented, allowing a closer
comparison of the two fault control methods. In contrast to the previous simulation results
(figure 5.27), this result for S-RFMC is generated from the control code implemented on
the FPGA and simulated as software in the loop (SIL) in Simulink.

The main difference between RFMC and S-RFMC is how strongly the critical pole 1.9 is
used during the single pole fault. In RFMC the UMP is reduced by decreasing the exci-
tation of pole 1.9, and therefore, FRFMC,1.9. The critical pole force FRFMC,1.9 stays below
150 N, compared to FSRFMC,1.9, which reaches nearly 450 N. Therefore, to compensate the
UMP, the pole forces FRFMC,2.2 and FRFMC,2.14 are excited considerably lower compared
to those of S-RFMC. Furthermore, RFMC uses all poles of the preceding phase, i.e. also
pole 2.6 and pole 2.10 to compensate the single pole fault, while S-RFMC only uses the
two main contributor forces Frad,SRFMC,2.2 and Frad,SRMFC,2.14.

Compared to RFMC, the net radial force curve of S-RFMC in figure 5.28b maintains a
higher absolute value during the period in which force compensation is active. The two
peaks seen in the UMP are generally similar for both methods. The first peak is due to
the single pole fault and only reduces once the fault compensation algorithm is turned on
at θS−RFMC

on = 60°. This peak is the same for both fault tolerant methods. The second
hump is the residual, uncontrolled peak when the fault control switches back to PWM-
DITC. Once the radial force is not actively compensated anymore, the asymmetric pole
excitation returns to a symmetric pole excitation. During this period a misalignment in
pole current trajectory causes pole forces, which result in a net radial force. As already
discussed in section 5.3.3 for RFMC, the residual force peak can be reduced for both
control methods by moving the turn-off angle θS−RFMC

off to higher values.

In figure 5.28c a small difference between the two control methods is visible in the torque
waveform. In RFMC the primary controlled variable is the radial force, while the torque is
only secondary. From the UMP and torque graphs it can be seen that the controlled UMP
is completely flat, while the torque curve does not match the reference torque of 5 Nm
exactly. In S-RFMC the controlled variable is the torque, while the secondary variable is
the radial force. From the torque graph, a flat torque curve is visible, while the UMP of
S-RFMC is not exactly zero, but a value varying below 50 N.
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(a) Total torque and per phase torque

(b) Net radial force (UMP)

(c) Radial force per pole

(d) Current per pole

Figure 5.27: SRM-16/12: Simulation results in Simulink with single pole fault during
S-RFMC operation at 5 Nm and 400 rpm
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(a) Radial forces of preceding (compensation) phase

(b) Net radial force (UMP)

(c) Total torque

Figure 5.28: SRM-16/12: Simulation comparison of RFMC and S-RFMC (FPGA SIL
implementation) at 5 Nm and 400 rpm with turn-on θS−RFMC

on and turn-off
θS−RFMC

off angles of 60° and 130° respectively

112



5.5 Conclusions

5.5 Conclusions

In chapter 5 two fault tolerant control strategies, EFC and RFMC, for single pole faults
in SRMs with distributed inverters are proposed. Both control methods are suitable for
SRMs with at least two pole pairs (p > 2) and a sufficient phase overlap (Nph > 3).
In machines with only one pole pair EFC is not possible, while RFMC and S-RFMC is
restricted to only the main compensation force opposite the critical pole. The second
compensation force (Frad,2.14 in SRM-16/12) used to spatially balance the pole forces is
not present in one pole pair machines, limiting the UMP reduction.

The control methods RFMC and S-RFMC are based on the phase overlap, resulting in
the ability to compensate UMP with the preceding phase. For three phase machines a
phase overlap, as is found in SRMs designed for DITC operation with low torque ripple,
is required for an effective radial force control.

A distributed inverter, where each stator pole has its own power module is necessary
to have individual flux control in each pole. Additionally, machine, inverter and control
require fault detection capabilities to identify the faulty phase. For RFMC/S-RFMC
operation a voltage reserve for the current control, similar to DITC, is necessary.

The investigations in this chapter have shown, that to use EFC effectively and continue
smooth torque operation during fault, a second Tph(ψph,θel)-LUT should be implemented
for the control. This LUT represents the flux linkage distribution when two opposite poles
are active and the flux linkage is in the same direction, causing excessive coupling flux in
the machine.

The algorithms RFMC and S-RFMC are capable of reducing the UMP, while maintaining
a smooth torque output. To determine the operating area of the control during fault, the
thermal limits for machine and inverters have to be defined according to the application at
hand. Once the temperature limits and thus, RMS current and current densities for fault
tolerant operation are defined, the torque and speed limits can be determined. It has been
shown that four and five phase machines are best capable to operate at single pole fault.
For five phase machines the thermal stress increases considerably higher (SRM-20/16:
from 7.0 A/mm2 to 11.2 A/mm2) compared to the four phase machine (SRM-16/12: from
6.5 A/mm2 to 8.0 A/mm2). However, the torque producing capability of the five phase
machine is considerably better compared to the four phase machine and allows for a higher
torque limit. Therefore, to effectively use a five phase machine during single pole fault,
a higher RMS current density (not so much current peak) is required, as the conduction
period of the preceding phase, in respect to the fault, is extended considerably. This
extension is lower in three and four phase machines, reducing the additional thermal
stress during fault control. Therefore, in applications with high reliability requirements
the machine and inverter limits have to be defined for the single pole fault operation
range.
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6 Experimental Results and Analysis:
SRM-16/12

This chapter presents the test bench and measurement results of the proposed control
strategies. The effects of machine asymmetries and coupling between the poles when using
DITC and S-RFMC during fault-free and single pole fault operation are investigated.

6.1 Experimental Hardware Setup

The experimental investigations in this thesis are performed on the laboratory test bench
shown in figure 6.1 consisting of SRM-16/12, a 10 Nm torque sensor and a 750 W induc-
tion machine as the load machine. The SRM stator poles can be connected individually
depending on the winding configuration to be investigated. The test bench is either op-
erated phase based, where all four poles of a phase are connected in parallel and four
inverter modules are used to run the machine (see section 4), or the test bench is oper-
ated with a distributed inverter. Thereby, each pole can be connected to its own inverter
module.

Figure 6.1: Test bench with SRM-16/12 (left) and induction machine as load (right)

The test bench inverters are controlled by a dSPACE MicroLabBox rapid prototyping hard-
ware as shown in the test bench overview in figure 6.2. The load machine’s control is im-
plemented on the DSP, while the SRM’s control algorithm is implemented on the FPGA.
The software ControlDesk by dSPACE, running on an external computer, is used as the
user interface to the test bench [113].
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The SRM inverter modules used are based on an integrated full-bridge modular inverter
using DirectFETs for synchronous machines [25]. In this thesis, however, the inverter
modules are operated as asymmetric half bridges because bi-directional currents are not
necessary for SRM operation. The current iSRM of each inverter module is measured
with 50 A CMS3050 Sensitec current sensors. Furthermore, the dc-link voltage vdc and
mechanical rotor position θm is measured.

The measurements taken are captured with 100 MHz MSO3014A and DSO3014A os-
cilloscopes from Keysight Technologies. The current is measured with 30 A/100 MHz
(N2783B) current probes from Keysight Technologies. The voltage signals are measured
with 70 V/100 MHz Testec differential probes. For the mechanical rotor position θm the re-
solver TS2224N-184E102 by Tamagawa with a 12 bit resolution connected to SRM-16/12
is used.

Figure 6.2: Overview of test bench layout

All measurements are done with a clockwise rotor movement resulting in a reverse phase
sequence 2→1→4→3. Phase 1 will always represent the phase with a fault, therefore,
phase 2 will always be the preceding phase and phase 4 is called the following phase.
The naming convention for the coil arrangement is a four digit code, with either a 1 or 0
representing the flux direction. The first three digits represent the preceding, faulty and
following phases. The faulty phase is underlined and the fourth digit is the remaining
phase (phase 3). The digit code (111-1) represents a blockwise coil connection, where all
first poles (p1.1, p2.2, p3.3 and p4.4) of each phase have the same orientation.

In section 6.4 single pole fault compensation is investigated. The developed control al-
gorithm controls each pole of the preceding phase (phase 2), while the pole flux linkage
of the remaining phases are controlled symmetrically amongst a phase, allowing for a
simplified test bench setup. All four poles of phase 2 are connected to individual inverter
modules, while all poles of phase one, three and four are each connected in parallel to
an inverter module. Thus, instead of 16 inverter modules, 7 modules are used. For the
presentation of the results all pole currents are measured with current probes and shown
in the respective figures.
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6.2 Direct Instantaneous Torque Control - Fault Free

The first experimental result of SRM-16/12 with PWM-DITC in fault-free operation at
T = 5 Nm and n = 400 rpm is shown in figure 6.3. In figure 6.3a the measured torque
Tsensor from the torque transducer is shown. In figure 6.3b the radial pole forces Frad,x and
resulting synthesized unbalanced magnetic pull (UMP) Fr,ump are displayed. Figure 6.3c
and figure 6.3d present the pole current trajectories of phase 2 and the phase current
trajectories of all phases respectively.

In an ideal symmetrical machine the UMP during DITC operation would be zero. How-
ever, from figure 6.3b a non-zero net radial force (UMP) is visible. Similarly, the pole
currents of phase 2 in figure 6.3c should be equally divided amongst each other. This
implies that SRM-16/12 has physical manufacturing asymmetries.

6.2.1 Influence of Manufacturing Asymmetries

The manufacturing tolerances, especially in regard to rotor eccentricity affects the pre-
sented results. In figure 6.4a the pole voltages of phase 2 for one electrical period is
displayed for SRM-16/12 during fault-free operation using DITC control.

Each stator pole is excited by its own distributed inverter. The corresponding pole current
waveforms are shown in figure 6.4b. Even though all four pole voltage signals match each
other very well, the individual pole currents are not symmetrical. A difference of 0.5 A
at an average current of 3.5 A is present. These different current waveforms suggest an
asymmetric pole inductance due to a rotor eccentricity present in SRM-16/12. These
asymmetric pole current values are used to synthesize the radial pole forces, which then
cause a peak UMP force of Fr,ump = 125 N as visible in figure 6.4c.

As DITC controls the flux linkage, the pole currents react according to their pole induc-
tances. Therefore, a large pole inductance causes a smaller current, which is possible if
the air-gap length is smaller compared to its neighboring stator pole of the same phase.
Thus, to correctly synthesize the radial pole forces all individual pole inductances for
SRM-16/12 have to be determined in a separate measurement.
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole of phase 2

(d) Current per phase

Figure 6.3: SRM-16/12: Measurement results of DITC during fault-free operation at
5 Nm and 400 rpm118
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(a) Pole voltage measurement of phase 2

(b) Asymmetric pole currents of phase 2

(c) Radial pole forces and resulting UMP of phase 2

Figure 6.4: SRM-16/12: Manufacturing asymmetries visible in the pole currents of
phase 2 during fault-free DITC operation (T = 5 Nm and n = 350 rpm)

Figure 6.5: SRM-16/12: Corrected radial pole forces according to inductance pole asym-
metries operating at fault-free DITC (T = 5 Nm and n = 350 rpm)

119



6 Experimental Results and Analysis: SRM-16/12

The pole inductances for all phases are determined by applying a constant duty cycle
dn = 0.51 and measuring the triangular current response as shown for four periods in
figure 6.6a. From the current gradient and the applied voltage, the pole inductances are
calculated as shown in figure 6.6c to figure 6.6f [47]. A clear difference in inductance
between L2.6 and its opposite pole L2.14 of phase 2 is visible (figure 6.6d), which implies
a difference in air-gap length. As the measured current waveforms in figure 6.6a are
independent of the rotor position (rotor teeth position) the main asymmetric effect is
caused by a static rotor eccentricity. A dynamic eccentricity would cause the pole currents
to be different for each electrical period and repeat itself with the mechanical frequency.
For SRM-16/12 the change in current values is nearly independent of the rotor position.

The pole inductances are summed up for the phase inductances, which are shown in
figure 6.6b. Even though the individual pole inductances are very different, the phase
inductances are very similar for three of the four phases. Rotor eccentricities of up to
10 % are common due to manufacturing tolerances as has been found in literature [36, 114].
The phase inductance of phase 3 is considerably higher than the other phases suggesting
an additional manufacturing error. The pole inductances of phase 3 (figure 6.6e) implies
that the manufacturer has accidentally added more windings to this phase, especially
visible for pole 3.7.

Parallel connected coils of a phase in electrical machines cause an inherent current and
therefore, force balancing [82, 115]. This is also true for SRMs using a distributed in-
verter. The distributed inverters act as flux linkage sources and not current sources. The
radial force is dependent on the flux linkage in each pole, i.e. current multiplied with the
inductance. Therefore, to synthesize the correct radial pole forces the asymmetric induc-
tance distribution has to be taken into account. Using the asymmetric pole inductances
and asymmetric pole currents to calculate the radial forces, the synthesized UMP force
reduces to only 32 N as shown in figure 6.5. A further benefit of distributed inverters are
that all poles of a phase are not directly connected in parallel, but are only connected via
the dc-link. In case of a severe asymmetry or pole fault no circulating currents can be
introduced between the poles of a phase, which is possible in normal parallel connected
phases with phase-based inverters.

In chapter 6 all measurement radial forces Frad,x,s with a subscript s have been synthesized
with the asymmetric pole inductances. In the appendix section A.2.1 measurement sup-
plements are added, where the radial forces with and without asymmetric pole inductance
synthesis are displayed for all measurements presented in this chapter.

In figure 6.7 the synthesized measurement results for SRM-16/12 with DITC during
fault-free operation considering the previously investigated pole inductance asymmetry
is shown. As for the fault tolerant control to be discussed in the next sections the main
contributing phases are the faulty phase (phase 1) and the preceding phase (phase 2).
Therefore, the pole current and pole force values of these two phases are only shown in
figure 6.7c and figure 6.7b. The estimated radial unbalanced magnetic pull, as displayed
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(a) Phase 2: Pole current waveforms with
dn = 0.51, fPWM = 2 kHz and 100 rpm

(b) Measured and smoothed average phase
inductance profile

(c) Phase 1: Measured and smoothed per
pole inductance profile

(d) Phase 2: Measured and smoothed per
pole inductance profile

(e) Phase 3: Measured and smoothed per
pole inductance profile

(f) Phase 4: Measured and smoothed per
pole inductance profile

Figure 6.6: SRM-16/12: Asymmetric phase and pole inductances of all phases from
current measurement at n = 100 rpm, dn = 0.51 and fPWM = 2 kHz

in figure 6.7b during fault-free operation, is below 50 N.
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.7: SRM-16/12: Measurement results of DITC during fault-free operation at
5 Nm and 400 rpm (waveforms corrected with asymmetric pole inductances)
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6.3 Direct Instantaneous Torque Control - Single Pole
Fault

In this section measurement results operating with PWM-DITC control during single pole
fault are presented. The differences between a control algorithm with and without fault
detection are presented. Furthermore, a measurement operating at the introduced EFC
control is presented.

6.3.1 DITC With and Without Fault Detection

Figure 6.8 and figure 6.9 show two results where SRM-16/12 is operated with DITC
during a single pole fault. In the first measurement no fault detection is implemented,
therefore, the control does not react to the pole fault. This results in a reduced torque
production of the faulty phase (phase 1) as the reference torque is divided amongst four
poles of a phase, but only three poles are active to produce the torque. The failure of
pole 1.1 causes an unbalanced radial force of 250 N visible in figure 6.8b.

By implementing fault detection methods [32] the DITC torque sharing algorithm reacts
to the fault and, therefore, increases the torque each of the remaining healthy poles
have to produce as shown in the measurement in figure 6.9. In contrast to the previous
experiment the phase current value of phase 1 is more similar to the other phases especially
in the single conduction period. In single conduction the current changes from 10 A to
slightly above 12 A. The increased height of the pole currents are also clearly visible in
figure 6.9c.

The overall torque in figure 6.9a compared to figure 6.8a is more constant as all phases
produce the required torque. The increased torque production of pole 1.9 causes an
increase of the unbalanced radial force by 48 %, which results in an absolute peak value
of 370 N visible in figure 6.9b. This resembles the radial force to be balanced by the
implemented fault tolerant control algorithms.

The faulty pole and the resulting unbalanced distribution of magnetic flux in the machine
causes visible coupling in figure 6.9c between the faulty phase (phase 1) and its preceding
phase (phase 2) compared to figure 6.7c (13.4 ms < t < 15.2 ms). As soon as the faulty
phase conducts current the poles p2.6 and p2.14 are coupled in a subtractive way. In
the shown experiment the coupling effect is not considered in the FPGA control, which
results in the pole current i2.6 and i2.14 to decrease compared to i2.2 and i2.10. The coupling
effect is symmetrical around the faulty pole, therefore the opposite poles of the preceding
phase (phase 2) are coupled nearly equally. The other two poles p2.2 and p2.14 are coupled
additively resulting in a slightly higher pole current. The symmetrical coupling of opposite
poles is visible in the radial pole forces F2.2,s and F2.10,s, which are considerably larger than
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.8: SRM-16/12: Measurement results of DITC during fault operation without
fault detection at 5 Nm and 400 rpm (110-1)
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms phase

Figure 6.9: SRM-16/12: Measurement results of DITC during fault operation with fault
detection at 5 Nm and 400 rpm (110-1)
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the forces F2.6,s and F2.14,s. As the opposite forces are nearly equal to each other there
exists only a small UMP of 50 N from the preceding phase (phase 2). Considering the
preceding phase (phase 2) is actually operated at normal DITC, the current and force
trajectories of all poles should be equal. This change in radial forces does not influence
the unbalanced magnetic pull, but will excite additional vibrational modes, i.e. Mode 2
[32].

6.3.2 Elementary Fault Control - Critical Pole Turn off

The first method to reduce the UMP during single pole fault is the elementary fault
control (EFC), whereby the critical pole p1.9 opposite the fault pole p1.1 is turned off [32].
The torque sharing algorithm distributes the reference torque amongst the remaining two
poles of the faulty phase without producing an unbalanced magnetic pull, as is introduced
simulatively in section 5.2. The measurement result for EFC at T ∗ref = 5 Nm and n =
400 rpm is presented in figure 6.10.

In figure 6.10c the pole current values are displayed. Of the faulty phase (phase 1) only
poles p1.5 and p1.13 are active. The phase 1 pole currents of 5.5 A to 6 A, necessary for
torque production, are very similar to the simulated currents shown in figure 5.5d. One
difference in the current waveforms for the preceding phase (phase 2) is visible. In the
measurements the pole currents split into two currents which reduce strongly, while the
remaining two currents increase to create a small peak. This prolonged current waveform
with the peak is also visible in the phase current between 13 ms < t < 17.3 ms. These
current waveforms are explainable by a considerable increase in mutual coupling amongst
the poles. This pole coupling is caused by the flux direction of the active poles, p1.5 and
p1.13, causing an excessive flux in the machine, which increases the current in poles p2.2

and p2.10. As the opposite poles experience the same coupling, symmetrical around the
faulty pole p1.1, a balanced radial force distribution exists, causing a UMP well below
50 N.

The EFC control uses the 4polesA LUT, i.e. the same LUT as in fault-free operation,
which results in an uneven torque waveform. The measurement with EFC control is only
done with the 4polesA LUT and no additional coupling compensation. To decrease the
torque ripple an additional 2polesA LUT as described in section 5.2 would have to be
used. Furthermore, the pole coupling effects need to be incorporated as introduced in the
next section for S-RFMC.

Nonetheless, the UMP is minimized as visible in figure 6.10b. The remaining net radial
force Fr,ump,s reduces from 370 N to below 50 N. EFC is an effective method for SRM
partial load operation. Once the thermal limit of the remaining two poles of the faulty
phase (p1.5 and p1.13) is reached due to the increased current loading, S-RFMC is required
to increase the torque production by better distributing the ohmic losses amongst more
poles.
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.10: SRM-16/12: Measurement results of DITC-EFC (with 4polesA-LUT) dur-
ing fault operation with critical pole turn-off at 5 Nm and 400 rpm (110-1)
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6.4 Simplified Radial Force Minimization Control - Single
Pole Fault

This section presents test bench results for the proposed simplified radial force minimiza-
tion control (S-RFMC), which has been introduced in section 5.4. Four different coil
arrangements in SRM-16/12 in regard to the faulty phase (phase 1) are presented and
the coupling between the poles is investigated.

6.4.1 Compensating for Coil Orientation and Mutual Coupling

As introduced in section 3.4, there exists additive and subtractive mutual coupling in
SRMs. During fault operation the effect of coupling increases due to the asymmetric flux
distribution in the machine. Especially the neighboring coils to the faulty pole are affected
by the coil orientation. In S-RFMC the critical radial force F1.9 is mainly compensated by
the force F2.2 of the preceding phase (phase 2). The goal of the control algorithm remains
to match the vector sum of forces F2.2 and F2.14 to F1.9.

If no coupling between the poles is considered, the estimated flux linkage and estimated
radial forces are incorrect. As poles 2.2 and 2.14 are the main contributors for UMP
compensation, the coupling influence on these two poles is considered. The additive
and subtractive effects between phases as introduced in section 3.4 holds for pole 2.14,
however, for pole 2.2 the opposite is true, because of its faulty neighboring pole 1.1. For
pole 2.2 a non-alternating neighboring coil orientation, as displayed in figure 6.11, results
in an additive coupling instead of the expected subtractive coupling. From figure 6.11 it
is visible that even though both poles 2.2 and 2.14 are part of the same phase and have
the same coil orientation in respect to their neighboring poles, the coupling influence from
the faulty phase (phase 1) are opposite. The following discussion is based on pole 2.2,
but can be applied analogously to pole 2.14.

In a non-alternating phase orientation (i.e. 11x or 00x) pole 2.2 experiences an additive
coupling effect from the flux linkage of phase 1 poles, while pole 2.14 experiences subtrac-
tive coupling as visualized in figure 6.11. This causes the flux linkage ψ2.2 and radial force
F2.2 to be higher than desired by the control if coupling is not considered, as the excitation
of the faulty phase (phase 1) influences the preceding phase (phase 2). Analogously, the
force of pole 2.14, F2.14, will be lower than expected. This results in a high UMP as F2.2

over compensates the critical force F1.9 and thus, creates a new resulting net radial force.
The synthesized UMP Fr,ump,s increases during compensation as seen in figure 6.12a. The
individual radial forces are displayed in figure 6.12c. The overcompensation of F1.9 in
figure 6.12c results from a too high magnetization from the control, i.e. pole current i2.2
is too high, while force F2.14 is nearly zero. The control reduces the magnetization and
pole current i2.14, shown in figure 6.12e, as the flux linkage in p2.14 is overestimated by
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6.4 Simplified Radial Force Minimization Control - Single Pole Fault

Figure 6.11: SRM-16/12: Cross section with non-alternating coil arrangement showing
flux directions of phase 1 and phase 2 during single pole fault of p1.1 indi-
cating magnetic flux distribution of phase 1 (red) and phase 2 (blue) with
pole coupling of phase 1 onto poles p2.2 (additive) and p2.14 (subtractive)

the control when coupling is not considered.

For S-RFMC to work correctly, it is unavoidable to incorporate pole coupling into the
force control. In figure 6.12b the resulting UMP and in figure 6.12d the radial forces are
shown when mutual coupling is considered. The radial force F2.2 matches the critical force
F1.9. The currents i2.2 and i2.14 are controlled according to the influence experienced from
the faulty phase (phase 1). Investigations have shown that the influence of the following
phase (phase 4) can be neglected for this machine even though it is active during the
radial force minimization section. The main contributor by far is the faulty phase (phase
1) with its asymmetric flux distribution.

The primary possibility to consider mutual coupling is by using a LUT, which contains
the coupling factors between the contributing poles. In figure 6.13 the flux linkage ψ2.2 of
pole 2.2 versus rotor position of phase 1 θel,ph1 resulting from a FEA simulation is shown.
ψ2.2,self represents the self-flux linkage of phase 2 when no coupling is considered and only
pole 2.2 is magnetized at i2.2 = 2.8 A. The equivalent self-flux linkage of phase 1, for pole
1.9 is ψ1.9,self with an applied pole current of 5.1 A. The flux linkage of pole 2.2 when
considering the coupling influence of phase 1 is shown by the trajectory of ψ2.2. From the
difference between ψ2.2 and ψ2.2,self the additive influence, between the rotor positions 45°

and 210°, is clearly visible. Thus, to correctly estimate flux linkage ψ2.2 the coupling of
phase 1 is necessary.

As introduced in the SRM model considering phase coupling in figure 3.10, the non-linear
flux linkage components can generally be formulated as in equation (6.1). Thereby, a
general coupling factor k12(i1,i2,θel) is introduced in equation (6.2), which couples the
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self-flux linkage values ψ11(i1) and ψ22(i2). The factor k12(i1,i2,θel) is extracted from FEA
and either stored as a LUT or formulated as an equation.

(a) Net radial force (UMP) without consider-
ing coupling

(b) Net radial force (UMP) considering mu-
tual pole coupling

(c) Radial pole forces without considering cou-
pling

(d) Radial pole forces considering mutual pole
coupling with sine-LUT

(e) Pole currents for phase 1 and 2 without
considering coupling

(f) Pole currents for phase 1 and 2 considering
mutual pole coupling with sine-LUT

Figure 6.12: SRM-16/12: Measurement comparison with and without considering pole
coupling between phase 1 and phase 2 for non-alternating coil arrangement,
kmc,2.2 and kmc,2.14 either as sine-LUT or constant
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Figure 6.13: Simulation of flux linkage ψ2.2 in pole 2.2 considering only self inductance
and mutual coupling for non-alternating coil orientation at i2.2 = 2.8 A
and i1.9 = 5.1 A, also shown are two compensation approaches with kmc,2.2

resembled by a constant (kmc,2.2 = 0.11) and by a sine-LUT (kmc,2.2 =
0.07 · sin(θel) + 0.06)

ψ1(i1,i2) = ψ11(i1) + ψ12(i1,i2) (6.1)

ψ1(i1,i2) = ψ11(i1) + k12(i1,i2,θel) · ψ22(i2) (6.2)

ψ2.2(i2.2,i1.9) = ψ2.2,self(i2.2) + kmc,2.2(i2.2,i1.9,θel) · ψ1.9,self(i1.9) (6.3)

ψ2.14(i2.14,i1.9) = ψ2.14,self(i2.14) + kmc,2.14(i2.14,i1.9,θel) · ψ1.9,self(i1.9) (6.4)

For SRM-16/12 the coupling factors are defined as kmc,2.2(i2.2,i1.9,θel) for pole 2.2 and
kmc,2.14(i2.14,i1.9,θel) for pole 2.14. The respective formulations for a single pole fault of
pole 1.1 are displayed in equation (6.3) and equation (6.4). In figure 6.13 FEA results
show that a sinusoidal (kmc,2.2 = a · sin(θel) + b) and constant (kmc,2.2 = c) approximation
of kmc,2.2 fits the coupled value of ψ2.2. For the sinusoidal equation a = 0.07 and b = 0.06
is chosen, while for the constant approximation c = 0.11.

Applying the constant factor results in an accurate flux linkage to the coupled flux linkage
in the region 0° < θel,ph1 < 140°. The compensation region of S-RFMC is operating point
dependent, however, less than θel,ph1 < 150°. Thus, if calculation resources are limited,
using a constant factor to fit the coupling can be considered.

The coupling factors kmc,2.2 and kmc,2.14 are defined from FEA results shown in figure 6.14
for various pole current values, 0 A < i2.2/i2.14 < 3.4 A and 1.7 A < i1.9 < 5.1 A. For pole
current values i2.2/i2.14 < 3 A the coupling factors are close to a sinusoidal trajectory and
quite independent of phase 1 (i1.9) current. The previously presented sine- and constant

131



6 Experimental Results and Analysis: SRM-16/12

factor kmc,2.2 is a fit from the graph figure 6.14a with respect to the self-flux linkage ψ1.9,self

and ψ2.2,self according to equation (6.3).

(a) kmc,2.2: influence of phase 1 on pole 2.2 (b) kmc,2.14: influence of phase 1 on pole
2.14

Figure 6.14: Simulation results for various current values (0 A < i2.2/i2.14 < 3.4 A and
1.7 A < i1.9 < 5.1 A) showing the influence phase 1 (i1.9) current has
on the mutual coupling factor kmc,2.2 and kmc,2.14 for non-alternating coil
orientation

In figure 6.12b the resulting UMP values are shown when using the sine and constant
kmc,2.2 factor. The radial forces in figure 6.12d and pole currents in figure 6.12f are
corresponding to the sine-LUT factor.

For S-RFMC to work effectively, the coupling of the faulty phase (phase 1) onto the
compensating poles (p2.2 and p2.14) has to be compensated for by adding the coupling
effect in the flux linkage estimation. The rotor position and pole current ipl,2.2 determine
the value of the coupling factors kmc,2.2 and kmc,2.14. Therefore, the factors can readily be
stored in a LUT. Furthermore, as the primary contributor for the coupling factors is the
rotor position, the LUT can be reduced to a position dependent equation.

For SRM-16/12 both approaches, sine and constant term are valid and fit the reality well
for pole current values of ipl,2.2 < 3 A. At the nominal operating point of Tnom = 9.5 Nm
a pole current of ipl,2.2 < 4.5 A is required to compensate the critical pole. The higher
current values, 3 A < i2.2/i2.14 < 4.5 A, reduce the coupling factor for SRM-16/12 (see
figure 6.14). For an effective fault control at nominal operation the influence of the pole
currents i2.2/i2.14 should be incorporated into the coupling factors. If a one dimensional
sine-LUT, which is only dependent on the rotor position is sufficient, or if the influence
of the pole current i2.2/i2.14 has to be incorporated by adding a second dimension to the
coupling LUT has to be determined individually for each machine considered for S-RFMC
operation.
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6.4.2 S-RFMC Measurement Result Comparison

To verify the proposed simplified radial force minimization control (S-RFMC) it is imple-
mented on the FPGA of the rapid prototyping hardware (dSPACE MicroLabBox) and run
on the test bench presented in section 6.1.

A single pole fault in SRM-16/12 operating with PWM-DITC and fault detection at 5 Nm
and 400 rpm results in a UMP of 370 N as shown in figure 6.9. This UMP is the reference
value, which has to be reduced by the implemented fault tolerant algorithm. In figure 6.15
to figure 6.19 measurements of SRM-16/12 with non-alternating (phase sequence 214-3:
000-1, 000-0, 110-1) and alternating (010-1, 011-1) coil orientations between the faulty
phase (phase 1) and the preceding phase (phase 2) are presented. The region during which
S-RFMC is active, e.g. 14.64 ms < t < 16.75 ms, is indicated in the graphs in figure 6.15
by dashed lines. The remaining time SRM-16/12 is operated with PWM-DITC.

The characteristic UMP shape, already seen in the simulations for RFMC (see figure 5.11)
and S-RFMC (see figure 5.27), can also be seen in these measurements. There are always
two humps during the uncontrolled radial force sections just before and after S-RFMC is
active. The first hump is controlled by the S-RFMC turn-on angle θS−RFMC

on . To reduce
this hump further, S-RFMC would have to be turned on earlier. To reduce the second
UMP hump the S-RFMC turn-off angle θS−RFMC

off would have to be increased, so that the
active radial force control is active for a longer period, as discussed in section 5.3.3. In
all measurements, when using S-RFMC, a considerable reduction of UMP from 370 N to
below 120 N is observed. During the region, where S-RFMC actively controls the radial
pole forces, the UMP is well below 100 N, usually around 50 N confirming the controls
effectiveness during single pole fault.

The active asymmetric force control is visible in figure 6.15b with the corresponding
pole current waveforms in figure 6.15c. Especially the pole currents show a deviation to
the fault-free DITC waveform. The currents i2.2 and i2.14 stop demagnetizing and start
increasing again as soon as the control switches to S-RFMC. The critical force (F1.9)
is mainly compensated by pole 2.2 (F2.2), while force F2.14 only adds a spatial offset to
exactly balance F1.9 due to the geometrical arrangement of each pole. The necessary
compensation pole currents, i2.2 and i2.14, are clearly visible as two peaks in the current
waveform in figure 6.15c.

Once the control switches back to PWM-DITC at θRFMC
off the phase priority stack of

DITC is active again (section 2.3.2). At this time the following phase (phase 3) has
highest priority, i.e. is the torque producing phase. Therefore, all other phases, preceding
phase (phase 2) with pole currents i2.2 and i2.14 and faulty phase (phase 1) with pole
currents i1.5, i1.9 and i1.13, are demagnetized as long as the reference torque can still be
produced. If at θRFMC

off negative torque is being produced by the preceding phase (phase
2) it is compensated for by the following phase (phase 3).
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6 Experimental Results and Analysis: SRM-16/12

(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.15: SRM-16/12 (000-1): Measurement results of S-RFMC during fault op-
eration at 5 Nm and 400 rpm considering mutual coupling with a LUT
representing the sine-term factor for kmc,2.2 and kmc,2.14
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.16: SRM-16/12 (000-0): Measurement results of S-RFMC during fault op-
eration at 5 Nm and 400 rpm considering mutual coupling with a LUT
representing the sine-term factor for kmc,2.2 and kmc,2.14
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.17: SRM-16/12 110-1: Measurement results of S-RFMC during fault operation
at 5 Nm and 400 rpm considering mutual coupling with a LUT representing
the sine-term factor for kmc,2.2 and kmc,2.14
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.18: SRM-16/12 010-1: Measurement results of S-RFMC during fault operation
at 5 Nm and 400 rpm considering mutual coupling with kmc,2.2 = −0.02 and
kmc,2.14 = −0.06
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(a) Total torque

(b) Net radial force (UMP) and radial pole forces

(c) Current per pole and phase current waveforms

Figure 6.19: SRM-16/12 011-1: Measurement results of S-RFMC during fault operation
at 5 Nm and 400 rpm considering mutual coupling with kmc,2.2 = −0.02 and
kmc,2.14 = −0.06
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The torque from the torque transducer shown in figure 6.15a is relatively flat, however,
as already seen in the DITC measurements is not that representative, due to the small
size of the used machine. In future, the proposed algorithm should be used on machines
with higher torque rating to better determine, how accurate the torque can be controlled
during the short time, where S-RFMC is active. However, as the radial force compensation
works with independent current control and considering mutual coupling, it is expected
that accurate torque control is also realizable.

Changing the coil orientations in the measurements changes the pole coupling during sin-
gle pole fault. From the measurements presented it is visible that S-RFMC works for
all variations. From the results displayed in figure 6.15 and figure 6.16, representing the
coil orientation 000-1 and 000-0, no difference is observable regarding the fault tolerant
control. This is expected, because phase 3 is not active during S-RFMC and, therefore,
is not part of the fault control and its orientation does not matter. Only a difference in
torque is observable, though this may be because of the small torque value measured. Fur-
thermore, phase 3 of SRM-16/12 has an unwanted winding asymmetry (see section 6.2.1
and figure 6.6e), which is visible in the measurements as a sagging current waveform of
phase 3 and can cause the visible torque ripple. Additional results regarding the direction
of phase 3 are presented in the appendix in section A.2.2.

A visible difference in the results is due to the coil arrangement of the faulty (phase 1)
and preceding phase (phase 2). The change in pole coupling between phase 1 and 2
caused from the non-alternating and alternating coil coupling, results in a changed pole
current waveform of the faulty (phase 1) and preceding phase (phase 2). The results
presented in figure 6.17 and figure 6.18 with coil orientation 110-1 and 010-1 respectively
are compared. In the alternating coil arrangement the pole current waveforms of the
faulty phase (phase 1) are much more close to each other, while in the non-alternating
arrangement pole current i1.13 is usually 1−1.5 A higher than the other currents of the same
phase i1.5 and i1.9. For the preceding phase (phase 2) the change in coupling influence
is visible during the demagnetization of the pole p2.2 and p2.14. In the non-alternating
arrangement (figure 6.17c) the demagnetization gradient of current i2.2 is steeper than of
i2.14, which is attributed to a subtractive coupling from phase 1 onto pole p2.2, while pole
p2.14 experiences an additive coupling resulting in a prolonged current slope even though
both poles are demagnetized with the same negative dc-link voltage. The opposite effect
is visible when the coil arrangement is alternating as in figure 6.18c. In this case, pole 2.2
experiences an additive coupling causing the current slope of i2.2 to be less steep compared
to the current i2.14 of pole 2.14.

During the active region of S-RFMC the non-alternating and alternating pole coupling
is correctly considered resulting in compensation radial forces F2.2 and F2.14 to match
the critical unbalanced force F1.9 independent of the coil orientation. Investigations on
coil orientation have shown that for S-RFMC to work correctly, the fault tolerant control
not only has to detect and identify the faulty pole, but also requires to know the coil
orientation of the preceding phase in respect to the faulty phase.
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6.5 Conclusions

The experimental results in this chapter show that the fault tolerant strategies EFC and
S-RFMC proposed in this thesis can effectively be incorporated into direct instantaneous
torque control (DITC). The test bench measurements of SRM-16/12 show that a con-
siderable reduction in UMP can be achieved. The UMP is reduced from over 370 N to
below 50 N during the active radial pole force control. The remaining UMP peaks have
to be controlled by adjusting the turn-on θRFMC

on and turn-off θRFMC
off angles as described

in section 5.3.3, depending on the requirements of the application.

The pole coupling caused by the asymmetric flux distribution during single pole fault
can effectively be incorporated into the control by either using a constant or sine-LUT
coupling factor. Once the pole coupling is incorporated, the radial force compensation
is a viable solution for UMP minimization, and therefore, enabling the SRM with its
distributed inverter as a fault tolerant drivetrain.

To minimize torque ripple during single pole fault while using EFC, a second Tph(ψph,θel)-
LUT, representing the 2polesA machine characteristic, has to be implemented in the
control. Furthermore, the existing pole coupling should be incorporated as has been done
for S-RFMC.

To demonstrate all benefits regarding radial force compensation and torque ripple mini-
mization, a larger SRM with a higher torque rating should be used.
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7 Summary and Outlook

This chapter summarizes all key findings and provides an outlook on future topics related
to the research presented in this thesis.

7.1 Final Conclusions

This thesis contributes to the understanding of fault tolerant drive systems by propos-
ing hands-on control schemes, simulation results, experimental results and design limits.
Specifically the following topics were addressed:

DITC Complexity Reduction for Fault-Free Operation

In chapter 4 it has been shown that besides a Tph(ψph,θel)-LUT no additional machine LUT
is required for pulse width modulation direct instantaneous torque control (PWM-DITC).
During each switching period, lookups are executed to determine multiple corresponding
flux linkage and torque samples. These flux linkage and torque samples are used for the
flux linkage allocation, after the reference torque has been established, without using the
previously necessary ψph(Tph,θel)-LUT. To enable the effective execution of this approach
parallel processing hardware, such as an FPGA, which is able to perform at least five
lookup cycles per switching period, is required (section 4.1.2.2).

A benefit of fault-free PWM-DITC with only one LUT is the possibility to add online
machine model tuning algorithms. Previously, multiple LUTs had to be updated if a direct
instantaneous torque control tuning was considered. Now, online control model tuning
algorithms can be implemented with greater flexibility as only the torque characteristic
Tph(ψph,θel) used in the control has to be adapted to the real machine connected to the
inverter.

In respect to fault tolerant SRM operation the additional memory saved, by implementing
only one LUT, can be used to add a radial pole force table, which is necessary for fault
tolerant control (FTC) strategies as proposed in this thesis. The amount of hardware
memory would not change, but instead of storing ψph(Tph,θel), a Frad(ψ,θel)-LUT is added
as proposed in section 5.3. Furthermore, the required LUTs for considering pole coupling
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can also be incorporated, thus enabling a radial force minimization control implementation
for fault tolerant SRM operation (section 6.4).

Effective Machine Design Methodology using DOE

For DITC and fault tolerant control strategies to work effectively the SRM machine design
has to incorporate the machine, inverter and control. The machine and inverter require a
voltage reserve and geometric phase overlap to freely set the required pole currents and
control the tangential and radial pole forces to minimize torque ripple during phase com-
mutation, as well as UMP during fault condition. Therefore, an effective machine design
methodology incorporating the control algorithm during the design process is presented.

The major benefit of the proposed Design of Experiments (DOE) design process is not
only the reduced design time because of reduced number of calculations required (158
executions instead of 59049 for 10 independent variables), but the understanding gained
of how the design variables interact amongst each other (section 4.2). Creating a re-
gression equation and applying the response surface method (RSM) enables the engineer
a comprehensive understanding of the trade-offs from contradicting optimization crite-
ria (efficiency, torque ripple, torque per weight, etc.) found in machine design, while
immensely simplifying the overall process.

Distributed Inverter as the Enabler for Future Fault Tolerant SRMs

The most probable electrical fault in drive systems is an open-circuit fault of one stator
pole. Thus, for a drive to be fault tolerant, a single pole fault ride through is required
independent of which pole fails. The solution is a distributed inverter, where each stator
pole is connected to its own inverter module (section 2.2.2). Such an approach allows
fault detection with the appropriate sensing, hardware isolation of the fault by switching
off the respective pole, and continuing machine operation by using the remaining healthy
poles. By adding a redundant power supply, short-circuit faults in the dc-link (capacitor)
can also be bypassed. Therefore, by incorporating a distributed inverter and appropriate
fault control strategies, all electrical faults in the drive (machine and inverter) can be
handled (section 2.2.3).

Furthermore, a distributed inverter enables the control to observe machine asymmetries
by calculating the pole inductances from pole current measurements. The correct pole
inductances can be used to correct the calculated radial forces and, therefore, effectively
control the respective poles (section 6.2.1).
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SRM Configurations for Fault Tolerant Operation

SRMs with at least two pole pairs (p > 2) and three phases (Nph > 3) are required for
the proposed EFC and S-RFMC fault tolerant control schemes. The higher the number
of phases and pole pairs in the SRM, the larger its theoretical operation region during a
single pole fault.

In section 5.3.3 it is shown that, without regarding the thermal limits, the five phase
SRM (SRM-20/16) with its high phase overlap can actively minimize the UMP up to its
nominal torque. In three and four phase machines the maximum operating torque during
fault is limited by an occurring torque dip. The operating torque of SRM-12/8 is reduced
to 93 % and SRM-16/12 to 96 % of their respective nominal torque.

The theoretical operation region is limited by the thermal loading of the pole inverter and
machine poles. The increase in RMS current density is caused by the required prolonged
conduction period of the UMP compensating poles. The higher the number of phases,
the larger the relative increase of conduction period compared to the fault-free conduction
period.

An application specific trade-off between the theoretical operating range, i.e. torque
production capability and thermal loading has to be found. If the application allows
torque dips resulting in an increase in torque ripple during fault operation, then three
and four phase machines can be used. In terms of thermal loading the four phase SRM
is the better choice. If, however, the same minimum torque ripple as in fault-free DITC
is required during fault, a five (or higher) phase machine should be used.

SRM Operation During Single Pole Fault

Two fault tolerant control strategies, elementary fault control (EFC) and radial force min-
imization control (RFMC & S-RFMC) are proposed to continue SRM operation during
a single pole fault. EFC is a very effective method for SRM operation during partial
load, while avoiding unbalanced magnetic pull (UMP). As EFC switches off the critical
pole, which produces the UMP, and only uses the remaining poles of the faulty phase, the
operation area is limited by the thermal loading of those remaining inverter and machine
poles. Once the thermal limit is reached, S-RFMC has to be used for continued operation
at higher torque levels.

S-RFMC utilizes all healthy poles of the faulty phase to produce torque, allowing for a
better current distribution amongst the faulty phase. The UMP is compensated by the
phase preceding the faulty phase. This operation prolongs and, therefore, increases the
RMS current density of the compensating poles of the preceding phase. The thermal limit
of S-RFMC is determined by the thermal limit of these compensating poles.
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S-RFMC is effective in reducing the unbalanced radial pole force in SRM-16/12 by 86.5 %
from 370 N to under 50 N, while maintaining constant torque control during fault operation
in system simulations (section 5.4.2) and test-bench measurements (section 6.4.2). The
FPGA implementation and experimental results of S-RFMC demonstrate its viability,
including the online pole coupling during single pole fault.

7.2 Future Work

The complexity reduction of PWM-DITC by only using one Tph(ψph,θel)-LUT offers the
possibility to add adaptive model tuning algorithms for fault-free SRM operation. In
future the control can adapt the machine parameters stored in the Tph(ψph,θel)-LUT,
which may change over time, either due to surrounding conditions or material aging in
the machine.

The experimental results of EFC and S-RFMC have shown that UMP compensation is
possible while operating at constant torque. However, to validate the constant torque
waveform a SRM with a higher torque capability or better torque sensor is necessary.
Furthermore, by measuring the surface vibration the change in vibrational modes can be
identified during fault operation [32]. From surface vibration measurements or with rotor
shaft force sensors better estimations on the effectiveness of torque control and radial force
control are possible. During the change from DITC with fault detection to S-RFMC, a
clear change in audible noise is perceived on the test bench, which could not be measured
practically on the small test bench. For effective vibration measurements a larger SRM
is necessary, where the expected frequency spectrum from the machine is not within the
eigenfrequencies of the mechanical setup, as is the case with the SRM-16/12 setup.

The asymmetric pole inductances determined offline in separate measurements for SRM-16/12
can be implemented into an adaptive per pole based online model tuning to reduce the
control sensitivity of S-RFMC on machine asymmetries.

A generalized version of RFMC could be implemented, however, as the simulation re-
sults have shown, additional boundary conditions regarding pole priority are necessary
to optimize pole magnetization. Furthermore, the challenge of solving the linear matrix
equation online has to be overcome.
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A Appendix

A.1 SRM-16/12: Thermal Model

The thermal limits of SRM-16/12 are determined by temperature measurements con-
ducted on the test bench, which are shown in figure A.1a and figure A.1b. From these
measurements the maximum loss dissipation possible is determined resulting in the max-
imum current density Jmax

RMS for the machine. To determine the temperature distribution
and hot-spot temperature within the machine a Motor-CAD model is built up and fitted
to the measurements.

Two heat-up measurements are conducted. During the first measurement, shown in fig-
ure A.1a, only natural convection is used to determine the temperature and thermal
resistances between the copper windings Tw,avg, the housing surface Tsurf and the ambient
temperature Tamb. Thereby, the windings are heated with PCu=163 W by exciting the
phases with a constant dc-current. The resulting Motor-CAD model fit and FEA solution
of the slot to determine the hot-spot temperature Tw,max is displayed in figure A.1c and
figure A.1e respectively.

During the second measurement a fan cooling is added, as is normally the case during op-
eration. In the second measurement an overall power of 266 W can be dissipated from the
machine. The warm-up curve is shown in figure A.1b, while the corresponding simulation
results from Motor-CAD are shown in figure A.1d and figure A.1f. Once the Motor-CAD
model is adjusted a good consistency between measurement and simulation is observed.
As no rotor temperatures could be measured on the test bench, the thermal resistances
for the rotor and calculated rotor temperatures in Motor-CAD have to be regarded with
caution. Especially rotor temperatures are usually limited by the bearing temperature,
which in standard applications should be less than 100 °C.

The maximum current density of SRM-16/12 is determined as Jmax
RMS = 7.3 A/mm2 for a

maximum winding temperature of Tw,max = 155 °C. This current density is used as the
limit for continuous operation of SRM-16/12 during fault condition.

For the machine design process of a three phase 12/8 SRM in section 4.2.3, a thermal
model with similar cooling and heat dissipation is used.
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A Appendix

(a) Measurement: PCu = 163 W, natural
convection

(b) Measurement: PCu = 266 W, fan cool-
ing

(c) Motor-CAD: model fit, natural convection (d) Motor-CAD: model fit, fan cooling

(e) Motor-CAD: FEA slot solution, natural con-
vection

(f) Motor-CAD: FEA slot solution, fan cooling

Figure A.1: SRM-16/12: Thermal model fit from test bench heat-up measurement
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A.2 Measurement Supplements

A.2 Measurement Supplements

This section contains additional measurements of SRM-16/12 complementing the results
from chapter 6.

A.2.1 Asymmetric Inductance Synthesis

The results in this section correspond to those presented in chapter 6, however, for the
purpose of completeness all pole currents measured are presented here. Therefore, all
the pole current waveforms ix.x of each phase and the corresponding radial forces are
displayed. Both the non-synthesized Fr,x.x and correctly synthesized radial forces Fr,x.x,s,
taking the asymmetric pole inductances into account are shown. From the radial forces
the respective unbalanced magnetic pull Fr,ump and Fr,ump,s for each individual phase is
determined.

DITC fault-free operation

In figure A.2 and figure A.3 results for DITC at fault-free operation are displayed. The
UMP Fr,ump,s show only small unbalanced forces once correctly synthesized as is expected
during symmetric excitation.

DITC with Single Pole Fault and Fault Detection

Figure A.4 and figure A.5 show the results when SRM-16/12 is operated at DITC with
single pole detection of the faulty pole p1,1. The control reacts by increasing the torque
production of the faulty phase to compensate for the missing torque. The single pole fault
is clearly visible from the high UMP of phase 1 in figure A.4b.

DITC and EFC with Fault

SRM-16/12 operation at elementary fault control, turning off the critical pole p1.9 during
single pole fault is shown in figure A.6 and figure A.7. In all phases the UMP reduces as
expected to values well below 50 N.
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S-RFMC with coil arrangements: 000-1, 000-0, 110-1, 010-1, 011-1

The results from figure A.8 to figure A.13 show the non-alternating coil arrangements
between the preceding phase 2 and faulty phase 1: 1, 000-1, 000-0, 110-1. The results for
alternating coil arrangements 010-1 and 011-1 are displayed in figure A.14 to figure A.17.
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.2: SRM-16/12: Measurement results of pole currents and UMP with and
without asymmetric inductance synthesis of fault-free DITC operation at
T = 5 Nm and n = 400 rpm
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.3: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of fault-free DITC operation at T = 5 Nm
and n = 400 rpm
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.4: SRM-16/12: Measurement results with and without asymmetric inductance
synthesis of DITC with single pole fault and fault detection at T = 5 Nm
and n = 400 rpm
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.5: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with single pole fault and fault
detection at T = 5 Nm and n = 400 rpm
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.6: SRM-16/12: Measurement results of pole currents and UMP with and with-
out asymmetric inductance synthesis of DITC with EFC at T = 5 Nm and
n = 400 rpm
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.7: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with EFC at T = 5 Nm and
n = 400 rpm
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3:pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.8: SRM-16/12: Measurement results of pole currents and UMP with and with-
out asymmetric inductance synthesis of DITC with S-RFMC at T = 5 Nm
and n = 400 rpm (000-1)
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.9: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with S-RFMC at T = 5 Nm and
n = 400 rpm (000-1)
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.10: SRM-16/12: Measurement results of pole currents and UMP with and
without asymmetric inductance synthesis of DITC with S-RFMC at T =
5 Nm and n = 400 rpm (000-0)
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.11: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with S-RFMC at T = 5 Nm
and n = 400 rpm (000-0)
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.12: SRM-16/12: Measurement results of pole currents and UMP with and
without asymmetric inductance synthesis of DITC with S-RFMC at T =
5 Nm and n = 400 rpm (110-1)
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.13: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with S-RFMC at T = 5 Nm
and n = 400 rpm (110-1)
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.14: SRM-16/12: Measurement results of pole currents and UMP with and
without asymmetric inductance synthesis of DITC with S-RFMC at T =
5 Nm and n = 400 rpm (110-1)
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.15: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with S-RFMC at T = 5 Nm
and n = 400 rpm (010-1)
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A.2 Measurement Supplements

(a) Phase 1: pole currents (b) Phase 1: net radial force

(c) Phase 2: pole currents (d) Phase 2: net radial force

(e) Phase 3: pole currents (f) Phase 3: net radial force

(g) Phase 4: pole currents (h) Phase 4: net radial force

Figure A.16: SRM-16/12: Measurement results of pole currents and UMP with and
without asymmetric inductance synthesis of DITC with S-RFMC at T =
5 Nm and n = 400 rpm (011-1)
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(a) Phase 1: no synthesis (b) Phase 1: with synthesis

(c) Phase 2: no synthesis (d) Phase 2: with synthesis

(e) Phase 3: no synthesis (f) Phase 3: with synthesis

(g) Phase 4: no synthesis (h) Phase 4: with synthesis

Figure A.17: SRM-16/12: Measurement results of radial pole forces with and without
asymmetric inductance synthesis of DITC with S-RFMC at T = 5 Nm
and n = 400 rpm (011-1)
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A.2 Measurement Supplements

A.2.2 Phase 3 Polarity in S-RFMC

The different influences the polarity of the faulty phase (phase 1) and the preceding phase
(phase 2) have on the proposed S-RFMC fault tolerant control has been discussed in great
detail in section 6.4. This section contains a comparison between measurements where
the polarity of phase 3 is reversed. In all measurements it is visible that the influence
of phase 3 for SRM-16/12 is negligible. Phase 3 is not a directly preceding or following
phase to the faulty phase and thus, it is surrounded by fault-free phases. The phase
commutations with phase 3 resembles normal DITC operation with only a small amount
of mutual coupling influence between the phases.

The preceding phase (phase 2) is a neighboring phase of phase 3, however, its trajectory
during phase commutation resembles the normal DITC shape. Only during the second
half of its conduction period, where the commutation to phase 1 takes place, does S-RFMC
influence the current trajectories and cause a differing behavior to fault-free DITC. The
changing trajectory of phase 2 only directly influences the faulty phase 1 as should be the
case due to the control algorithm.

The first comparison is between SRFMC-110-1 and SRFMC-110-0 in figure A.18. The
second measurement is with an inverted faulty phase (phase 1), i.e. SRFMC-010-1 versus
SRFMC-010-0 in figure A.19. The final comparison is with an inverted preceding phase
(phase 2), i.e. SRFMC-011-0 versus SRFMC-011-1 in figure A.20.
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(a) S-RFMC-110-1: UMP and pole currents of phase 1 and phase 2

(b) S-RFMC-110-0: Radial force, UMP and pole currents of phase 1 and phase 2

Figure A.18: SRM-16/12: S-RFMC during fault operation with 110-1 versus 110-0
(phase 3 polarity reversed) at 5 Nm and 400 rpm, considering coupling
with a LUT representing the sine-term factor for kmc,2.2 and kmc,2.14
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A.2 Measurement Supplements

(a) S-RFMC-010-1: UMP and pole currents of phase 1 and phase 2

(b) S-RFMC-010-0: Radial force, UMP and pole currents of phase 1 and phase 2

Figure A.19: SRM-16/12: S-RFMC during fault operation with 010-1 versus 010-0
(phase 3 polarity reversed) at 5 Nm and 400 rpm, considering mutual cou-
pling with kmc,2.2 = −0.02 and kmc,2.14 = −0.06
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A Appendix

(a) S-RFMC-011-0: UMP and pole currents of phase 1 and phase 2

(b) S-RFMC-011-1: Radial force, UMP and pole currents of phase 1 and phase 2

Figure A.20: SRM-16/12: S-RFMC during fault operation with 011-0 versus 011-1
(phase 3 polarity reversed) at 5 Nm and 400 rpm, considering mutual cou-
pling with kmc,2.2 = −0.02 and kmc,2.14 = −0.06
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B Acronyms

1-D 1-dimensional
2-D 2-dimensional
3-D 3-dimensional

ANN artificial neural network

DATC direct average torque control
DIFC direct instantaneous force control
DITC direct instantaneous torque control
DOE design of experiments
DSP digital signal processor
dSPACE MicroLabBox dSPACE, rapid prototyping hard- and software by

dSPACE

EFC elementary fault control
EMF electromotive force

FEA finite element analysis
FFT fast fourier transform
FLA flux linkage allocation
FLUX�2D FLUX�2D, simulation software for electromagnetic de-

sign and development by CEDRAT
FPGA field programmable gate array
FT fault tolerant
FTC fault tolerant control

HCC hysteresis current control

IM induction machine

JMAG® JMAG®, simulation software for electromechanical de-
sign and development by JSOL

JSOL JSOL corporation develops, among others, the
computer-aided engineering (CAE) software JMAG

LPN lumped parameter network
LPTN lumped parameter thermal network
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Acronyms

LUT lookup table

MATLAB MATLAB, simulation software by Mathworks®

MEC magnetic equivalent circuit
Minitab® Minitab®, simulation software for design of experi-

ment development and statistical evaluation
MMF magneto-motive forces
Motor-CAD motor performance and thermal analysis software by

Motor Design Limited [100]

OFAT one factor at a time

PC personal computer
PC-SRD PC-SRD, simulation software for analytical design of

switched reluctance machines by SPEED
PMSM permanent magnet synchronous machine
PWM pulse width modulation
PWM-DITC pulse width modulation based predictive direct in-

stantaneous torque control

RFMC radial force minimization control
RLS recursive least squares
RMS root mean square
RSM response surface method
RWTH RWTH Aachen University, http://www.

rwth-aachen.de

S-RFMC simplified radial force minimization control for single
pole fault

SIL software in the loop
Simulink Simulink, simulation software for model based design

by Mathworks®

SPEED SPEED, simulation software suite for design of electri-
cal machines

SRM switched reluctance machine

TSF torque sharing function

UMP unbalanced magnetic pull

WBG wide-bandgap
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C Symbols

Aag,rotor rotor cross sectional area
B flux density
Fr,ump,s unbalanced magnetic pull corrected by asymmetric

pole inductances in SRM-16/12
Frad,x,s radial force x corrected by asymmetric pole induc-

tances in SRM-16/12
H magnetic field
Jmax

RMS maximum allowed RMS current density
JRMS RMS current density
LLUT inductance from Lph(ψph,θel)-LUT during Tph(ψph,θel)

tuning
Lest estimated inductance during Tph(ψph,θel) tuning
Lph phase inductance
Lpl pole inductance
Nph number of phases
Nr number of rotor teeth
Ns number of stator teeth
Nw number of windings
PCu copper loss
Pmax

DITC maximum power using DITC control
P nom

DITC nominal power using DITC control
PFe iron loss
Pdesign power rating used for SRM machine design
Pmax maximum power output
P nom nominal power output
Rag

m (θ) magnetic reluctance: air gap
Rfe

m(φ) magnetic reluctance: iron steel
Rm magnetic reluctance
Rph phase winding resistance
Rpl pole winding resistance
Sfill slot-fill factor in percent
T nom

DITC nominal torque using DITC
Tamb ambient temperature
Tdesign torque rating used for machine design
Tnom nominal torque
T ∗ref reference torque
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Symbols

Trem remaining torque to be divided amongst the phases or
poles

Tsensor torque measurement from torque transducer
Tsurf housing surface temperature
Tw,avg average winding temperature
Tw,max maximum winding temperature
Twdg winding temperature
Wco co-energy
Wmech mechanical energy
∆θel change in electrical angle of rotor position between

two measurements
∆i hysteresis current band
ΘMMF,pl magnetomotive force per pole
ΘMMF magnetomotive force
βr rotor tooth arc
βs stator tooth arc
δag air-gap length
Cdc dc-link capacitor
µ0 permeability of vacuum
µr relative permeability
idc dc-load current
vdc dc-link voltage
ηeff machine efficiency
T avg,ph average phase torque
T avg average torque of all phases combined
φ magnetic flux
ψalternating flux linkage from alternating coil arrangement
ψnon−alt. flux linkage from non-alternating coil arrangement
ψph phase flux linkage
ψpl pole flux linkage
ψself self flux linkage
ψmax
n+2 maximum phase flux linkage predicted for period n+2
ψmax

lim maximum allowed flux linkage when using DITC
ψmin
n+2 minimum phase flux linkage predicted for period n+2
σ thrust factor
SRMDITC DITC optimized SRM design
SRMeff efficiency optimized SRM design
SRMini initial DOE SRM design
SRMmas maximum torque per mass optimized SRM design
SRMrpl minimum torque ripple optimized SRM design
θel electrical angle of rotor position
θm mechanical angle of rotor position
θRFMC

off turn-off angle: θel at which control switches from ra-
dial force control back to DITC
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Symbols

θS−RFMC
off turn-off angle: θel at which control switches from S-

RFMC back to DITC
θoff turn-off angle: θel at which negative voltage is applied

to machine phase
θRFMC

on turn-on angle: θel at which control switches to radial
force control

θS−RFMC
on turn-on angle: θel at which control switches to S-

RFMC
θon turn-on angle: θel at which positive voltage is applied

to machine phase
dcu copper wire diameter
dgap,rs distance between rotor- and stator tooth tips at un-

aligned rotor position
dn duty cycle applied during period n
fPWM pulse width modulation frequency
htooth,r rotor-tooth height
iRMS RMS current
imax
inv maximum inverter current
imax maximum current
iph phase current
ipk peak phase current
ipl pole current of one stator tooth
i∗ref reference current
imax
RFMC maximum current allowed in RFMC to limit the ma-

chine current density
karc,r rotor tooth arc adjustment factor
karc,s stator tooth arc adjustment factor
kmc,2.14 factor considering the mutual coupling of the faulty

phase (phase 1) on the preceding phase (pole 2.14)
during S-RFMC

kmc,2.2 factor considering the mutual coupling of the faulty
phase (phase 1) on the preceding phase (pole 2.2) dur-
ing S-RFMC

kw,sy stator yoke overdimensioning factor in regard to stator
tooth width

lstk active stack length
lb lower boundary condition
mCu mass of overall winding copper
mFe mass of overall active iron
mactive mass of active machine components
mrotor mass of machine rotor
mstator mass of machine stator
nnom

DITC nominal speed using DITC
ndesign speed rating used for machine design
nmax maximum speed
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Symbols

nnom nominal speed
r0 radius rotor yoke
r1 radius air gap
r2 radius stator yoke
r3 radius outer stator
rag radius air gap
rsh radius rotor shaft
ub upper boundary condition
vdesign voltage rating used for machine design
vph phase voltage
vpl pole voltage at one stator tooth
ws,tooth width of stator tooth
ws,yoke width of stator yoke
Fr,i radial force belonging to pole i
Fr,max maximum reference radial force for radial force mini-

mization control
Fr,ump radial force due to unbalanced magnetic pull
Ft,i tangential force belonging to pole i
θfree freewheeling angle: θel at which zero voltage is applied

to machine phase
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[88] A. Hofmann, A. Al-Dajani, M. Bösing, and R. W. De Doncker. “Direct Instan-
taneous Force Control: A Method to Eliminate Mode-0-Borne Noise in Switched
Reluctance Machines.” In: IEEE International Electric Machines & Drives Con-
ference (IEMDC), 2013. Piscataway, NJ: IEEE, 2013, pp. 1009–1016.

[89] A. Hofmann. “Direct Instantaneous Force Control – Key to Low Noise Switched
Reluctance Traction Drives.” dissertation. RWTH Aachen University, 2016.

[90] C. P. Weiss and A. Klein-Hessling and R. W. De Doncker. “Discussion on Control
Structure Modifications Using an FPGA for Predictive DITC in Switched Reluc-
tance Machines Regarding LUT Resolution.” In: 19th International Conference on
Electrical Machines and Systems (ICEMS), Chiba (2016), pp. 1–6.

[91] Z. Lin, D. S. Reay, B. W. Williams, and X. He. “High Performance Current Control
for Switched Reluctance Motors With On-Line Modeling.” In: Power Electronics
Specialists Conference, 2004. PESC 04. 2004 IEEE 35th Annual. Vol. 2. 2004,
pp. 1246–1251.

[92] X. Li and P. Shamsi. “Inductance Surface Learning for Model Predictive Current
Control of Switched Reluctance Motors.” In: IEEE Transactions on Transportation
Electrification PP.99 (2015), p. 1.

[93] G. Lei, J. Zhu, Y. Guo, C. Liu, and B. Ma. “A Review of Design Optimization
Methods for Electrical Machines.” In: Energies 10.12 (2017), p. 1962.

193



Bibliography

[94] C. Ma and L. Qu. “Multiobjective Optimization of Switched Reluctance Motors
Based on Design of Experiments and Particle Swarm Optimization.” In: IEEE
Transactions on Energy Conversion 30.3 (2015), pp. 1144–1153.

[95] T. J. E. Miller. Switched Reluctance Motors and Their Control. Oxford: Clarendon
Press, 1993.

[96] M. J. Anderson and P. J. Whitcomb. DOE Simplified: Practical Tools for Effective
Experimentation / Practical Tools for Effective Experimentation. Third edition.
Boca Raton: CRC Press, Taylor and Francis Group and CRC Press, Taylor &
Francis Group, 2015.

[97] T. Lange, C. P. Weiss, and R. W. De Doncker. “Design of Experiments Based
Optimization of Synchronous and Switched Reluctance Machines.” In: IEEE Con-
ference on Power Electronics and Drive Systems.

[98] V. Rallabandi, J. Wu, P. Zhou, D. G. Dorrell, and D. M. Ionel. “Optimal Design
of a Switched Reluctance Motor With Magnetically Disconnected Rotor Modules
Using a Design of Experiments Differential Evolution FEA-Based Method.” In:
IEEE Transactions on Magnetics 54.11 (2018), pp. 1–5.

[99] Minitab. 2019.

[100] Motor Design Limited. Motor-CAD.

[101] B. Burkhart, A. Mittelstedt, and R. W. De Doncker. “Solution Space Based Pre-
Design Approach to Compare and Select Configurations of Switched Reluctance
Machines.” In: 8th IET International Conference on Power Electronics, Machines
and Drives (PEMD 2016). 2016, pp. 1–6.

[102] H. J. Brauer. “Schnelldrehender Geschalteter Reluktanzantrieb mit extremem Längen-
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High reliability and operations-critical applications demand fault
tolerant drive systems. This thesis investigates the benefits
of switched reluctance machines (SRMs) coupled with a dis-
tributed inverter (one inverter module per coil) for such appli-
cations. Three main SRM topics concerning fault tolerant opera-
tion are addressed.

Firstly, a streamlined implemented pulse width modulation
based direct instantaneous torque control (PWM-DITC) forms
the base requirement. Secondly, a machine design methodol-
ogy, to enable low torque ripple and fault tolerant control strate-
gies, is introduced. Finally, the challenge of minimizing the un-
balanced magnetic pull (UMP) caused during a single pole fail-
ure, which is the most common electrical fault found in SRMs,
while maintaining constant torque control is addressed.

Various radial force minimization controls (RFMCs) in conjunc-
tion with PWM-DITC are proposed, implemented and validated
on the test bench. The impact of each control on torque, radial
force, unbalanced magnetic pull and current loading is investi-
gated.

In simulation and experimental measurements the presented
RFMC algorithms can deliver the required output torque, while
reducing the UMP significantly. Therefore, by adding a dis-
tributed inverter to a SRM and incorporating the appropriate
fault tolerant control strategy enables fault-tolerant SRM oper-
ation during pole failure.
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