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LLMs - What can they do?

When I ride my bike through the park, I …

• whistle 2.4%

• sing 1.1%

• see people 4.6%

• push the pedals 6.7 % 

• have an accident 0.5 %

Text Completion
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LLMs - What can they do?

What a wonderful day!

Sentiment Analysis
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LLMs - What can they do?

What a wonderful day!

Was für ein wunderbarer Tag! 

Translation
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LLMs - What can they do? 

Modeling human language at scale is a highly complex and resource-intensive endeavor. The path to 
reaching the current capabilities of language models and large language models has spanned 
several decades.
As models are built bigger and bigger, their complexity and efficacy increases. Early language 
models could predict the probability of a single word; modern large language models can predict the 
probability of sentences, paragraphs, or even entire documents.
The size and capability of language models has exploded over the last few years as computer 
memory, dataset size, and processing power increases, and more effective techniques for modeling 
longer text sequences are developed.

Summarization

Scaling language models is a complex, resource-intensive journey spanning decades. Larger models 
exhibit increased complexity and efficacy, evolving from predicting single words to entire 
documents. Recent explosive growth in size and capability is fueled by advances in computer 
memory, dataset size, processing power, and improved techniques for modeling longer text 
sequences.
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LLMs - What can they do? 

Explain the term „Research Data Management“ 

for a four year old child

Text Generation

Alright, imagine you have a big box of toys. Research Data Management is like taking 
care of those toys in a smart and organized way. It means knowing where each toy is, 
making sure they are clean and safe, and also sharing them with your friends when 
needed. So, just like you take care of your toys, researchers take care of their 
information and make sure it's all neat and ready to use when they need it.
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LLMs - What can they do? 

What are the sensors used at 

machine Y in experiment Z?

Question Answering

In experiment Z for machine Y a temperature and a humidity sensor have been 

used. There were 400 readings from each sensor over a time period of 1 day.
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Foundation models & Fine-tuning

Foundation Model

Unstructured 

Text

Images

Speech

Signals

Structured Data

Fine-tuned

Model
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EXC "Internet of Production" - Smart, Connected Production

https://www.iop.rwth-aachen.de/

“The vision of the Internet of 

Production (IoP) is to enable a new 

level of cross-domain collaboration 

by providing semantically adequate 

and contextual data from production, 

development and usage in real time

at an appropriate granularity.”

© Dr. Martin Riedel
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source: Google Maps

1 AZL

2 Ramp-Up Factory  

3 M.A.R.S, WZL

4 IRT Labs

5 CNC3, WZL-WM

6 Cluster Smart Logistik

7 Smart Automation Lab

8 MWH, WZL

9 ITA Labs & DCC

10 Fraunhofer IPT

11 Fraunhofer ILT

12 DPP

13 IKV Labs

14 ZMB

15 IOT Labs

16 „Bogenhalle“, WZL

17 Cybernetics Lab, IMA

18 Rotter Bruch, WZL

19 IBF Labs

20 GI Labs

21 IEHK Labs

22 IMSE Labs

23 IAW Labs

24 ISF Labs

25 IWM Labs

26 IGMR Labs

27 Cluster Photonics

28 IT Center

29 Computer Sci.Center

30 Fraunhofer FIT

26

EXC „Internet of Production“ in Numbers

• > 35 Institutes in Aachen

• > 200 Researchers
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Requirements

• Low-barrier

• Generally applicable

• Usefulness

Potentials

• Wealth of knowledge and research assets

• Spread-out, yet personable

• Chances for collaboration and data reuse

Challenges [1]

• Commitment incentives

• Highly interdisciplinary research

• High variety of existing processes and infrastructure

• Variance in RDM experience, knowledge, and mindset

• Prioritizing RDM resources

Public

Project

Institute

Individual

Large-scale Projects – Establishing RDM Structures Across Institutes

[1] S.-Y. Kim, S. Hillemacher, S. Decker, B. Rumpe, S. Geisler: Designing and Implementing Practicable Data Management Plans in Large-Scale Projects. Bausteine 

Forschungsdatenmanagement. 3 (Sep. 2023), 1–12. DOI:https://doi.org/10.17192/bfdm.2023.3.8571 (2023).

https://doi.org/10.17192/bfdm.2023.3.8571
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Roles in RDM

Researchers

Project 
Managers

Data 
Stewards

Central Services

Funders

Network
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LLM Opportunities Ordered by RDM Life Cycle

Writing proposals

Preprocessing and 

transformation

Search for resources

Data modelling

Data acquisition

Structure
Choice of storage

Choice of accessibility

Data quality

Writing DMPs

Experiment design

Publication

Archival

Researcher

Project management

Funder

Data stewards

Central Services

https://blog.rwth-aachen.de/forschungsdaten/

https://blog.rwth-aachen.de/forschungsdaten/
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Writing DMPs

Creating a DMP template Initial fill-in Suggesting standards
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Prompting Techniques – Creating Qualitative Answers

Inner Monologue [2] Chain-of-Thought [3]

Tree-of-Thought [4]

Have an inner 

monologue on how 

to solve the 

task first.

Only then give a 

final answer.

Solve the task 

by solving 

subtask 1, then 

subtask 2, 

then give the 

final answer.

Propose multiple 

solutions for 

subtask 1. 

Evaluate the 

suggestions. 

Proceed with 

subtask 2 with 

the knowledge 

from the prior 

step. Derive the 

final answer.
[2] https://medium.com/contact-research/think-before-you-speak-the-inherent-statelessness-of-large-language-models-ceff8ab20ff1, last accessed 13 Nov, 2023.

[3] J. Wei, X. Wang, D. Schuurmans, M. Bosma, E. Chi, Q. Le, D. Zhou: Chain of thought prompting elicits reasoning in large language models. arXiv 

preprint. DOI:https://doi.org/10.48550/arXiv.2201.11903 (2022).

[4] S. Yao, D. Yu, J. Zhao, I. Shafran, T. L. Griffiths, Y. Cao, K. Narasimhan: Tree of Thoughts: Deliberate Problem Solving with Large Language Models. ArXiv 

preprint. DOI:https://doi.org/10.48550/arXiv.2305.10601 (2023).

https://medium.com/contact-research/think-before-you-speak-the-inherent-statelessness-of-large-language-models-ceff8ab20ff1
https://doi.org/10.48550/arXiv.2201.11903
https://doi.org/10.48550/arXiv.2305.10601


Unlocking the Potential: LLMs Transforming Research Data Management |  

Prof. Sandra Geisler, Soo-Yon Kim |  DSMA  |  14.11.2023

16

Inner Monologue

Improving Suggestion of Standards

Chain-of-Thought Tree-of-Thought

x5

x5

x5
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LLM Opportunities Ordered by RDM Life Cycle

Writing proposals

Preprocessing and 

transformation

Search for resources

Data modelling

Data acquisition

Structure
Choice of storage

Choice of accessibility

Data quality

Writing DMPs

Experiment design

Publication

Archival

Researcher

Project management

Funder

Data stewards

Central Services

https://blog.rwth-aachen.de/forschungsdaten/

https://blog.rwth-aachen.de/forschungsdaten/
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Using Data Management Plans As Database

Internet of Production

contributes contributes

collect & curate 

submitted DMPs

1010

0100

1001

1000

1010

0001

1000

1001

0101

queries

discovers

Researcher A Researcher BDMP DMP

Data Stewards

Data Catalog
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Finding relevant DMPs

DMPs

Text Splitter

Embedding 

Generator

text chunks vector database

foundational model
relevant documents

Relevant DMPs

Which projects 

include eroding 

and punching?

Query
query 

embedding
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Semantic Search – Querying DMPs for Topics

Syntactic search

"Machine Learning"

Semantic search

"Machine Learning"

Loading corpus

Creating chunks

Embedding chunks

Loading query

Embedding query

Comparing 

embeddings

https://www.sbert.net/
Optional: fine-tuning, generative applications, ...

https://www.sbert.net/
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LLM Opportunities Ordered by RDM Life Cycle

Writing proposals

Preprocessing and 

transformation

Search for resources

Data modelling

Data acquisition

Structure
Choice of storage

Choice of accessibility

Data quality

Writing DMPs

Experiment design

Publication

Archival

Researcher

Project management

Funder

Data stewards

Central Services

https://blog.rwth-aachen.de/forschungsdaten/

https://blog.rwth-aachen.de/forschungsdaten/
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Experiment Design – Grinding in Manufacturing

Based on thesis in cooperation with WZL

© WZL
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Experiment Design – Grinding in Manufacturing

Based on thesis in cooperation with WZL

© WZL
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Experiment Design – Grinding in Manufacturing

Based on thesis in cooperation with WZL
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Experiment Design – Grinding in Manufacturing

Based on thesis in cooperation with WZL
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Experiment Design – Grinding in Manufacturing

Based on thesis in cooperation with WZL
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But: Stay attentive!

Based on thesis in cooperation with WZL
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But: Stay attentive!

Based on thesis in cooperation with WZL
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But: Stay attentive!

Based on thesis in cooperation with WZL
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But: Stay attentive!

Based on thesis in cooperation with WZL
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But: Stay attentive!

Based on thesis in cooperation with WZL
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Summary

Writing proposals

• funder-specific text

• job profiles, e.g., data stewards

Preprocessing and 

transformation

• recommend and implement 

format changes

• suggest and produce pipeline, 

e.g., as Jupyter notebook

• suggest methods for feature 

selection

Search for resources

• similar experiments

• related publications, datasets

• relevant tools, repositories

• potential collaborators

Data modelling

• create model

• check for irregularities

• suggest standard language

Data acquisition

• create input masks

• declaration of consent text

Structure

• suggest naming conventions

• suggest storage structure

Choice of storage

• informing about legal conditions 

for different storage solutions

• best practices for established 

solutions, e.g., Coscine

Choice of accessibility

• identifying sensitive data

• suggesting concepts for data 

protection

Data quality

• suggest dimensions and 

metrics

• suggest cleaning methods

Writing DMPs

• suggest DMP tool, template

• suggest standards

• automatic creation by abstract

• help texts on demand

• create data summarization

Experiment design

• create documentation scheme

• suggest algorithms, analysis 

methods

Publication

• suggest data market 

places/repositories

• consulting on licenses

Archival

• create archival guidelines

• create archival pipelines

Researcher

Project management

Funder

Data stewards

Central Services

https://blog.rwth-aachen.de/forschungsdaten/

https://blog.rwth-aachen.de/forschungsdaten/
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Contact us

JProf. Dr. Sandra Geisler

Principal Investigator IoP

Data Stream Management and Analysis (DSMA)

Phone: +49 241 80-21508

E-Mail: geisler@cs.rwth-aachen.de

Soo-Yon Kim, M.Sc.

Data Steward IoP

Data Stream Management and Analysis (DSMA)

Phone: +49 241 80-21514

E-Mail: soo-yon.kim@cs.rwth-aachen.de

mailto:geisler@cs.rwth-aachen.de
mailto:soo-yon.kim@cs.rwth-aachen.de


Thank You!
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