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1. Introduction

In information theory, the concept of entropy plays a predominant role as a measure of
uncertainty, being engaged in different scientific fields such as physics, economics, social
sciences, and reliability theory. Since its introduction in 1948 by Shannon (1948), the so
called Shannon entropy has been extensively investigated and inspired further developments
and generalizations. Entropy measures the uncertainty associated to a single distribution. For
measuring the similarity of two distributions, an important and well-known entropy-based
measure is the relative entropy, or Kullback-Leibler (KL) divergence, Kullback and Leibler
(1951). Shannon entropy and KL divergence have been extensively studied and applied in a
wide range of diverse disciplines, especially in statistics. Soofi (1994) dealt with the quantifica-
tion of information in some statistical problems, focusing on the meaning of the information
functions. Soofi (2000) further discussed the development of information theoretic principles
of inference and methodologies based on the entropy and its generalizations in statistics,
commenting that “the fundamental contribution of information theory to statistics has been
to provide a unified framework for dealing with notion of information in a precise and
technical sense in various statistical problems” 2000.

To gain an idea of the many possible applications of information theory, we give a few
examples below. In the paper by Kang and Kwak (2009), the maximum entropy principle is
used to generate a probability distribution with some fixed moment conditions, while Shi et al.
(2014) used the maximum entropy method to perform reliability analysis. Singh, Sharma, and
Pham (2018) used entropy to quantify the uncertainty due to changes in software made to fix
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issues of the source code. Iranpour, Hejazi, and Shahidehpour (2020) proposed a reliability
assessment model that considers various sources affecting critical infrastructure performance,
where the Shannon entropy is applied to detect any variations in the system information fault
sources. Regarding the divergences, Weijs, Van Nooijen, and Van De Giesen (2010) proposed
the Kullback-Leibler divergence as a score that can be used for evaluating probabilistic
forecasts of multicategory events. Moreover, in the context of robust Bayesian analysis for
multiparameter distributions, Ruggeri et al. (2021) introduced a new class of priors based
on stochastic orders, multivariate total positivity of order 2 and weighted distributions. They
considered the Kullback-Leibler divergence to measure the uncertainty induced by such a
class, as well as its effect on the posterior distribution.

With a focus on needs of reliability applications, Di Crescenzo and Longobardi (2002)
introduced entropy based uncertainty measures in past lifetime distributions, while Rao et al.
(2004) considered new entropy-type measures based on the cumulative distribution function
of a random variable or its survival function. Di Crescenzo and Longobardi (2009) developed
further the cumulative entropies while they also considered cumulative KL divergences Di
Crescenzo and Longobardi (2015). On the other hand, the entropy and KL divergence for the
residual lifetimes have been proposed in Ebrahimi (1996) and Ebrahimi and Kirmani (1996),
respectively.

Shannon’s entropy has been generalized to parametric families of entropies that include it
as a special case, with probably Tsallis and Rényi entropies being the two most well-known
generalizations. For a review on generalized entropies and their properties, we refer to Amigo,
Balogh, and Hernandez (2018). For example, Maasoumi and Racine (2002) employed the
generalized entropy of Havrda and Charvat (1967) to examine the predictability of stock
market returns. A generalization of Shannon entropy, known as ¢-entropy, was proposed
by Khinchin (1957) who replaced the log function in the definition of Shannon entropy by
a general function ¢ that preserves important properties. Hence, ¢-entropy is a family of
entropies that contains the Shannon entropy as a special case. Analogously, the KL divergence
is a member of the ¢-divergence family, which was introduced independently by Morimoto
(1963) and Ali and Sankaran (1966). Generalized divergences are employed in machine learn-
ing methods as well, with applications in several areas such as computational biology, image
processing, speech recognition, and text mining (see, e.g., Devarajan, Wang, and Ebrahimi
2015).

In this work, we discuss ¢-entropies and ¢-divergences in a reliability context. These
families provide flexibility in controlling properties of entropy measures or identifying
optimal divergences for fitting or discrimination problems. In particular, we first provide in
Section 2 preliminaries on measures and entropies in a reliability context, while in Section
3 we give some insight on ¢-entropies and ¢-divergences, as well as their dynamic versions,
along with basic properties. In the sequel, in Section 4, we focus on the generalized entropies
and divergences obtained with the flexible parametric family of ¢-functions studied by Cressie
and Read (1984) and study their properties. Then, we show in Section 5 that the extropy,
as approximated by Lad, Sanfilippo, and Agro (2015) for the continuous case, is equivalent
to a specific ¢-entropy. In Section 6, we give some examples illustrating the usage of the
generalized entropies and divergences discussed in the previous sections and proposing ways
of employing them in practice. Finally, in Section 7, we summarize the contributions of the
paper and provide conclusions.
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2. Measures of entropy and divergence in reliability

Shannon initially defined entropy H as the average level of information associated with a
discrete random variable X on a finite sample space with a probability mass function (pmf)
p= (p1,...,pn), given by H(p) = — Y _iL, pilog pi, and studied its properties. In the sequel,
he extended the notion of entropy for a continuous random variable X with probability density
function (pdf) f in a straightforward manner, setting H(f) = — ffooo f(x) log f (x)dx, where
log denotes the natural logarithm.

In the framework of reliability theory and survival analysis, which is the focus here, the
random variable X is considered to be non-negative and absolutely continuous. The associated
Shannon entropy is then defined as

+0o0

H =E[~logf(0]=~ | f()logf()dx (1)

It is also known as differential entropy and, in this context, it measures the failure uncertainty.
However, the entropy for continuous distributions does not share all the properties of the
discrete case entropy, as discussed among others by Rao et al. (2004). For example, it may
take negative values, while the entropy of a discrete distribution is always non-negative.

Among the generalizations of Shannon entropy is the concept of extropy, defined by Lad,
Sanfilippo, and Agro (2015) as the measure of uncertainty dual to Shannon entropy, has
attracted the interest of researchers. For a non-negative and absolutely continuous random
variable with pdf f, the extropy is defined by

1 “+00
J(f) = -3 F(x)dx. )

0
For both measures, (1) and (2), it is of interest to study the corresponding dynamic versions,
which are applied to cases for which some additional information is known, represented by
a conditioning event. In this perspective, the prominent dynamic versions are the residual,
the past and the interval ones. The first one is related to the residual life of X, represented by
X; = (X — t|X > t), for which the corresponding versions of the entropy and the extropy are
the residual entropy Ebrahimi (1996) and the residual extropy Qiu and Jia (2018), defined as

Tf f)
r N = — _—1 =
H'(f,1) [t 0 og 70 dx  and (3)
1 400
J(ft)=—— fA(x)dx, (4)
2F (t) Jt

respectively, where F denotes the survival function of X, that is, F = 1 — F with F being the
cumulative distribution function (CDF) of X. The second one is connected to the past lifetime
of X, namely ;X = (X|X < t), which leads to the definition of the past entropy by Di Crescenzo
and Longobardi (2002) and past extropy by Kamari and Buono (2021), as given below

t
@ logf(—x)dx, (5)
o F®) "~ F()
1 ! )

dx. 6
meﬁfwx ©)
Finally, the third one is based on doubly truncated random variables, that is, X;, ;, = (X|t; <
X < t,), and the corresponding versions of entropy and extropy in this framework are the

Hp(f, ) =—

]P(f, ) =—
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interval entropy by Sunoj, Sankaran, and Maya (2009) and the interval extropy by Buono,
Kamari, and Longobardi (2023), respectively expressed as

i t f(x) fx)
bl > = 1
H (f t1, t2) /t; F(t;) — F(t)) o8 F(ty) — F(t1)

7]
f2 (x)dx. (8)

(7)

i —
PO ==y — Fay
Further types of dynamic entropies and extropies have been considered in the literature, for
example, the weighted and interval-weighted cumulative residual extropies in Hashempour,
Kazemi, and Tahmasebi (2022) and Mohammadi and Hashempour (2022), respectively.

For two probability density functions f and g with support (0, +00), the Kullback-Leibler
(KL) divergence is defined by

f( ) 0
Pk )

_ f&OT_
DKL(f,g)—Ef[ og (X)}_ | f( )log

We recall that the KL divergence is non-negative and it is equal to 0 if, and only if, f and g are
identical almost everywhere. This property consents to using the estimated KL divergence as
a goodness-of-fit test statistic, see Arizono and Ohta (1989); Balakrishnan, Rad, and Arghami
(2007) for further details in this regard. Although it has many interesting properties, it has to
be pointed out that the KL divergence is not a metric as it is not symmetric and does not fulfill
the triangle inequality. Moreover, the KL divergence does not take the age of the components
into account and thus it is not useful in comparing residual lifetime distributions. For this
reason, Ebrahimi and Kirmani (1996) proposed a new version of KL divergence, namely the
residual KL divergence, defined as

I (f(x) €0

D (f, g, t) = — — dx =log(G(t
k(810 /t ) ) 0g(G(1))

F(t) &)

400
—H'(f,t) — / f(( ; log(g(x))dx.
t

3. ¢-entropies and ¢-divergences

Another generalization of Shannon entropy, known as ¢-entropy, was proposed by Khinchin
(1957) with the idea of replacing the role of the logarithm in the definition of Shannon entropy
with a different function while preserving some properties. Here, we recall the definition of
non-negative and absolutely continuous random variables, as they are the object of interest in
this study. Thus, let ® be the class of all convex functions ¢ : R*T — R with continuous first
two derivatives. Then, the ¢-entropy of a pdf f with support [0, +-00) is defined by

+00

Hy(f) = — d(f(x)dx, ¢ € P, (10)

0
The convexity assumption for ¢ is a physical and not mathematical requirement, since
it is equivalent to having increasing entropy when mixing probability distributions. More
precisely, considering a mixing probability density function f(x) = pfi(x) + (1 — p)f2(x)
of two pdf’s fi and f,, and for some p € (0, 1), the convexity assumption gives ¢ (f(x)) <
po(f1(x)) + (1 — p)o (f2(x)) so that Hy(f) > pHy (1) + (1 — p)Hy (f2). See Melbourne et al.
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Table 1. Some ¢-functions and the corresponding ¢-entropies for density functions with support [0, +-00).

é(x) Hg ()
0} xlogx — JoF° f(x) log f(x)dx Shannon (1948)
(ii) ;& e RS JOPE R —Jor° T&l}fg &+ o Cressie and Read (1984)
(iif) KX 550, 5 £ — fohee e gy Havrda and Charvat (1967)
(iv) w, s£1 fo+°° Md Kapur (1972)
W “”f—f—;‘ﬁzx 552 _ Jroe I AR, Burbea (1984)

(2022) for some recent results and applications about the differential entropy of mixtures.
Setting ¢ (x) = xlog x, the expression in (10) gives the definition of Shannon entropy in (1).
Other characteristics ¢-functions and corresponding ¢-entropies are provided in Table 1.

3.1. Dynamic ¢-entropies

The concept of ¢-entropy has been further studied and developed in different directions. For
example, new results for the corresponding cumulative version are given in Klein and Doll
(2020). Moreover, generalized dynamic ¢-entropies have been introduced by Pape (2015). In
particular, for a function ¢ as defined above, the residual, interval, and past ¢-entropy of a
continuous pdf f with support [0, +-00) are defined by

+oo
H;(f,t)z—/t ¢(%) dx, (11)

i _ & f(x)
Hy(f,t, ) = — /n ¢ (m) dx, (12)

t
P _ fx)
qu(f’t)— /0 ¢(F(t)>dx’ (13)

respectively.

For the dynamic versions of ¢-entropies, the time points ¢ can generally be interpreted
as the time of an inspection in which it is known if the device, whose lifetime is described
in terms of the pdf f, is working or not. Hence, monotonicity properties of ¢-entropies in
terms of ¢ are of special interest. In this regards, the following monotonicity results of residual

¢-entropies is proved in (Pape 2015, Theorem 4.7), for an absolutely continuous pdf f with

hazard (or failure) rate function hy = J%

Theorem 3.1. Let ¢ be a function such that @ is non-decreasing in x > 0. Furthermore, let,
for an absolutely continuous pdf f, the survival function hy be non-increasing (non-decreasing).
Then, the residual ¢-entropy Hy (f, t) is non-decreasing (non-increasing) in t > 0.

Note that there are many ¢-functions satisfying the hypothesis in Theorem 3.1, as the
function ¢ (x) = xlog x, related to the classical Shannon entropy and its dynamic versions.
The Cressie and Read (C & R) ¢-function (case (ii) in Table 1) satisfies the assumption if, and
only if, A > —1 (and A # 0). In addition, the ¢-functions given in cases (iii) to (v) in Table 1
satisfy such assumption.
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3.2. ¢-divergences and dynamic ¢-divergences

In analogy to the introduction of ¢-entropies, the concept of divergence has been generalized
by Morimoto (1963) and Ali and Sankaran (1966), who independently introduced the ¢-
divergence. If f and g are two probability density functions with support [0, +-00), then the
¢-divergence of f from g is defined as

+oo fx)
Dy (f, ):/ (%)@ <—> dx, ¢ € ®* (14)
o8 0 £ g(x)
where ®* is the subclass of functions in & with ¢(1) =0, 0¢4(0/0) =0, 0¢(y/0) =
limy_, o0 ¢ (x) /x (cf. Pardo 2005). The requirement ¢ (1) = 0 ensures that Dy (f,g) = 0if f =
g.If ¢ is strictly convex at x = 1, then Dy (f, g) = 0 ifand only if f = g. Setting ¢ (x) = xlog x,
(14) is reduced to the KL divergence (9).

Remark 1. An important property states that two functions ¢ and ¥ lead to the same ¢-
divergence, in the sense that Dy (f,g) = Dy (f,g) for all the probability density functions f
and g, if and only if there exists ¢ € R such that ¥ (x) = ¢ (x) + c(x — 1), for all x > 0 (see
Liese and Vajda 1987). We call such a function ' a representative of ¢.

Based on dynamic ¢-entropies and motivated by the definition of residual KL divergence
in Ebrahimi and Kirmani (1996), dynamic ¢-divergences are introduced in Pape (2015), to
make comparisons between residual, past, and doubly truncated distributions. In particular,
if f and g are probability density functions with support in [0, +00) and ¢ € ®*, then, the
residual, interval and past ¢-divergence of f and g are, respectively, defined by

+00 el

r ¢ (f@) Gy

D 38> = = = d > 15

e = G (g(x) F(t)) ’ 12
j Y N {C) f®) G(t) — G(t)
Pent) = | ol e (o o —run )= 19

_ [ (@) G
Di(f.g.0) = fo G(t)¢<g(x)'p(t))dx' (17)

Divergences (15) to (17) are further studied in Pape (2015) (Chapter 5), proving standard
properties of divergences and exploring their bounds. The following two results compare
residual ¢-divergences to ¢-divergences (see Pape 2015, Theorems 5.4 and 5.6). They require
the introduction of the concepts of new worse than used (NWU) and new better than used
(NBU) for a cumulative distribution function (cdf). A cdf Fis NWU (NBU) if F(x + ) < (>
YE(x)E(t) for all x, t > 0.

Theorem 3.2. Let ¢ be non-decreasing (or have a non-decreasing representative). Let further f
and g be absolutely continuous probability density functions on [0, +00) and assume that

(i) the ratio % is non-increasing (non-decreasing) in t > 0;
(ii) Fis NWU (NBU) and G is NBU (NWU).

Then, Dy (f, 8, 1) = (<)Dy (f, &) for all t = 0.
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Theorem 3.3. Let ¢ be non-decreasing (or have a non-decreasing representative). Let further f
and g be absolutely continuous probability density functions on [0, +00) and assume that

. . he(t) . . . . .
(i) the ratio hf_it; is non-increasing (non-decreasing) in t > 0;
(ii) hg(t) is non-decreasing (non-increasing) and hg(t) is non-increasing (non-decreasing) in
t>0.

Then, Dy (f,g, t) is non-increasing (non-decreasing) in t > .

Remark 2. It is not possible to obtain analogous results of Theorems 3.2 and 3.3 about
past ¢-divergences. In fact, in both cases, it is not reasonable to ask for the requirements
(i) by reformulating them in terms of the cdf and the reversed hazard rate function. For
Theorem 3.3, it is not possible to assume, in this case, a non-decreasing reversed hazard
rate function. As far as Theorem 3.2 is concerned, the assumptions related to NBU/NWU
should be reformulated in terms of the cdf, requiring F(x)F(¢) > (<)F(x + t). But we can
easily observe that there do not exist non-negative distributions such that F(x)F(¢) > F(x + t)
for all x,t > 0. In fact, if such a distribution exists, the inequality should be preserved by
choosing x = ¢, such that 0 < F(x) < 1, leading to F?(x) > F(2x) which is a contradiction as
F?(x) < F(x) < F(2x). Moreover, analog results for the interval ¢-divergences, corresponding
to doubly truncated random variables, are not provided. They would require assumptions
based on concepts, such as NBU or NWTU, that are non established in this context and may
also be not reasonable or of interest in this case.

4. Cressie-Read family of entropies and divergences

An important and flexible family of ¢-functions is the parametric family studied by Cressie
and Read (1984). In our setup with x > 0, it is defined by
A+l

b0 =505y

with its members controlled by the parameter A. It is of interest thus to study Hy)(f), that is
the ¢-entropy corresponding to the function ¢;) in (18), defined by

_ o0 AL (k) — f(x) . oo A+l () 1
MMD__L A+ 1) M__A o0ty

Note that, if the support of the pdf f is [0, +00), A has to be taken greater than —1 in order
to have finite entropy H(;) (f). In fact, lim,_, { o f (x) = 0 and, with a non-positive exponent,
this leads to an integrand function which does not converge to 0 at infinity. For A — 0, ¢y =
lim; 0 ¢1)(x) = xlog x and the corresponding ¢-entropy in (19) converges to the Shannon
entropy (1). An important choice of A is A = 1, corresponding to the Pearson entropy. In this

case, (18) leads to ¢(1)(x) = xZT_x, and (19) to

400 £2 _
H(l)(f) =— /(; de (20)

In reliability applications, truncated distributions may occur. For example, the truncated
exponential distribution can be applied to pipeline reliability, wildfire size and earthquake
magnitude distribution; see Cumming (2001), Raschke (2012) and Sheikh et al. Sheikh,

A#£0, A#E—1, (18)

(19)



2234 (&) F.BUONO AND M. KATERI

Boahb, and Younasa (1989) for further details. In case of a continuous density with bounded
support, some order comparisons among members of the family in (19) are possible, control-
ling the parameter 1, as stated below.

Theorem 4.1. Let f be a pdf with bounded support S. Let further 0 < Ay < Ay andc =iy — A;
1

(c>0).Iff(x) > [(1 + ﬁ) (1 + rirl)]z,forallx €S, then H(,)(f) < Hpy) (f).

Proof. From (19), consider the difference between H,)(f) and Hy,)(f), that is

B o f)‘H_C_H(x) B fM‘H(x) ]
Hoy)(f) — Hoy(f) = /S |:(k1 +o)A+c+1) (A +1D i

1 1
+ —_— .
<()»1+C)()»1+C+1) M(M—f—l))
For0 < A1 < X, the second term above is negative. If the integrand of the first term is positive,
then Hp,) (f) < H,) (f). Positivity of the integrand is equivalent to

G400 +c+D]¢
f > [ A(A+1) ] ’

which is the assumed restriction on f. O O

The choice A = % has been suggested by Cressie and Read (1984) in the framework of
goodness of fit testing, due to its performance in terms of power while, in a contingency table
context, Espendiller and Kateri (2016) proposed A = % for a scaled odds ratio based on the
performance of the corresponding asymptotic confidence interval. Hence, for these A-values,
based on Theorem 4.1, in case of a pdf f with bounded support S, 1, = % andc= %, asufficient
condition to have H(%)(f) < H(%)(f) is given by f(x) > %5, forallx € S.

Theorem 4.1 leads to the following result for comparing entropies with parameter A chosen
to be a natural number.

Corollary 4.1. Let f be a pdf with bounded support S and let . =np e N. If f(x) > 1 + nlofor
all x € S, then Huy) (f) > Heny(f) for all n € N with n > ny.

Proof. If we consider steps of size 1 (¢ = 1) in Theorem 4.1, the condition on the pdf becomes
fx)>1+ 2 Since 1 + % is decreasing in A > 0, if this condition is satisfied for A = ng (i.e.,

b

fx)>1+ %), it will be satisfied for all A > ng. Then, we obtain
Hng)(f) > Hing+-1)(f) > Hing+2)(f) > - -+ > Hingiy () > - ...
where k € N with k > 2. O ]

Example 1. Consider a truncated exponential distribution with parameter 1 and truncation
point xo = 0.5. The pdf is then expressed by

f® 1 — exp(—nxp)
For np = 10 and 5 chosen to be 0.25, 0.5, 0.75, or 1, it is easy to verify that it satisfies the
assumption in Corollary 4.1 which guarantees the monotonicity property about the entropies
Hn (f), as also illustrated in Figure 1.

exp(—nx), x€[0,x0].
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Figure 1. The values of H(y (f) in Example 1 as a function of n.

Remark 3. Among the different generalizations of Shannon entropy, Tsallis entropy (Tsallis
1988) has attracted considerable attention due to its physical interpretation. With a parameter
a >0, # 1, it is defined as

+o00

Suff) = (1 _ f"‘(x)dx> | 1)

0
It is fair to note that (21) was earlier proposed by Burbea and Rao (1982, p. 578). The family
of entropies (21) is strictly connected to (19) as, by choosing @ = A + 1, we have

1 +o0
Sit1(f) = 5 (1 - /0 f“l(x)dx) =+ DHu (),

for . > —1, A # 0. Consequently, also the extropy, corresponding to A = 1, is closely related
to the Tsallis entropy with parameter o = 2. Another example of one-parameter families of
entropies that are linked to C & R is that introduced by Mathai and Haubold (2007)

+00 1—-a
MAf):ﬁ(l— A fza(x)dx>:%, aF#1l o<
The authors commented that the larger is the value of 1 — «, the larger is the information
content and smaller the uncertainlty and vice versa. For this, they called 1 — « as the strength
of information. We can easily verify that M;_, (f) = (A + D)Hy(f), for A > —1, A # 0. The
families of entropies considered so far are of non-logarithmic scale. The most popular family
of logarithmic scaled entropies generalizing the Shannon entropy is the Rényi entropy

+o00
Ru(f) = ;logz < f“(x)dx) , a#1 a>0,
l—« 0

which is also functionally related to the C & R entropy, since Ry 1(f) =
Flog, (1 — AL+ DHgy (), for & > —1, A #0.
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In analogy to (19), the ¢-divergene (14) for the functions ¢, in (18), leads to the one-
parameter family of Cressie-Read (C & R) divergences, defined by

+oo A+1 +oo A+l
_ gx) (T f (x)) 1 / e, 1
(-9 = /0 A+ 1) (g*“(x) g(x) = 0 £ T

(22)

For A — 0, D converges to the KL divergence (9) while for A = 1, it can be shown that Dy
coincides to the well-known Pearson’s X2. Notice that the ¢-function considered by Pearson

(1900) was ¢p(x) = ﬂ. However ¢p is a representative of ¢(;) (Remark 1 for ¢ = ¢(;) and
¥ (x) = ¢pp with ¢ = —3) and thus D(;) = Dp. In our context, we use ¢ 1) and not ¢p, since
the latter does not define an entropy. An entropy based on ¢p would have been expressed as

Hy,(f) = (f(x)—l)dx, which is always equal to —oo.

5. Extropy as ¢-entropy

In view of the C & R family of entropies discussed in Section 4, the extropy (2) is directly
related to the Pearson entropy (20), since

1 [T, 1 1
H(l)(f)z—z A f(x)dx+5=](f)+5. (23)

Analogously, dynamic versions of the extropy are linked to the corresponding Pearson
entropies. Thus, the residual and past Pearson entropy are equal to the residual extropy (4)
and past extropy (6), respectively, plus a constant, since

. +00 f(x)
Hoho==J %0 (F()) *

oo fz(x) / T f(x)
= + - —dx=]"(f,t +— d 24
/t 2F(t)x 2Ji  F@) =7¢.0 " -

B RC) f@
HY (f. 1) = 0 2F2(t)dx+2 R =T t)+— (25)

The same connection holds also between the interval ¢-entropy (12) for ¢(1) and the interval
extropy (8), since

t 2 t
i I ) L fx) i 1
(i) = /t 2<F(tz)—F(t1))2dx+2/ﬁ Fo) — By = e+ g
26)

The expression of extropies in relation to Pearson entropies provides a new insight of
extropies and enables the direct transfer of known results for entropies to extropies. Thus,
since for given f the residual extropy J'(f, ) and Pearson residual entropy H,, (f, ) differ
only by a constant, they share the same monotonicity properties. For this, Theorem 3.1 for
the ¢-function ¢(y), for which d)(%(x) =x1
following result for the residual extropy.

is non-decreasing in x > 0, directly leads to the

Corollary 5.1. Let f be an absolutely continuous pdf with non-increasing (non-decreasing)
hazard rate function hy. Then, the residual extropy is non-decreasing (non-increasing).
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Remark 4. The monotonicity of the residual extropy has already been studied by Qiu and
Jia (2018). In fact, they have proved that if f(F~!(x)) is non-decreasing for x > 0, then the
residual extropy is non-increasing in t > 0. Actually, the result given in Corollary 5.1 is more
general as it requires a less strict assumption. In fact, if f(F~!(x)) is non-decreasing for x > 0,
then hy is non-decreasing. Consider the first derivatives of f (F ~1(x)) and hy (x),

FED) 4 f@wm+ﬁu)
fET@) A F(x)

Then, for x > 0, f(F “1(x)) is non-decreasing in x if and only if f'(x) > 0, whereas the hazard
rate function hy is non-decreasing if, and only if, f (x)F(x) + f2 (x) > 0. Being F(x) and f2 (x)
non-negative, from the assumption f’(x) > 0, it readily follows that ks is non-decreasing in
x > 0. On the contrary, if h is non-increasing then f(F~!(x)) is non-increasing but there is
no result about the monotonicity of the residual extropy based on such an assumption.

G(*(m

In order to study the monotonicity of a past ¢-entropy, a result analogous to that of
Theorem 3.1 for the residual ¢-entropy is proven next, based on the reversed hazard rate

f

function gqf =

Theorem 5.1. Let ¢ be a function such that @ is non-decreasing in x > 0 and let f be an
absolutely continuous pdf. If the reversed hazard rate function qy is non-increasing, then the

past ¢p-entropy H‘Z (f, t) is non-decreasing in t > 0.

Proof. Consider the function ¥ (x) = £ (x ) which is non-decreasing by the assumptions. Then,
the past ¢-entropy can be rewritten in terms of ¢ as

t
Pop o @O\, [f® (f®)
Hy(h0 = /o ? (F(t))dx_ 0 F(t)w (F(t)) * 27)

Now, since the past lifetime ;X = (X|X < ) has cdf ;F(x) = £ and pdf f (x) =

0] @ forx e
(0, 1), by (27), it follows

F)

t 1
fﬁmoz—AJuwwummz—A«Mﬂm*@»@

where it has been used to change of variable y = ;F(x), such that dy = f (x)dx.

Since the function v is non-decreasing, if ;f (F! (y)) is non-increasing then H‘Z (f, 1) will
be non-decreasing. Recall that for reversed hazard rate function of the past lifetime, we have
S0 f@ @)

W= Fw ~ Fo) F®

= qf(x).
Then, it readily follows

fGE () ()
F(F1(y)
Note that the inverse function of the cdf of the past lifetime can be obtained by

_ R = 1W) _ _
y=iF@) =50, F@=yF®, x=FGFD).

fGF () = SAFGF ) =qsGF ) y=qrGF ') -y, (28)
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Then, from (28), it follows
SGF () = gs(F F (1)) - .

As Fand F~! are non-decreasing, then F~! (yF(#)) is non-decreasing in ¢ > 0. Moreover, g5

is non-increasing and so qf(F_1 (yF(1))) - y is non-increasing in ¢t > 0 as well. Hence, Hi (1)
is non-decreasing and the proof is completed. O O

Remark 5. The result of Theorem 5.1 for the function ¢(;), which corresponds to the
monotonicity of the past extropy, follows as a corollary of Theorem 2.3 in Kamari and Buono
(2021). There it is stated that if f(F~!(x)) is non-increasing in x > 0, then the past extropy
JP(f,t) is non-decreasing in t > 0. Note that by considering the function ¢;), the hypothesis

about the monotonicity of @ is satisfied. In addition, if f (F “1()is non-increasing then the
reversed hazard rate function gy(-) is non-increasing. In fact

fE @)
fET@) ~
and the first derivative of the reversed hazard rate function is expressed as
fOF® —f2()
F2(x)

which is non-positive by assuming that f'(-) < 0.

—f(F L) = <0«=f'() <0,

>

40 =

Remark 6. In analogy with Theorem 3.1, it may seem of interest to consider Theorem 5.1
also for a non-decreasing reversed hazard rate function. But, as our purpose is to apply the
results to non-negative random variables, this case is not of interest since there do not exist
non-negative random variables with non-decreasing reversed hazard rate function (see Block,
Savits, and Singh 1998). In addition, note that it is not possible to derive results similar to
Corollary 5.1 and Theorem 5.1 related to the interval ¢-entropy. In fact, the hazard and the
reversed hazard rate function of a doubly truncated random variable are not equal to the ones
of the original random variable, as it happens for the former and the residual life and for the
latter and the past lifetime.

Remark 7. The dynamic ¢-divergence versions obtained with the function ¢(;), provide
the expressions for the divergences comparing the corresponding Pearson entropies of two
densities. In particular, from (15), we get the residual Pearson entropy divergence

r “ew  (f&) Gy /+°°f2(x) Gw 1
D, (f.g:t) = 2 ) dx= -
LR /t G(t>¢()(g<x> F(t)) 2l s Pe® 2

Similar expression can be obtained for the interval Pearson entropy divergence and the past
Pearson entropy divergence from (16) and (17), respectively. Note that the function ¢(;) hasa

x-1

non-decreasing representative (¥ (x) = ), so that the results in Theorem 3.2 and 3.3 can
be applied to the residual Pearson entropy divergence.

Due to the connection between the corresponding Pearsonian entropy and extropy
expressions (24)-(26), one would expect that extropy-based divergences can be defined. For
example, the residual extropy divergence would have been D;,(f,g; t) = Dy, (f, g t) +1/2.
However, this is not possible, since the ¢-function used for the definition of the extropy,
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¢ (x) = x?/2 does not belong to ®* (¢(1) #0) and thus cannot be used for defining a
divergence.

6. Examples

Example 2. Consider an exponential distribution with parameter n > 0, f(x) = ne™™,x > 0.
Then, the generalized ¢-entropy H(;)(f) is obtained as

+o00 n)»-‘rle—r](}\-‘rl)x 1 nk 1

H()L)(f) = —/ _—dx + =— + .
0 A+ 1) AL+ 1) AMA+1?2 A+ D)
In Figure 2 (left), we plot the generalized entropy as a function of A for representative fixed
values of the parameter of the exponential distribution, while in Figure 2 (right), we fix
the parameter A and consider H)(f) as a function of the parameter of the exponential
distribution . The Shannon entropy H(f), which corresponds to the limiting case » — 0, is
also pictured. In both cases, we can observe a decreasing behavior in terms of A or 1. Moreover,
in analogy with the classical continuous version of entropy, the generalized entropy H(;)(f) is
not always positive. In particular, the points in which there is a sign change in terms of 1, with
fixed A, are reported in Table 2. There we can observe a decreasing nature of these change-sign
points, which corresponds to a smaller region of the parameter space in which the entropy is
non-negative.

Example 3. Consider a Weibull distribution with parameters o and 5, with pdf f(x) =
anx®! exp(—nx*), x > 0. In this case, we cannot evaluate analytically the expression of the
generalized ¢-entropies H,), but they can be computed numerically. In Figure 3, H(,)(f) is
plotted as a function of A with a fixed value of « = 2 and different choices for 1, on the left,
and a fixed value of n = 1 and different choices for «, on the right.

In Figure 4, H,(f) is plotted as a function of by keeping fixed o = 0.5 (on the left)
or o =2 (on the right), and with different choices for the parameter A. The limiting case

2 5 .
0 — \1_
» 0 "'*-—-3_’::—;:7_:_7_7
-4 ::;
_ 8 it 5
= 1=h =
= E:
"o "o
-12
14 15
-16
18 -20

Figure 2. Generalized entropy for exponential distribution in Example 2, plotted as a function of A with
fixed n on the left, and vice versa on the right.

Table 2. Values of  for fixed A such that H,) (f) = 0 where f is the pdf of an exponential distribution.
A -0 1/3 2/3 1 2 3 4 5

n e 2.3704 2.1517 2 1.7321 1.5874 1.4953 1.4310




2240 (&) F.BUONO AND M. KATERI

06~ 2 —

051\

04f \

| .7":
03| \ |
\
02\ 1\

01f

/
Hiy(f)

Hy(f)

0.2} 0

0.3}

|
1] 0.5 1 1.5 2 25 3 35 4 4.5 5 0 0.5 1 15 2 25 3 35 4 45 5
A A

Figure 3. Generalized entropy for Weibull distribution in Example 3, plotted as a function of A with fixed
a = 2 and different choices for 5 on the left, and fixed n = 1 and different choices for & on the right.

Hyy(f)

Figure 4. Generalized entropy for Weibull distribution in Example 3, plotted as a function of 1 with fixed
a = 0.5 (left) or @ = 2 (right) and different choices for A.

for A — 0 (Shannon entropy) is also included in these graphs. We observe a completely
different behavior of the Shannon entropy with respect to the generalized versions of
entropy. Moreover, in Figure 4 (left) there are some cases of non-monotonic generalized
entropies.

Next, we make some comparisons between Weibull and exponential distributions by using
generalized divergences (the results can be computed only numerically). Consider a Weibull
pdf with parameters o and y, f(x) = ayx*~! exp(—yx%), x > 0 and an exponential pdf with
parameter 7, g(x) = nexp(—nx), x > 0. In order to have a finite divergence of f from g,
Dy (f,g), we need « to be greater than 1. In this example, it will be fixed to 2. Note that
if we want to consider the divergence of g from f, that is, D, (g, f), & needs to be less than 1.
In Figure 5, the generalized divergence is plotted as a function of n with fixed y = 2 (left), and
as a function of y with fixed n = 2 (right), for a selection of A values, including the limiting
case . — 0, which corresponds to Dky (f, g). The values of n and y, for which the divergence
values in Figure 5 reach their minimum, are given in Table 3.

Example 4. Consider a real data set (see Data Set 4.1 in Murthy, Xie, and Jiang 2004)
presenting times to failure of 20 units:
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Figure 5. Generalized divergence for exponential and Weibull distributions in Example 3, plotted as a
function of  with fixed y = 2 on the left, and vice versa on the right.

Table 3. Values of  and y for which the divergences in Figure 5 reach the minimum value.

A — 0(KL) 1/3 2/3 1 2
n 1.5606 1.5354 1.5101 1.4848 1.5606 Figure 5 (left)
y 29394 3.3030 3.3636 3.4848 3.6061 Figure 5 (right)
0.07 0.06 1
N
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o\ / \
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Figure 6. Plot of pdf’s of X (estimated), Y7 and Y5 in Example 4 (left) and in Example 5 (right) (blue, yellow
and red lines, respectively).

11.24, 1.92, 12.74, 22.48, 9.60, 11.50, 8.86, 7.75, 5.73, 9.37,

30.42, 9.17, 10.20, 5.52, 5.85, 38.14, 2.99, 16.58, 18.92,13.36.

Suppose the data are distributed as a random variable X with pdf f. The probability density
function can be estimated by a kernel estimator (e.g., with MATLAB function ksdensity).
In order to establish if the distribution of the data is similar to a Weibull distribution W2 («, 1)
with pdf g, we consider two different Weibull distribution, Y; ~ W2(1.5487,0.0166), with
parameters given by the maximum likelihood method, and Y, ~W2(1.6,0.0127), already
considered in Balakrishnan et al. (2023). We remark that both distributions are accepted by
applying the Kolmogorov-Smirnov test at a significance level of 5%. In Figure 6 (left), the
estimated pdf of the data and the pdf’s g;, g2 of Y1, Y5 are plotted.
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As already pointed out in Balakrishnan et al. (2023), with these distributions we have the
same value of KL divergence,

Dxki(f,g1) = Dxir(f, £2) = 0.0990.

Hence, to choose the more suitable distribution, an additional criterion was used in Balakr-
ishnan et al. (2023), based on a dispersion index of KL divergence, bringing to choose Y>.
Here, we use the generalized divergences D, (f, g) to make comparisons among Y; and Y,
with different choices of the parameter 1. We find out that Y, performs better than Y7, that
is, it has lower measures of divergence, for A > 0 with growing difference in A. The results are
presented in Table 4 for some selected choices of A. Hence, by using generalized divergences,
we are able to overcome the problem of equal KL divergences and our results are consistent
with the method proposed in Balakrishnan et al. (2023).

Example 5. Consider the crab dataset presented in Murphy and Aha (1994). We focus
our attention on the distribution of the width of female crabs, represented by the random
variable X with pdf f, so that we have a sample of 100 units. As in Example 4, we first
estimate the probability density function through a kernel estimator with MATLAB function
ksdensity. We now wish to compare the distribution of the data with Weibull and Lognor-
mal distributions. By using the maximum likelihood estimation, we choose Y; ~ W2(5.6162,
1.1953e-09) and Y, ~ Lognormal(3.5559,0.2192). We recall that if Y, ~ Lognormal(u,o),

2
then the pdf is g (x) = xa«l/ﬁ exp (_(logZxT—z,u)>, x > 0. Note that both distributions are

accepted by using the Kolmogorov-Smirnov test at a significance level of 5%. In Figure 6
(right), the estimated pdf of the data and the pdf’s of Y;, Y> are plotted. The comparison
among these two distributions has been already performed in Balakrishnan et al. (2023),
where the values of KL divergence were computed as Dz (f,g1) = 0.0381 and Dk (f,g2) =
0.0420. Although Dxy (f, g1) is lower than Dkp (f, £2), it can be noted that the values are similar
and really close to zero. Hence, in that paper, they used an additional criterion, which brought
to choose Y3 instead of Y by tolerating a slightly greater value of KL divergence. Now, we use
the generalized divergences D(;)(f, g) to make comparisons among Y7 and Y with different
choices of the parameter A. We find out that for A > X¢ (Ao = 0.185), Y, starts to perform
much better than Y7, ie., it has lower measures of divergence with growing difference by
increasing the value of 1. In particular for Ao we have D, (f, g1) = D) (f> £2) = 0.0430. The
results are presented in Table 5 for some selected choices of A. Hence, by using generalized
divergences, we are able to overcome the problem of almost equal values of KL divergences
and our results are consistent with the method proposed in Balakrishnan et al. (2023).

Table 4. Values of D, (f, g1) and D (f, g») in Example 4 for different choices of A.

A 0.1 1/3 1/2 2/3 3/4 1 2
Dy (f,91) 0.0950 0.1553 0.2710 0.6702 1.2129 10.8589 6.0464e+05
Dy (f,92) 0.0924 0.1380 0.2170 0.4712 0.7985 6.0010 1.8342e+05

Table 5. Values of D, (f, g1) and D (f, g2) in Example 5 for different choices of A.
by 0.1 1/3 1/2 2/3 3/4 1 3/2 2

D) (f,91) 0.0402 0.0503 0.0672 0.1122 0.1632 0.8296 73.8981 1.1360e+04
D@y (f,92) 0.0423 0.0444 0.0464 0.0491 0.0507 0.0569 0.0803 0.1351
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7. Conclusion

Parametric families of entropies and associated divergences, generalizing Shannon’s entropy
and the Kullback-Leibler (KL) divergence, respectively, play a predominant role in diverse
scientific fields, ranging from physics to econometrics and reliability. In this article, we have
discussed the concepts of generalized entropies and divergences with their corresponding
dynamic versions, which are of special interest in reliability. We showed off that they introduce
a kind of scale in measuring entropy. For example, focusing in the Cressie and Read (C &
R) family of entropies, if there is a rough prior information about the area of value of 5,
we can decide for the scale (through the C & R parameter A) in order to control the level
of entropy (see Figure 2). We also linked the dual measure of Shannon entropy, namely the
extropy, to the ¢-entropies generated by the C & R ¢-functions by proving that the extropy
is a member of the C & R family of entropies. We provided several examples of generalized
entropies for representative lifetime distributions to highlight the effect of the distributions’
parameter values and of the C & R parameter A. Finally, the generalized divergences are
employed for deciding on the distribution underlying real data in two examples. We verified
in both cases that specific A-values performed better than the well-known KL divergence. In
reliability applications, various types of censoring often occur. In future research, it would
be of interest to investigate the properties of generalized entropies and divergences under
censoring. Furthermore, the extension of the study under assumptions corresponding to
different reliability aging classes may lead to new results for the associated residual, past and
interval measures.
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